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Abstract

Open-vocabulary 3D object detection (OV-3DOD) aims at
localizing and classifying novel objects beyond closed sets.
The recent success of vision-language models (VLMs) has
demonstrated their remarkable capabilities to understand
open vocabularies. Existing works that leverage VLMs for 3D
object detection (3DOD) generally resort to representations
that lose the rich scene context required for 3D perception.
To address this problem, we propose in this paper a hierarchi-
cal framework, named HCMA, to simultaneously learn local
object and global scene information for OV-3DOD. Specif-
ically, we first design a Hierarchical Data Integration (HDI)
approach to obtain coarse-to-fine 3D-image-text data, which
is fed into a VLM to extract object-centric knowledge. To
facilitate the association of feature hierarchies, we then pro-
pose an Interactive Cross-Modal Alignment (ICMA) strat-
egy to establish effective intra-level and inter-level feature
connections. To better align features across different levels,
we further propose an Object-Focusing Context Adjustment
(OFCA) module to refine multi-level features by emphasizing
object-related features. Extensive experiments demonstrate
that the proposed method outperforms SOTA methods on the
existing OV-3DOD benchmarks. It also achieves promising
OV-3DOD results even without any 3D annotations.

Code and Extended version —
https://youjunzhao.github.io/HCMA/

Introduction
3D object detection (3DOD) aims at localizing and classi-
fying objects in 3D scenes. As a fundamental task in 3D
scene understanding, it has various potential applications,
e.g., robotic (Zeng et al. 2018) and autonomous driving (Bo-
jarski et al. 2016). However, existing 3DOD methods are
limited to a small set of categories due to the lack of an-
notated 3D datasets. Most 3DOD works focus on detecting
seen categories that exist in the training data and cannot be
easily generalized to real-world data with unseen categories.
To address this limitation, open-vocabulary 3D object detec-
tion (OV-3DOD) aims to detect novel objects in 3D scenes
that are outside the limited categories of the training dataset.

* These authors contributed equally.
† Corresponding author.

Copyright © 2025, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Recently, vision-language models (VLMs) such as CLIP
(Radford et al. 2021a) and ALIGN (Jia et al. 2021) have
made tremendous progress by training on large-scale image-
text data from the Internet. The ability of VLMs to learn
the rich object-level context of image-text embedding has
inspired open-vocabulary 2D understanding tasks, such as
object detection (Gu et al. 2022; Ma et al. 2022; Bangalath
et al. 2022; Wang et al. 2023) and semantic segmentation
(Ding et al. 2022; Zhou, Loy, and Dai 2022; Xu et al. 2023;
Han et al. 2023). However, it is not straightforward to pre-
train 3D-text models due to the lack of large-scale 3D-text
data. Recent attempts (Ding et al. 2023; Chen et al. 2023b;
Peng et al. 2023) leverage rich linguistic representations of
VLMs in 3D open-vocabulary understanding tasks by di-
rectly projecting 3D data onto the 2D image space. This
motivates us to leverage VLMs for the OV-3DOD task. By
doing so, we can utilize the rich object-centric context of
linguistic descriptions in the 3D domain, allowing us to con-
nect 3D point clouds with text representation for OV-3DOD.

However, directly applying 2D VLMs to address the
3DOD task is not feasible due to the significant contextual
differences between 2D and 3D data. First, pre-trained 2D
VLMs (Chen et al. 2023a) are typically trained on images
containing mostly a single object. In contrast, 3D scenes of-
ten comprise multiple objects of various sizes. Connecting
multiple objects with textual descriptions in a 3D scene is
more challenging. Second, 3D scenes have more data dimen-
sions than 2D images. This discrepancy may lead to the neg-
ligence of important spatial information associated with 3D
objects. Third, unlike the 2D images used for pre-training
VLMs, in which objects are usually located at the center,
objects in a 3D scene may be located in various corners or
even partially outside the 3D scene. This variability of 3D
scenes makes it difficult to learn the model. The above three
challenges pose a significant need for a holistic understand-
ing of 3D scenes in the 3DOD task.

For effective 3D detection, our insight is that it is essen-
tial to consider not only the object features, but also the
surrounding 3D scene context, in order to accurately lo-
cate the object. Hence, in this paper, we propose a hierar-
chical framework, named HCMA, to simultaneously learn
3D objects as well as scene contexts for the OV-3DOD task.
Our HCMA framework has three technical contributions.
First, unlike the state-of-the-art OV-3DOD method (Lu et al.
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2023; Cao et al. 2024), which focuses solely on object-
level contexts and aligns cross-modal features at the ob-
ject level, we propose a novel Hierarchical Data Integration
(HDI) approach to construct multi-level data, capturing hier-
archical contexts in 3D scenes that incorporate object-level,
view-level, and scene-level supervisions. By introducing the
global scene representation, the multi-level data enables a
comprehensive understanding of 3D point cloud scenes.
Second, we design an Interactive Cross-Modal Alignment
(ICMA) strategy to establish connections between the point
cloud, image, and text representations in different hierar-
chies. ICMA contains two alignment approaches: intra-level
cross-modal alignment and inter-level cross-modal align-
ment. The intra-level cross-modal alignment facilitates the
integration of semantically related information within each
hierarchy, while the inter-level cross-modal alignment com-
pensates for the interaction between diverse hierarchies, en-
abling a coarse-to-fine understanding of the 3D scene. To
further strengthen these connections across modalities, we
employ a novel contrastive learning method to minimize
the discrepancy among the representations derived from fea-
tures in different modalities. Third, we propose an Object-
Focusing Context Adjustment (OFCA) module to achieve
accurate and object-centric feature alignment across differ-
ent hierarchies. Instead of directly utilizing the features ob-
tained from pre-trained VLMs (Lu et al. 2023; Zhang et al.
2024; Cao et al. 2024), our OFCA takes an object-centric ap-
proach, leveraging object-related features and refining cross-
level information to enable seamless context integration for
objects across various levels and modalities. This helps alle-
viate the semantic bias inherited from VLMs and improves
the robustness of the hierarchical features.

In summary, the main contributions of this paper include:
• We propose HCMA, a hierarchical OV-3DOD frame-

work to simultaneously learn object and 3D scene con-
texts to facilitate accurate 3D object detection.

• We propose a Hierarchical Data Integration (HDI) ap-
proach to obtain coarse-to-fine cross-modal data for
multi-level supervision. It provides a comprehensive un-
derstanding of contexts in 3D scenes.

• We design an effective Interactive Cross-Modal Align-
ment (ICMA) strategy to facilitate a coarse-to-fine fea-
ture interaction across different levels and modalities. To
improve hierarchical feature alignments in ICMA, we
further propose an Object-Focusing Context Adjustment
(OFCA) module to facilitate the effective integration of
contexts across different levels.

• We conduct extensive experiments on the OV-3DOD
benchmarks. Our method achieves superior perfor-
mances compared to existing state-of-the-art approaches,
demonstrating its effectiveness for the OV-3DOD task.

Related Work
3D Object Detection. This task is to accurately locate all
objects of interest in a given 3D scene. VoteNet (Qi et al.
2019) first encodes point clouds into object volumetric rep-
resentations and then connects to an RPN to generate de-
tection results. Following (Qi et al. 2019), H3DNet (Zhang

et al. 2020) integrates a set of geometric primitives to detect
3D objects. Recently, the Transformer (Vaswani et al. 2017)
is also found to be suitable for 3D point cloud modeling
since it is permutation-invariant and can capture long-range
context. 3DETR (Misra, Girdhar, and Joulin 2021) proposes
an end-to-end Transformer model for 3D point cloud object
detection. Unlike these works, which only utilize closed-
set data to perform 3DOD, our work focuses on the open-
vocabulary setting and proposes a hierarchical framework to
localize and classify novel 3D objects.

Open-Vocabulary 3D Scene Understanding. Open-
vocabulary 3D scene understanding includes tasks such
as open-vocabulary 3D segmentation and open-vocabulary
3D object detection (OV-3DOD). Compared with open-
vocabulary 2D scene understanding (Cheng et al. 2024;
Yang et al. 2024), research on open-vocabulary 3D scene
understanding is limited, as 3D datasets are much more
labor-intensive to create and therefore much smaller in scale.
PLA (Ding et al. 2023) associates 3D point clouds with
text by generating text descriptions from captioning multi-
view 3D scene images. It can perform open-vocabulary 3D
segmentation in a 2D manner with the aligned 3D point
cloud and text features. CLIP2Scene (Chen et al. 2023b)
utilizes the 2D vision-language model CLIP (Radford et al.
2021a) for 3D scene understanding. It leverages cross-modal
knowledge from CLIP to extract semantic text features to
achieve annotation-free 3D semantic segmentation. Similar
to CLIP2Scene, OpenScene (Peng et al. 2023) also infers
CLIP features to obtain 3D-text co-embedding for open-
vocabulary semantic segmentation.

Open-vocabulary 3D object detection (OV-3DOD) is an-
other task under 3D scene understanding. OV-3DET (Lu
et al. 2023) is one of the first works to extend the open-
vocabulary object detection task into the 3D area. It lever-
ages rich object context extracted from a 2D detector pre-
trained on large-scale image datasets and CLIP (Radford
et al. 2021a) to detect novel 3D objects. CoDA (Cao et al.
2024) is a closer work to OV-3DET (Lu et al. 2023), but
it does not rely on an additional 2D detector to help lo-
calize the 3D bounding box. Instead, it can simultaneously
perform 3D object localization and classification. More re-
cently, FM-OV3D (Zhang et al. 2024) tackles the OV-3DOD
problem by blending knowledge from multiple pre-trained
foundation models. Our work is closer to (Lu et al. 2023),
but we do not rely solely on the object-centered features of
point clouds for object detection. Our work can simultane-
ously learn hierarchical 3D scene contexts to align different
modalities for discovering unseen 3D object patterns.

Method
Our method, named HCMA, first learns to localize 3D ob-
jects from a pre-trained 2D object detector. To do this, we
generate 2D bounding boxes B2D of the view-level paired
images Iv from the pre-trained 2D detector. Prompted by n
training classes C = {C1, C2, ..., Cn}, the pre-trained 2D
detector can generate 2D bounding boxes B2D ∈ R4 of the
training classes C on the view-level paired images Iv as:

B2D = 2DDetector(Iv, C). (1)
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Figure 1: Our HCMA framework is a three-stream network containing pre-trained CLIP image and text encoders, a 3D detector,
and our proposed Object-Focusing Context Adjustment (OFCA) module. Each stream processes three types of hierarchical
semantics. The input data of each stream is derived from our Hierarchical Data Integration (HDI) approach, while the output
semantics of each stream is associated by our Interactive Cross-Modal Alignment (ICMA) strategy.

Given predicted 2D bounding boxes B2D, we then back-
project them into the 3D space as 3D bounding boxes B3D ∈
R7, and perform clustering to group points belonging to the
same object. This step removes unrelated points and im-
proves the accuracy of the resulting 3D bounding boxes.
Subsequently, we generate 3D bounding boxes based on the
remaining points as:

B3D = Cluster(B2D ·M−1), (2)
where M is the projection matrix provided in the training
dataset. We utilize 3D bounding boxes B3D to supervise the
localization of 3D objects by computing a regression loss
function between the predicted 3D bounding boxes B̂3D and
the target 3D bounding boxes B3D as:

Lloc = L3D(B̂3D, B3D). (3)
HCMA next learns to classify 3D localization results from
text prompts with cross-modal contrastive learning. In this
way, our method can perform 3D object detection without
3D annotations. Figure 1 shows the overall pipeline of our
method. During training, our method takes seven types of
data as input, including three hierarchies and three modali-
ties. During inference, it takes only the raw view-level point
clouds P v and object-level texts T o as input. Our method is
a three-stream network consisting of a 3D point cloud ob-
ject detector Hp, an image encoder Hi, a text encoder Ht,
and our proposed OFCA module Ho. For each 3D-image-
text tuple (P, I, T ) as input, we extract the 3D-image-text
features (fp, fi, ft) from the three-stream network as:
fp = Hp(P ), fi = Ho(Hi(I)), ft = Ho(Ht(T )). (4)

Finally, we utilize hierarchical cross-modal contrastive
learning to align fp, fi, and ft. Note that we only update
the weights of the 3D detector and the OFCA module since
we utilize a pair of frozen CLIP image and text encoders in
the training stage.

The HDI Approach

We first introduce the detailed process of our Hierarchi-
cal Data Integration (HDI) approach, as shown in Figure
2. Given a view-level 3D-image pair (P v, Iv), we can ob-
tain object-level point cloud predictions from the 3D detec-
tor Hp, including m 3D bounding boxes and an object-level
point cloud feature sequence, fo

p = (fo
p1, f

o
p2, ..., f

o
pm).

We then project the predicted 3D bounding boxes into
2D bounding boxes with the camera calibration parame-
ter. By cropping the view-level image Iv with 2D bound-
ing boxes, we can obtain an object-level image set, Io =
(Io1 , I

o
2 , ..., I

o
m), which is then sent into the image encoder to

get the object-level image features fo
i . The object-level text

set T o is sent into the text encoder to obtain the object-level
text features fo

t . These three features form the object-level
3D-image-text features (fo

p , f
o
i , f

o
t ).

For m object-level text prompts, T o = (T o
1 , T

o
2 , ..., T

o
m),

we concatenate them to form a view-level text caption T v .
Since a 3D view point cloud P v contains m 3D objects point
cloud P o, we provide a view-level text caption T v by merg-
ing and removing duplicates of these m object-level texts.
Given a 3D view point cloud P v containing m object point
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Figure 2: Illustration of the Hierarchical Data Integration
(HDI) approach. HDI introduces object-level, view-level,
and scene-level hierarchies to associate point clouds, im-
ages, and texts.

clouds P o, we generate a view-level text caption T v:

T v = (T o
1 ∪ T o

2 ∪ ... ∪ T o
m), (5)

where ∪ represents the set union operation. It is worth not-
ing that T v is constructed by consolidating the textual infor-
mation from all object-level texts, ensuring the removal of
any redundancies. It can also provide a more fine-grained
and accurate description of the view-level image Iv . We
then feed the view-level 3D-image-text (P v, Iv, T v) into
their corresponding encoders and the OFCA module. In this
way, we can generate the view-level 3D-image-text features
(fv

p , f
v
i , f

v
t ).

In addition, we incorporate scene-level data to provide the
coarse-grained context of the 3D scene. Despite the absence
of scene-level images in the 3D detection dataset, we address
this limitation by generating a top-down image of the 3D
scene as a scene-level image Is based on a scene-level 3D
point cloud P s. Since a 3D scene point cloud P s contains
n 3D views point cloud P v , we provide a scene-level text
caption T s by merging and removing duplicates of these n
view-level texts T v . Similarly, we have:

T s = (T v
1 ∪ T v

2 ∪ ... ∪ T v
n ). (6)

Finally, we also feed the scene-level 3D-image-text
(P s, Is, T s) into their corresponding encoders and the
OFCA module to generate the scene-level 3D-image-text
features (fs

p , f
s
i , f

s
t ).

It is worth mentioning that we only utilize point clouds
and text in the inference stage. With object-level text T o as
input, our method can detect 3D objects from the view-level
point cloud P v .

The ICMA Strategy
Our Interactive Cross-Modal Alignment (ICMA) strategy
consists of two parts: intra-level cross-modal alignment and
inter-level cross-modal alignment.

Intra-Level Cross-Modal Alignment. Here, we introduce
the details of the intra-level cross-modal alignment in our
proposed HCMA. As mentioned above, we have obtained
multi-level features from object detector Hp, text encoder
Ht, image encoder Hi, and OFCA module Ho. For the

View 1 of Scene 1 View 2 of Scene 1A view of Scene 2
Positive

Pair
Negative

Pair

Figure 3: Construction of the positive and negative samples
based on the scene label.

object-level features (fo
p , f

o
i , f

o
t ), we first classify them with

a category Co from the text prompt with pre-trained CLIP:

Co = argmax(Softmax(fo
i · fo

t )). (7)

In this way, (fo
p , f

o
t ) and (fo

p , f
o
i ) with the same category

Co are used as two positive pairs. Conversely, they are con-
sidered two negative pairs if they do not match the category.
In addition, there is no need to align (fo

i , f
o
t ) again since

they are already pre-aligned in the pre-trained CLIP model.
For the view-level features (fv

p , f
v
i , f

v
t ), we classify them

based on scene labels, as shown in Figure 3. Since an indoor
scene can produce multiple view-level point clouds and im-
ages from different perspectives, it is natural that these view-
level point clouds and images from the same scene are more
similar to each other than to those from different scenes.
Specifically, if (fv

p , f
v
t ) and (fv

p , f
v
i ) have the same scene

label, they form two positive pairs. Otherwise, they are con-
sidered as two negative pairs.

Similarly, for the scene-level features (fs
p , f

s
i , f

s
t ), classi-

fication is also performed based on scene labels. We divide
each of (fs

p , f
s
t ) and (fs

p , f
s
i ) into positive pairs and negative

pairs according to their scene labels. This classification strat-
egy based on scene labels allows for the grouping of similar
view-level and scene-level features, enhancing the ability of
our method to detect nearby objects in the same scene.

Inter-Level Cross-Modal Alignment. To further improve
the alignment precision and enhance the integration of infor-
mation from multiple sources, we introduce the inter-level
cross-modal alignment here. It enables coarse-to-fine feature
interaction and fusion across different levels and modalities.
Object-level input can provide the fine-grained context of
the 3D object, while view-level and scene-level inputs are
more coarse-grained. We propose three alignment strategies
to capture the coarse-to-fine context of 3D objects, including
local alignment, global alignment, and all alignment. These
strategies aim to provide comprehensive contextual informa-
tion to improve 3D object understanding.

For local alignment, we concatenate object-level features
and view-level features into local features (f l

p, f
l
i , f

l
t). Local

features contain both object-level and view-level features.
We then classify the local features with the text prompt cat-
egory from the pre-trained CLIP, similar to Eq. 7, form-
ing positive pairs and negative pairs from the 3D-text lo-
cal features as well as from the 3D-image local features.
Similar to local alignment, global alignment concatenates
object-level features and scene-level features into global fea-
tures (fg

p , f
g
i , f

g
t ). Global features contain object-level and

scene-level features. Again, we form positive pairs and neg-
ative pairs from the 3D-text global features as well as from
the 3D-image global features according to the text category

10504



Multi-Head Attention

Q K V

NIE

Add & Norm

MLP

MLP

MLP

Gaussian Noise

Injection

Norm

Input
Features

Object
Features

Noise-Injection
Enhancement

(NIE)

Object-Focusing Context Adjustment (OFCA)

Output
Features

Injection

Injection

Figure 4: Structure of the proposed Object-Focusing Context
Adjustment (OFCA) module.

from the pre-trained CLIP, similar to Eq. 7. In addition, we
can also perform all alignment by concatenating object-level
features, view-level features, and scene-level features into
all features (fa

p , f
a
i , f

a
t ). All features contain object-level,

view-level, and scene-level features. Finally, we form posi-
tive pairs and negative pairs from the 3D-text all features as
well as from the 3D-image all features according to the text
category from the pre-trained CLIP, similar to Eq. 7.

The OFCA Module
To better utilize the open-vocabulary capabilities of pre-
trained VLMs in the OV-3DOD task, we introduce the
Object-Focusing Context Adjustment (OFCA) module,
which helps refine the features before cross-modal align-
ment. As illustrated in Figure 4, each OFCA module consists
of a Noise-Injection Enhancement (NIE) block and a multi-
head attention layer. The hierarchical semantic derived from
object-centric VLMs inherit and amplify the object-level in-
formation during alignment in the ICMA module. The NIE
block employs Gaussian noise to introduce perturbation to
the semantic, which helps reduce potential semantic bias and
improve robustness for information enhancement, ultimately
improving the model’s capability to generalize effectively to
unseen data. The NIE block refines input features and trans-
forms them into the query for the attention layer, while the
corresponding object features serve as the key and value.
NIE employs Gaussian noise by gradually injecting it into
the input features. Specifically, the NIE block is constructed
by stacking n identical MLP blocks. With the input features
x0 and the output features xm from the mth MLP block, the
mth Gaussian Noise injection operation can be written as:

x
′

m = α(x0 + β
1√
2π

e−
x2
0
2 ) + (1− α)xm, (8)

where α and β control the weight of the injection operation.
Note that we only input view-level and scene-level features
into the NIE block and strategically exclude object-level fea-
tures from the NIE block, as object-level features are often
more reliable compared to other-level features from the pre-
trained VLMs.

Hierarchical Cross-Modal Contrastive Learning
Using the obtained 3D-text features (fp, ft) and 3D-image
features (fp, fi), we can guide the 3D detector Hp to de-
tect novel objects by learning from coarse-to-fine supervi-
sions. We introduce a general contrastive learning method to
achieve consistency between 3D, visual, and linguistic rep-
resentations of hierarchical semantics. The main contrastive
loss function (Oord, Li, and Vinyals 2018) is given by:

Lc = − 1

B

B∑
b=1

log

∑
m
i=0e

sTb si/τ∑
B
j=0e

sTb sj/τ
, (9)

where τ is a temperature parameter, s denotes the samples
in contrastive learning, B is the number of samples in each
batch, and m is the number of positive samples.

For 3D-text pairs (fp, ft) and 3D-image pairs (fp, fi),
we can compute the contrastive loss separately. The cross-
modal contrastive loss is given by:

Lm = Lc(fp, ft) + Lc(fp, fi). (10)

Subsequently, we employ the positive and negative sam-
ples mentioned earlier to construct six coarse-to-fine super-
visions. These include object-level Lo

m, view-level Lv
m, and

scene-level Ls
m derived from inter-level cross-modal align-

ment. Additionally, we incorporate local Ll
m, global Lg

m,
and all La

m supervisions through inter-level cross-modal
alignment. The alignment loss is given by:

Lalign = 1 ·
[
Lo
m,Lv

m,Ls
m,Ll

m,Lg
m,La

m

]
, (11)

where 1 is the indicator function that controls the specific
form of Lalign, which is decided by different hierarchies uti-
lized in the training stage. The overall training objective can
be written as:

L = Lalign + Lloc, (12)

where Lloc is also used to supervise the 3D detector.

Experiments
Datasets and Metrics
ScanNet (Dai et al. 2017) is a widely used 3D object de-
tection dataset. As our method requires the view-level and
scene-level 3D-image pairs as input, we utilize the raw view-
level point clouds, view-level image, and scene-level point
clouds from ScanNet. We then generate the scene-level im-
ages by snapping the top-down view of the scene-level point
clouds. SUN RGB-D (Song, Lichtenberg, and Xiao 2015)
is another popular 3D object detection dataset. Since SUN
RGB-D dataset lacks scene-level point cloud data, we lever-
age the available raw view-level point clouds and view-level
images from SUN RGB-D for 3D detection. We have con-
ducted our experiment on these two datasets to validate the
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Table 1: Results on ScanNet in terms of AP25. We report the average value of all 20 categories.
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OV-PointCLIP 1.04 4.76 0.91 4.41 0.07 4.11 0.15 0.05 0.19 0.08 1.11 2.13 0.10 0.24 0.02 0.96 0.06 0.43 0.03 0.91 0.05
OV-3DETIC 12.99 47.68 41.35 4.46 24.41 18.58 10.42 3.72 5.74 12.60 4.89 1.54 0.00 1.24 0.00 19.33 4.58 12.30 23.78 22.02 1.17
OV-CLIP-3D 11.80 38.05 34.45 16.26 20.07 12.72 8.03 2.61 14.62 10.02 5.26 12.31 4.02 1.26 0.09 26.50 7.78 6.52 4.28 10.00 1.19

OV-3DET 20.46 72.64 66.13 34.80 44.74 42.10 11.52 0.29 12.57 14.64 11.21 23.31 2.75 3.40 0.75 23.52 9.83 10.27 1.98 18.57 4.10

HCMA (ours) 21.53 68.50 72.81 40.59 49.65 43.20 3.32 0.03 17.38 14.34 11.73 28.61 19.48 0.56 0.12 11.33 1.51 10.34 1.34 31.56 4.10

Table 2: Results on SUN RGB-D in terms of AP25. We report the average value of all 20 categories.

effectiveness of our method in 20 vocabularies. As for the
evaluation metrics, we use average precision (AP) and mean
average precision (mAP) at IoU thresholds of 0.25 and 0.5,
denoted as AP25, mAP25, and mAP50, respectively.

Implementation Details
Our experimental setup follows that of OV-3DET (Lu et al.
2023) for fair comparison. We train our model using the
AdamW optimizer with a cosine learning rate scheme. The
base learning rate and the weight decay are set to 10−4 and
0.1, respectively. The temperature parameter τ is set to 0.1
in contrastive learning. We adopt 3DETR (Misra, Girdhar,
and Joulin 2021) as our 3D detector backbone. The number
of object queries for 3DETR is set to 128. Experiments are
conducted on a single RTX4090 GPU. Our training epoch is
the same as the baseline method OV-3DET.

Main Results
We evaluate the performance of our method by compar-
ing it with previous approaches on both ScanNet and SUN
RGB-D benchmarks. We conduct evaluations on 20 com-
mon classes to assess the effectiveness of our method. Since
open-vocabulary 3D object detection is still a new task, very
few works can be used for direct comparison. We first di-
rectly compare our method with the reported results by OV-
3DET (Lu et al. 2023), which is a strong baseline method
for OV-3DOD. Following OV-3DET (Lu et al. 2023), we
evaluate our method by adapting some existing works on
open-vocabulary 2D object detection and 3D object classifi-
cation into our setting. The baseline methods include Point-
CLIP (Zhang et al. 2022), 3DETIC (Zhou et al. 2022), and
CLIP-3D (Radford et al. 2021b) to conduct open-vocabulary
3D object detection, denoted as OV-PointCLIP (Zhang et al.
2022), OV-3DETIC (Zhou et al. 2022), and OV-CLIP-3D
(Radford et al. 2021b). We also compare our method with
the reported results by CoDA (Cao et al. 2024), which is
the state-of-the-art method for OV-3DOD. Results are pre-
sented in Table 1 and Table 2. Our method shows superior

performances, outperforming the previous methods on both
ScanNet and SUN RGB-D datasets in the OV-3DOD task.
Qualitative Results. Figure 5 shows the qualitative results
of our method. Our HCMA framework can generate more
accurate bounding boxes compared with the baseline OV-
3DET (Lu et al. 2023). HCMA can predict the location, size,
and orientation of 3D bounding boxes more precisely. Spe-
cific instances, such as the sofa in sample b, highlight the su-
perior performance of HCMA. This is because HCMA can
provide coarse-gained context around the 3D object, allow-
ing it to perceive a more complete object structure. Another
advantage of our HCMA framework, as compared with the
baseline method OV-3DET, is the ability to detect a wider
range of objects with diverse vocabularies in 3D scenes. For
example, the nightstand in sample a is an occluded object
missed by the baseline method. The hierarchical structure
of our HCMA facilitates the understanding of objects in the
same 3D scene by learning the contextual information, thus
enhancing the overall object detection performance.

Ablation Study
Overall Analysis. We conduct an ablation experiment on
the ScanNet dataset to analyze the effectiveness of our pro-
posed components. Starting with the base method that lever-
ages solely object-level features and intra-level cross-modal
alignment in our framework, we gradually incorporate our
proposed modules. The results are summarized in Table 3
and demonstrate that each component contributes to the fi-
nal result. By employing the HDI approach with both object-
level and view-level features, the ICMA strategy with both
intra-level and inter-level alignment, and the OFCA module
with the NIE block, we observe improvements respectively
in terms of mAP25, and mAP50.
Analysis of the HDI Approach. We discuss the impact
of the HDI approach through ablation studies on ScanNet.
Specifically, we have three coarse-to-fine hierarchical su-
pervisions during the training stage, including object (O),
view (V), and scene (S) levels. Since the target of 3D ob-
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Figure 5: Qualitative comparison with OV-3DET. Our HCMA framework can perform more accurate OV-3DOD and can detect
a wider vocabulary of objects in 3D scenes. For each case, the detection text prompts are shown on the left.

ject detection is to detect object-level point clouds in a 3D
scene, object-level supervision is naturally the basis of ob-
ject detection. Hence, we preserve object-level hierarchy to
explore the impact of view-level and scene-level hierarchies
in the ablation study. We employ four training strategies in
our framework and analyze the results in Table 4. The results
demonstrate that view-level (V), and scene-level (S) hierar-
chies can bring significant improvement individually. The
coarse-gained cross-modal correspondence is crucial for 3D
detection. By leveraging the hierarchical structure and incor-
porating cross-modal information, our framework benefits
from a more comprehensive understanding of the 3D scenes.

Analysis of the ICMA Strategy. We investigate the effec-
tiveness of our ICMA strategy through an ablation study
on ScanNet, which includes intra-level and inter-level cross-
modal alignment. The results are shown in Table 5. Specif-
ically, we compare our method with three strategies: intra-
level, inter-level, and both. The experiments are conducted
on both object-level and view-level hierarchies. Results
show that using both intra-level and inter-level cross-modal
alignments outperforms the other two strategies in terms of
mAP25 and mAP50, which indicates that both intra-level
and inter-level alignment can contribute to cross-modal con-
nections. The intra-level alignment provides hierarchical in-
formation to the inter-level alignment, while the inter-level
interaction can compensate for the lack of coarse-to-fine
context in the intra-level alignment. This complementary re-
lationship enhances the overall performance by incorporat-
ing both local and global contextual information.

Analysis of the OFCA Module. To assess the effectiveness
of the OFCA module, we conduct ablation studies on the
ScanNet dataset as shown in Table 6. Experiments are con-
ducted on both object-level and view-level hierarchies. The
results show that the performance improves when employ-
ing the OFCA module, as evidenced by higher mAP25 and
mAP50 compared to the baseline without the OFCA module
(“w/o OFCA”). This suggests that the proposed OFCA effec-
tively learns more accurate features by adjusting the cross-

HDI ICMA OFCA mAP25 mAP50

19.37 5.18
✓ 19.71 5.80
✓ ✓ 20.18 6.11
✓ ✓ ✓ 20.84 6.53

Table 3: Ablation study of our
designs.

O V S mAP25 mAP50

✓ 19.37 5.18
✓ ✓ 20.18 6.11
✓ ✓ 20.20 6.18
✓ ✓ ✓ 20.30 6.39

Table 4: Ablation study
of the HDI approach.

Intra Inter mAP25 mAP50

✓ 19.71 5.80

✓ 19.68 5.82

✓ ✓ 20.18 6.11

Table 5: Ablation study of
the ICMA strategy.

Method mAP25 mAP50

w/o OFCA 20.18 6.11

OFCA w/o NIE 20.55 6.33

OFCA 20.84 6.53

Table 6: Ablation study of the
OFCA module.

level features. We further analyze the impact of the NIE
block within the OFCA module. Including the NIE block
leads to further performance gains compared to using OFCA
alone (“OFCA w/o NIE”). This indicates that the NIE block
in the OFCA module contributes to performance improve-
ment by enhancing the robustness at the feature level.

Conclusion
In this paper, we have introduced HCMA, a hierarchical
framework to address fundamental detection issues of OV-
3DOD. HCMA is designed to enhance the accuracy of cross-
modal alignment of 3D, image, and text modalities. We first
introduce the Hierarchical Data Integration (HDI) approach
to obtain hierarchical context from object, view, and scene
levels. This coarse-to-fine supervision enables HCMA to
obtain more accurate results. In addition, we design an ef-
fective Interactive Cross-Modal Alignment (ICMA) strat-
egy, along with the Object-Focusing Context Adjustment
(OFCA) module, to align features of 3D, images, and texts to
achieve more robust performances. Extensive experimental
results demonstrate the superiority of HCMA in OV-3DOD.
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