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Abstract001

Existing literature on the quality of questions002
and answers focus on factual question answer-003
ing and natural language understanding. How-004
ever, there are no large scale datasets enabling005
the study of question and answer quality in pub-006
lic hearings and interview like settings. One007
challenge for constructing such a dataset is that008
public hearings and interviews are typically009
only accessible as unstructured transcripts in010
plain text. We develop a pipeline to extract ut-011
terances and identify utterances as questions012
and answers, which can then be used for down-013
stream tasks of studying question and answer014
quality along different dimensions. Using this015
pipeline, we build a novel dataset constructed016
from committee hearings from the U.S. House017
of Representatives and Senate consisting of all018
questions and answers in transcripts from the019
108th to the 117th congressional sessions. We020
find that it is possible to accurately distinguish021
the party affiliations of the questioners based022
on the question utterances alone indicating that023
committee members with different party affil-024
iations use language differently when asking025
questions in committee hearings.026

1 Introduction027

Congressional hearings are a cornerstone of the028

legislative process in the United States. Elected rep-029

resentatives in the two chambers of the legislative030

chambers, the house of representatives and the sen-031

ate have the authority to use subpoenas to compel032

evidence and summon individuals, called witnesses,033

to testify at these hearings. Congressional hearings034

help shape public policy (Oleszek et al., 2015), con-035

duct investigations (Hamilton et al., 2007), oversee036

government actions (Dolan et al., 2014; Levin and037

Bean, 2018), ensure accountability of government038

agencies under the executive branch (Bussing and039

Pomirchy, 2022), and review the appointment of040

presidential nominees for key positions including041

judges (Collins Jr and Ringhand, 2016) and cabinet042

members (Ross, 1998). The public nature of these 043

hearings provide members of the public a window 044

into the complex, often contested process of law- 045

making and oversight at the highest levels of gov- 046

ernment. This process is facilitated by the division 047

of the elected representatives in each chamber into 048

distinct committees with responsibilities and juris- 049

diction over legislation, activities and oversight on 050

specific issues. Each party is typically represented 051

in each committee proportionally to their strength 052

in each chamber. 053

A key component of these hearings involves 054

members of the committee at the hearing inter- 055

viewing the witnesses. Each member is assigned a 056

pre-determined time slots within which they may 057

question the witnesses (Sachs, 2003). The effec- 058

tiveness of questions asked in these hearings can 059

have far-reaching consequences. For example, the 060

failure of senate nomination hearing for supreme 061

court justice Brett Kavanaugh in eliciting accurate 062

information pertinent to an investigation into accu- 063

sations of sexual assault and information about his 064

stance on consequential constitutional issues and 065

legal doctrine, its bearing on the committee’s rec- 066

ommendation and ultimately the senate’s vote on 067

whether or not to accept the nomination have been 068

extensively studied in the political science (Hem- 069

ingway and Severino, 2019; Fredrickson, 2019) 070

and discource analysis (Kaur, 2022) literature. 071

Despite the important role congressional hear- 072

ings play in the democratic process, they are often 073

perceived as dysfunctional (Lewallen et al., 2016). 074

While hearings ought to perform the functions of 075

fact finding, gathering expert opinions and conduct- 076

ing investigations (Huitt, 1954), they are instead 077

sometimes a means to spread propaganda (Truman, 078

1951) and for elected representatives to seek atten- 079

tion and credit (Davidson et al., 2023) or grand- 080

stand (Lewallen et al., 2024) to interest groups 081

and constituents. Indeed, committee members may 082

enter a hearing with prepared questions (Oleszek 083
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et al., 2015), while witnesses may be invited strate-084

gically by committee members to support a certain085

view (Talbert et al., 1995), and may have prepared086

responses (Oleszek et al., 2015) which has been087

exacerbated by increasing partisanship in politics.088

Party affiliation of a legislator can reflect differ-089

ent political agendas and strategic goals – ranging090

from seeking transparency and accountability to091

promoting or defending policy positions. We con-092

jecture that these political agendas and strategic093

goals are reflected on the linguistic structures, tone,094

and style of the questions asked in the congress. In095

light of the dysfunctions in congressional hearings096

and the potential effect on questions and answers097

in congressional hearings, we seek to address the098

following research questions: (1) Does party affili-099

ation impact the questions asked in hearings, and100

can we identify the party affiliation and determine101

whether their party is in the majority or minority?102

(2) Given an answer utterance, can we predict the103

party affiliation and standing of the questioner as-104

sociated with the answer utterance.105

1.1 Our Contributions106

Our main conceptual contribution is the initiation107

of a new research direction on the large-scale and108

automatic analysis of the quality and use of lan-109

guage in questions and answers in interview like110

settings.111

To initiate this line of research, we provide a112

novel dataset constructed from transcripts of com-113

mittee hearings in the United States House of Rep-114

resentatives and Senate which identifies question115

and answer utterances. To facilitate future research,116

we also include human annotations of question and117

answer utterances, and a comprehensive set of lin-118

guistic features for each utterance.119

We find that given a question utterance by a120

member of a committee, it is indeed possible to121

predict the questioner’s party affiliation from the122

text of the question alone with an accuracy of 92%,123

and the standing of their party, i.e. whether the124

party is in the majority or minority in the respec-125

tive chamber, with an accuracy of 75%. However,126

it turns out that identifying the affiliation and stand-127

ing of the questioner from the answer obtained in128

response to a question appears to be a significantly129

harder problem.130

We use a comprehensive collection of linguistic131

features (Horne et al., 2019) to find statistically132

significant differences in the use of language in133

questions from committee members with different134

party affiliations. 135

2 Related Work 136

We are not aware of datasets enabling the study 137

of question and answer quality in interviews in 138

general, or on political hearings or proceedings 139

specifically, while the large-scale and automatic as- 140

sessment of question and answer quality has been 141

studied extensively in the question-answering lit- 142

erature in the context of answering factual ques- 143

tions (Zhang et al., 2023; Biancofiore et al., 2024; 144

Yu et al., 2024), conversational question answer- 145

ing (Zaib et al., 2022) and natural language under- 146

standing (Kočiskỳ et al., 2018). 147

Hearing, Interview and Dialogue Datasets. 148

The Congressional Committees Hearing dataset 149

(CoCoHD) is perhaps the most similar dataset to 150

ours and consists of transcripts from the congres- 151

sional hearings from the 105th to the 118th congres- 152

sional sessions (Hiray et al., 2024), with a focus 153

on determining the impact of hearings in different 154

committees on financial instruments related to is- 155

sues under their jurisdiction. Our dataset differs 156

from CoCoHD by separating individual utterances, 157

identifying question and answer utterances within 158

hearings from downstream question and answer 159

quality assessment tasks, and providing utterance 160

level annotations and linguistic features to facilitate 161

further studies into the linguistic characteristics of 162

different political actors. 163

The MediaSum (Zhu et al., 2021) and Inter- 164

view (Majumder et al., 2020) datasets are per- 165

haps the most prominent datasets consisting of real 166

world dialogues and comprise of interviews con- 167

ducted in mainstream media for dialogue summa- 168

rization tasks. Xu et al. (2025) and Hoang (2025) 169

provide a datasets of public remarks at local con- 170

stituency and council meetings scraped from videos 171

of proceedings and Fiva et al. (2025) provide tran- 172

scripts of proceedings in the Norwegian parliament. 173

Delano et al. archive congressional data including 174

committee hearings and reports. The American 175

Presidency Project (Woolley and Peters) includes 176

transcripts of dialogues from campaign debates. 177

Maher et al. (2020) analyze the testimonies of so- 178

cial scientist witnesses from 1946 to 2016 using 179

a manual search process to identify relevant wit- 180

nesses, and Fisher et al. (2013) analyze statements 181

by committee members from the 109th and 110th 182

congressional sessions from hearing that were re- 183

lated to climate change using discourse network 184
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analysis. However, these datasets do not identify185

question and answer utterances.186

Arregui and Perarnaud (2022); Thomson et al.187

(2012); Thomson and Stokman (2006) analyze par-188

liamentary and policy-making procedures at the189

European parliament through interviews of policy190

experts but not through the direct analysis of tran-191

scripts of the proceedings. Saliently, committee192

hearings are a common feature of many democratic193

institutions, and our framework for processing tran-194

scripts of proceedings to identify questions and an-195

swers withing hearings may be used to expand our196

dataset to include transcripts from those proceed-197

ings. We hope that this will enable comparative198

works on the effectiveness of the procedures and199

conduct in different democracies.200

Our framework may also be extended to identify201

questions and answers in interview like settings202

such as interviews with politicians or political ac-203

tors on news media. While datasets consisting of204

transcripts of such media exist, including those ex-205

tracted from videos (Birkenmaier et al., 2025), we206

are not aware of datasets that identify questions207

and answers within such transcripts.208

Function and Dysfunction in Congressional209

Hearings. Lewallen et al. (2024) study congres-210

sional hearings to analyze political messages sent211

by the policymakers. Ray (2018) studies legisla-212

tor behaviors in the Congressional hearings and213

whether they become lobbyist after they retire from214

representing. Wolfe (2012) study how media cov-215

erage affects the time it takes an introduced legis-216

lation to become law in the 109th congressional217

session.218

Esterling (2007) find through a study of major219

congressional hearings that contributions from in-220

terest groups incentivize committee members to ask221

analytical questions which induce a falsifiable re-222

sponse and engage in analytical discourse in certain223

major congressional hearings. Coil et al. (2024)224

study gender representation of witness in the con-225

gressional hearings, raising concerns of women226

being underrepresented. We hope that our dataset227

will enable fruther, large scale studies into similar228

behaviors in congressional hearings.229

3 The HearingQA Dataset230

Congressional hearings open to the public are made231

available in digital at https://www.govinfo.232

gov/app/collection/chrg between 2 months to233

2 years after the hearing is held, and as Figure 2234

illustrates, are published as a dialogue style tran- 235

script in plain text. Our dataset is constructed from 236

all available transcripts as of April 2022, cover- 237

ing a span of 20 years spanning the 108th to the 238

117th congressional sessions with transcripts from 239

16,130 hearings by 76 committees involving 1,774 240

committee members and 69,149 witnesses in total. 241

Figure 1 (a) illustrates the distribution of hear- 242

ings across congressional sessions and the top ten 243

most active committees. We notice some clear 244

trends of congressional committees responding to 245

domestic and global events. The House Committee 246

on Financial Services which oversees the financial 247

services industry in the United States shows a clear 248

increase in the number of hearings in response to 249

the 2007–2008 global financial crisis between the 250

110th and 112th congressional sessions which span 251

the years 2007 to 2013. We also see a clear increase 252

in the average number of witnesses called to hear- 253

ing within the same period in Figure 1 (b). A spike 254

in the number of hearings by the Judicial committee 255

in the 110th session coincides with growing con- 256

cerns over domestic warrantless surveillance and 257

wiretapping by law enforcement and national secu- 258

rity agencies. Notice that some committees have 259

been renamed over time although their roles and re- 260

sponsibilities typically have not changed over time. 261

For example, the House Committee on Foreign Af- 262

fairs operated as the Committee on International 263

Relations from 1975 to 1978 and from 1995 to 264

2007. To avoid confusion, we maintain the name 265

the committees operated under which they operated 266

and only consider activity across committees when 267

appropriate for further analysis. 268

Transcripts. Each transcript reflects the struc- 269

ture of a congressional hearing. A hearing typi- 270

cally starts with a roll call of the members present, 271

followed by an address by the committee chair, 272

followed by statements from the committee mem- 273

bers and the witnesses. This is then followed by 274

segments of back and forth exchanges, where the 275

committee members ask questions which are to be 276

answered by the witnesses. Some hearings have 277

more structure with fixed time slots allocated to 278

each member. Each transcript is associated with 279

metadata identifying the hearing and information 280

about the members in attendance, the committee(s) 281

hosting the hearing, and witnesses present at the 282

hearing along with their affiliations. There is also 283

other data such as the date, time and address of the 284

hearing and other administrative details of the hear- 285
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(a) (b)

Figure 1: Heatmaps of (a) the number of hearings and (b) the average number of witnesses by committee and
congressional session

Figure 2: An excerpt from a transcript of a congressional
hearing

ing which we do not consider as it is not relevant286

to our present work.287

3.1 Dataset Curation Methodology288

Curating our dataset consisting of individual utter-289

ances together with linguistic features and identify-290

ing questions and answers from transcripts in plain291

text involves the following tasks.1292

Task 1: Identify Utterances.293

We identify individual utterances in a transcript294

through our pipeline summarized in Figure 3. This295

begins with a preprocessing step where we identify296

the beginning and end of the proceedings using297

rules developed through careful observation of the298

structure of the transcript, allowing us to dispose of299

parts of the transcript that convey redundant meta-300

data. We observed that the proceedings usually301

began with stating the chamber of congress hosting302

the hearing, i.e., House of Representatives or hours303

of Senate. Followed by key words such as “com-304

mittee met” or “subcommittees met”. We use these305

keywords to flag the beginning of the proceedings.306

The end of the proceedings is flagged either by the307

end of file or the Appendix. With this we are able308

1https://tinyurl.com/3yudwner

to isolate the part of the transcript which is relevant 309

to us. 310

Our next step is to identify the beginnings and 311

endings of an utterance. We use the word “utter- 312

ance” to mean the consecutive words spoken by 313

a single member or witness. As seen in Figure 2, 314

the proceedings of the hearing in the transcript are 315

in dialogue format where the name of the speaker 316

(member or witness) precedes their utterance. The 317

challenge, however, is that the standards for for- 318

mat of these markers varies by committee and the 319

time at which the transcript was produced. For ex- 320

ample, in identifying the speaker of an utterance, 321

typically only the last name is used, preceded by 322

an honorific. However, in some transcripts, the full 323

name is used, sometimes followed by the speaker’s 324

affiliation. Names may be in sentence case or fully 325

capitalized. We therefore take a hybrid approach of 326

carefully designed rules based on the the rules of 327

procedure and the typical structure of transcripts, 328

coupled with automated Named Entity Recognition 329

(NER) to identify these markers. NER, discussed 330

below involves identifying and classifying entities, 331

such as names of people, organizations, locations, 332

dates, and other specific items within a text. 333

Figure 3: The utterance identification pipeline.

Named Entity Recognition. We use a combina- 334

tion of automated and heuristic NER techniques. 335

The automated NER consists of a BERT-based 336

NER due to Devlin et al. (2018). To augment 337
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this, we develop heuristic NER rules by careful338

observation of the congressional transcripts and339

the metadata which we implement using regular340

expressions. For example, a common pattern341

is that utterances begin with an honorific title342

followed by a name. Names of persons present343

at the hearing and their roles and affiliations can344

typically be found in the metadata associated with345

the hearing or as part of the Propublica Congress346

API https://projects.propublica.org/347

api-docs/congress-api/members/. Therefore,348

named entities appearing at the beginning of349

utterances can be tagged as either a member of the350

committee or a witness.351

The code and documentation detailing all352

of the steps will be made publicly available353

if the paper is accepted. Code to repro-354

duce results in this submission can be found355

at https://anonymous.4open.science/r/356

CongressHearings-6B0F/README.md and357

data can be found at https://tinyurl.com/358

3yudwner.359

Task 2: Compute Features.360

We compute some human engineered features de-361

rived from expert understanding of linguistic analy-362

sis: the NELA (News Ecosystem Analysis) (Horne363

et al., 2019) features, which were designed to as-364

sess the credibility and reliability of news sources365

and content. or may be computed by clustering366

commonly occurring patterns in the text. These367

linguistic features are characteristics of language368

that can be analyzed to understand patterns in text,369

such as syntax, semantics, and sentiment. These370

features are computed across the following liguistic371

attributes:372

• Style These indicate the style and structure of373

the utterances, including POS tags, symbols, and374

punctuation usage.375

• Complexity These indicate the readability and376

understandability of the utterances such as the377

lexical diversity, reading difficulty, length of378

words and sentences.379

• Affect These indicate the sentiment scores of the380

utterances.381

• Bias These are indicative of bias in the language382

like used of hedges, factives, opinions, asserta-383

tives, etc.384

• Event indicates the mention of dates and loca-385

tions.386

The NELA toolkit’s various feature computations 387

can be leveraged to gain insight into the utterances 388

in the congressional hearings and can be further 389

used in differentiating different political affiliations, 390

political standings, and quality of discourse. 391

Task 3: Identify Questions and Answers. 392

Next, we identify question and answer ut- 393

terances and focus particularly on the ques- 394

tion and answer sessions that follow the state- 395

ments by the witnesses. We take a super- 396

vised transfer learning approach and use a pre- 397

trained BERT model described in Figure 4 398

from Huggingface https://huggingface.co/ 399

google-bert/bert-base-cased coupled with a 400

dropout layer and a linear layer with ReLU acti- 401

vation to classify the utterances as questions and 402

answers. Since the transcripts are not annotated, we 403

train our model using a training dataset constructed 404

from the Reddit Ask Me Anything (r/AMA) com- 405

munity and the U.K. Parliamentary dataset, which 406

at a high level, consist of text that is easily identifi- 407

able as either questions or answers. More details 408

can be found in Appendix B. 409

3.2 Dataset Curation Results 410

Task 1: Identify Utterances. 411

We evaluated the efficacy of our utterance iden- 412

tification manually as follows. First, we sample 413

50 hearings from each congressional session uni- 414

formly at random. Then, from each of these hear- 415

ings, we sample 10 utterances from the output of 416

our utterance identification pipeline, for a total of 417

500 utterances from each congressional session. 418

We then manually verify whether each each of these 419

utterances were indeed correctly identified. 420

Overall, 93.96% of the utterances identified by 421

our pipeline were correct in our manual verification. 422

The remaining incorrectly split utterances occur as 423

either two utterances that are clubbed together or 424

one utterance that is split into two. Table 1 summa- 425

rizes our findings for the task of identifying utter- 426

ances. In total, our dataset consists of 3,319,386 427

utterances. 428

We observe that the house committees on Finan- 429

cial Services, Oversight and Government Reform, 430

and Energy and Commerce have the largest number 431

of utterances per hearing on average (see Figure 5 432

(a)), while having relatively fewer number of words 433

per utterance (Figure 5 (b)). In contrast, the sen- 434

ate Commerce, Science and Transport committee 435

and the house Homeland Security committee have 436
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Figure 4: Architecture of the BERT classifier model

(a) (b)

Figure 5: Heatmaps of (a) the number of utterances per hearing and (b) the average number of words per utterance,
across committees and congressional sessions

fewer utterances but on average, a higher number437

of words per utterance.438

Session #Incorrect #Clubbed #Broken
108 32 12 20
109 16 8 8
110 20 15 5
111 12 8 4
112 4 2 2
113 39 36 3
114 27 18 9
115 23 18 5
116 52 40 12
117 77 69 8

Total 302 226 76

Table 1: Performance on Task 1 for utterance identifi-
cation. In each congressional session, we sample 50
hearings, and sample 10 sequences identified as utter-
ances by our method from each hearing, and manually
verified. The column indicates a type of mistake. For
example, over 10 sessions and 5000 manually verified
utterances, 302 were incorrect.

Task 3: Identify Questions and Answers.439

To evaluate our question and answer annotations,440

we sampled 800 utterances uniformly at random441

from among all utterances that occurred between442

the 114th through to the 117th congressional ses- 443

sions. These 800 utterances were then hand- 444

labeled, yielding 379 questions and 421 answers. 445

We achieved an accuracy of 87.14% at the question- 446

answer labeling task using our BERT-based clas- 447

sifier. Table 2 shows the confusion matrix for this 448

task. Overall, 291 and 380 out of the 379 and 421 449

question and answer utterances respectively were 450

classified correctly. 451

Session 114 115 116 117 114–117

Questions True 20 105 101 65 291
False 6 25 29 28 88

Answer True 26 127 134 93 380
False 0 3 3 5 11

Accuracy 0.88 0.89 0.87 0.83 0.87

Table 2: Performance on Task 3, identifying question
and answer utterances, against 800 human labeled utter-
ances. For each session indicated by a column, a row
entry provides the number of utterances that were ei-
ther correctly (True) or incorrectly (False) identified as a
question or answer. For example, over sessions 114-117,
291 out of 379 utterances identified as questions by our
classifier were truely question utterances.
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4 Identifying Party Affiliation and452

Standing453

4.1 Methodology454

In order to accomplish this, we use both BERT-455

based classifier (similar to the one described in456

Figure 4) as well as classical machine learning clas-457

sification techniques using NELA features (Horne458

et al., 2019). Similarly, we will also predict the459

standing of the party the questioner is affiliated to,460

whether the party may either be in the majority or461

minority in the House or Senate.462

Our BERT based classifier consists of the BERT463

encoder followed by a droppout layer and a lin-464

ear layer (768*2) with LeakyReLU activation. We465

used a learning rate of 1e−5 and chose the other hy-466

perparameters of batch size and number of epochs467

to train through 5-fold cross-validation. We used468

the cross-entropy loss as our loss function and469

Adam optimizer.470

For the NELA feature classification, we used the471

Random Forest classifier. We did a 5-fold cross-472

validation grid search over the n-estimators, max-473

depth, and min-sample split hyperparameters. We474

repeated this grid-search exhaustively for all com-475

binations of Congressional session and Congres-476

sional Committee.477

4.2 Results478

We achieve an accuracy of 92.2% in identifying479

the party affiliation of the questioner in the ques-480

tion utterances and an accuracy of 75% in iden-481

tifying the party standing (majority or minority)482

of the questioner using the BERT based classifier483

discussed in Section 4. Furthermore, the results484

for identification of party affiliation or standing485

of the questioner of the answer utterances were486

58% and 63%, respectively. We conjecture that the487

identification of the party affiliation or the party488

standing of an answer utterance is more nuanced489

than that of the question utterances as we are trying490

to identify the party affiliation of the questioner491

of the question utterance in response to which the492

answer utterance had been spoken. Since results493

from LLMs like BERT are harder to interpret and494

derive insights from, we also use models that lend495

themselves to further in-depth post-hoc analysis in496

conjunction with more interpretable for the same497

prediction task. To this end, we input the NELA498

features into a Random Forest Classifier. Table 3499

shows the results of this in greater detail.500

We further partitioned the dataset by sessions501

Question Answer
Affiliation Standing Affiliation Standing

Base 0.51 0.60 0.51 0.60
NELA 0.54 0.61 0.52 0.61
BERT 0.92 0.75 0.58 0.63

Table 3: Results for identification of the party affiliation
and standing of the questioner of an utterance. For
answer utterances, affiliation and standing labels refer
to the party affiliation and standing of the questioner.

and committees. Table 4 shows the top five best 502

combinations of the congressional session and com- 503

mittee on which random forest classifier using 504

NELA features obtains the highest accuracy at clas- 505

sifying party affiliation, illustrating the efficacy of 506

this approach. The Random Forest classifier on 507

NELA features does better on the special commit- 508

tees. Further analysis is needed to explore this. 509

We used our BERT classifier to classify the ques- 510

tion top 10 committees with the highest number of 511

question utterances as shown in Table 5. We used 512

the question utterances as is as well as question- 513

utterances without stop-words for this and the clas- 514

sifier performed very well. We used batch-sizes 515

of 2 and 64 and chose the classifier model which 516

performed better on our validation set. The train, 517

balidtaion and test sets were split in a ratio of 0.2, 518

0.05 and 0.75. We observed the classifier perform- 519

ing very well over these two version of the dataset. 520

We hypothesised that this may have been due to 521

the BERT classifier memorizing the names of the 522

speakers as both these versions of the utterances 523

begin with the name of the speaker. We tested this 524

hypothesis by using the BERT classifier with the 525

same architecture over the question utterances with 526

the speaker name now removed. The 5th column in 527

Table 5 shows that while the BERT classifier was 528

not able to perform as well as with the utterances 529

containing the speaker name, it was still outper- 530

forming the base classifier on almost all the com- 531

mittees depicting that there is indeed a difference 532

between the linguistics used by the two parties. 533

To further bolster our understanding of the dif- 534

ferences in the use of various linguistic cues by 535

members of different parties, we conducted a two- 536

sample Kolmogorov-Smirnov test across the NELA 537

features. Here, we have a sample for question ut- 538

terances from members of each party, and the null 539

hypothesis is that both samples are drawn from the 540

same distribution. Our main findings are that, on 541

average, both Democrats and Republicans use more 542

complex language than Independents, as shown in 543
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Random
Forest

Majority
Classifier

Session Committee

1 0.548 109 Committee on Financial Services and Committee
on Resources

0.81 0.52 113 Committee on Commerce, Science, and Transporta-
tion

0.79 0.56 110 Committee on Education and Labor and Committee
on Health, Education, Labor, and Pensions

0.75 0.54 113 Committee on Armed Services Meeting Jointly with
Subcommittee on Asia and the Pacific of the Com-
mittee on Foreign Affairs

0.72 0.50 117 Committee on House Administration

Table 4: Top results of identifying party affiliations on Question utterances after partitioning the dataset by
congressional session and committee using the Random Forest Classifier. The Random Forest Classifier tends to do
better on special committees.

All No Stop Words No Speaker Committee onBERT Base BERT Base BERT Base
98.31 54.21 98.40 54.20 64.48 54.75 Energy and Commerce
98.73 56.72 98.72 56.67 65.39 56.40 Financial Services
97.88 54.88 97.87 55.05 62.54 55.19 the Judiciary
98.80 69.48 98.84 69.42 72.48 70.21 Oversight and Government Reform
95.06 54.69 94.91 54.92 64.69 66.47 Ways and Means
98.43 63.71 98.18 63.59 67.13 63.99 Homeland Security and Governmental Affairs
98.94 61.34 99.07 61.43 60.95 60.54 Commerce, Science, and Transportation
95.82 51.75 95.68 51.62 59.27 51.20 Armed Services
98.82 50.45 99.03 50.10 61.04 50.32 Veterans’ Affairs
97.10 52.91 97.01 53.38 60.00 50.80 Foreign Affairs

Table 5: Question utterance party affiliation prediction accuracy by session and committee by a BERT classifier

Figure 9 in Appendix C. The Democrats use more544

positive sentiment words, while the Republicans545

tend to use more neutral sentiment words in their546

utterances, as shown in Figure 11 in Appendix C.547

Figure 10 in Appendix C shows that the Repub-548

licans use more assertive and hedge words while549

the Democrats tend to use more implicative and550

positive opinion words.551

The hues of each cell represent the difference552

between the means of the two distributions under553

study. If the difference between the two distribu-554

tions is not statistically significant, the cell has been555

hatched with the crossed pattern. Here, the R stands556

for Republican, D for Democrat, I for Independent,557

M for Majority party, m for Minority party, R.M.558

for Republican in Majority, and D.M. for Democrat559

in Majority.560

5 Discussion, Summary and Limitations561

Committee reports are made publicly available and562

will help shed further light on the activities and563

responsiveness of committees on specific issues564

which is an exciting avenue of further research at565

the interface of computer science with the schol-566

arship in the political economy. We plan to main-567

tain our dataset and tools to serve as a resource568

for future work and stay up to date with the latest 569

committee hearings as they are released, and in fu- 570

ture work, expand our collection to public hearings 571

from other democratic institutions. 572

Limitations. As of the time of writing, our 573

dataset only includes hearings from the 108th to 574

the 117th congressional sessions. As the release 575

of transcripts is an ongoing process, we will ex- 576

pand our collection to include the latest committee 577

hearings. 578
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A Abbreviations 743

Feature Name Description
quotes Number of quotations
exclaim Number of exclamation (!) symbols
allpunc Number of punctuations
allcaps Number of capitalized words
stops
CC conjunction, coordinating
CD cardinal number
DT determiner
EX existential there
FW foreign word
IN conjunction, subordinating or preposition
JJ adjective (English), other noun-modifier (Chinese)
JJR adjective, comparative
JJS adjective, superlative
LS list item marker
MD verb, modal auxiliary
NN noun, singular or mass
NNS noun, plural
NNP noun, proper singular
NNPS noun, proper plural
PDT predeterminer
POS possessive ending
PRP pronoun, personal
PRP$ pronoun, possessive
RB adverb
RBR adverb, comparative
RBS adverb, superlative
RP adverb, particle
SYM symbol
TO infinitival “to”
UH interjection
WP$ wh-pronoun, possessive
WRB wh-adverb
VB verb, base form
VBD verb, past tense
VBG verb, gerund or present participle
VBN verb past participle
VBP verb, non-3rd person singular present
VBZ verb, 3rd person singular present
WDT wh-determiner
WP wh-pronoun, personal

Table 6: Description of the Style category of NELA Features. The description of the parts-of-speech features
are found in SpaCy’s glossary https://github.com/explosion/spacy/blob/master/spacy/glossary.py
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Feature Name(Abbreviated) Description
ttr Lexical Diversity also known as Type-Token Ratio
avgWlen Average number of characters in a word
wCount Number of words
FKGLvl Flesch–Kincaid grade level: Standard readability measure computed

by

0.39 ∗ totalwords

totalsentences
+ 11.8 ∗ totalsyllables

totalwords
− 15.59

SmgIn Smog Index: Standard readability measure computed by

1.0430 ∗
√

#polysyllables ∗ 30

#sentences
+ 3.1291

CLIn Coleman–Liau index: Standard readability measure computed by

0.0588 ∗ L− 0.296 ∗ S − 15.8

where L = avg # letters per 100 words and S = avg # sentences per 100
words

lix LIX: Standard readability measure computed by

S + L

where S = average sentence length and L = percentage of words with
more than 6 letters. The scores usually range from 20 to 60.

Table 7: Description of the Complexity category of NELA Features

Feature Name Description
vneg Negative sentiment score using Vadar Sentimet
vneu Neutral sentiment score using Vadar Sentiment
vpos Positive sentiment score using Vadar Sentiment
wneg Number of weak negative words
wpos Number of weak positive words
wneu Number of weak neutral words
sneg Number of strong negative words
spos Number of strong positive words
sneu Number of strong neutral words

Table 8: Description of the Affect category of NELA Features

Feature Name Description
bias The number of bias words
assert the number of assertive verbs
facts The number of factive verbs
hedges The number of hedge words
implctv The number of implicatives
repVerb Count of report verbs
poWords number of positive pinion words
noWords number of negative opinion words

Table 9: Description of the Bias category of NELA Features
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Figure 6: Answered-Question in the UK Parliament

B Identifying Questions and Answers 744

B.1 Datasets used for transfer learning 745

U.K. Parliamentary Question Hour The U.K. Parliamentary written answered questions are an 746

important aspect of the democratic process in the United Kingdom. Members of Parliament (M.P.s) can 747

submit written questions to government ministers on any issue within their portfolio. These questions 748

are typically answered in writing within a set timeframe and are publicly available online on the U.K. 749

Parliament’s official website. This provides an opportunity for M.P.s to hold ministers accountable for 750

their actions, even when Parliament is not in session. This dataset also provides an excellent source for 751

labeled examples of questions and answers. We have used 4688 such examples (2344 questions and 2344 752

answers) to test our question-answer prediction model. Figure 6 is an example of an answered question 753

from the House of Commons. 754

r/AskMeAnything The subreddit AskMeAnything, also known as AMA, is a popular online platform 755

on Reddit that allows users to host a question-answering session that allows other users to ask the host any 756

question. Hosts may include celebrities, politicians, scientists, athletes, and everyday individuals with 757

unique experiences or perspectives to share. AMA sessions are typically hosted in a question-answer 758

format, where the person answering questions, also known as the “host,” responds to questions posted by 759

users in real time. This makes the posts a very rich source of labeled question-answer examples. Each 760

post is an introduction where the expert introduces themselves; Figure 7 is an example of such a post. 761

Figure 8 is an example of a comment on the post in Figure 7. The first level of comment on these posts is 762

the questions, and the second level of comments is the answer to the questions. This is how the dataset 763

has been labeled. This dataset has 121512 examples, 60756 Questions, and 60756 Answers. We used it to 764

train our questions-answer prediction model. 765
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Figure 7: An Ask Me Anything (AMA) post in the subreddit r/AMA

Figure 8: The subsequent comments on the AMA post in 7
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C Statistical Testing with NELA Features 766

(a) Statistical Testing of the Answer Utterances (b) Statistical Testing of the Question Utterances

Figure 9: Statistical Testing of the Complexity NELA Features using two-sample Kolmogorov-Smirnov test. The
hue of each cell signifies the ratio of the means of the two samples being studied; red hue signifies that the left
sample is larger where as the blue signifies that the right side sample has a larger mean. The number of asterisks ‘*’
indicates the value of confidence for that statistical test. ‘***’ =⇒ p ∈ [0, 0.001), ‘**’ =⇒ p ∈ [0.001, 0.01), ‘*’
=⇒ p ∈ [0.01, 0.05). Differences that are not statistically significant are indicated with a cross-hatched pattern.

(a) Statistical Testing of the Answer Utterances (b) Statistical Testing of the Question Utterances

Figure 10: Two-sample Kolmogorov-Smirnov test on the Affect NELA Features using. The hue of each cell
signifies the ratio of the means of the two samples being studied; red hue signifies that the left sample is larger
where as the blue signifies that the right side sample has a larger mean. The number of asterisks ‘*’ indicates
the value of confidence for that statistical test. ‘***’ =⇒ p ∈ [0, 0.001), ‘**’ =⇒ p ∈ [0.001, 0.01), ‘*’
=⇒ p ∈ [0.01, 0.05). Differences that are not statistically significant are indicated with a cross-hatched pattern.
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(a) Statistical Testing of the Answer Utterances (b) Statistical Testing of the Question Utterances

Figure 11: Two-sample Kolmogorov-Smirnov test on the Bias NELA Features using. The hue of each cell
signifies the ratio of the means of the two samples being studied; red hue signifies that the left sample is larger
where as the blue signifies that the right side sample has a larger mean. The number of asterisks ‘*’ indicates
the value of confidence for that statistical test. ‘***’ =⇒ p ∈ [0, 0.001), ‘**’ =⇒ p ∈ [0.001, 0.01), ‘*’
=⇒ p ∈ [0.01, 0.05). Differences that are not statistically significant are indicated with a cross-hatched pattern.
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