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Abstract

Understanding functional representations within higher visual cortex is a fun-
damental question in computational neuroscience. While artificial neural net-
works pretrained on large-scale datasets exhibit striking representational align-
ment with human neural responses, learning image-computable models of vi-
sual cortex relies on individual-level, large-scale fMRI datasets. The necessity
for expensive, time-intensive, and often impractical data acquisition limits the
generalizability of encoders to new subjects and stimuli. BraInCoRL uses in-
context learning to predict voxelwise neural responses from few-shot examples
without any additional finetuning for novel subjects and stimuli. We leverage a
transformer architecture that can flexibly condition on a variable number of in-
context image stimuli, learning an inductive bias over multiple subjects. During
training, we explicitly optimize the model for in-context learning. By jointly con-
ditioning on image features and voxel activations, our model learns to directly
generate better performing voxelwise models of higher visual cortex. We demon-
strate that BraInCoRL consistently outperforms existing voxelwise encoder designs
in a low-data regime when evaluated on entirely novel images, while also exhibit-
ing strong test-time scaling behavior. The model also generalizes to an entirely
new visual fMRI dataset, which uses different subjects and fMRI data acquisition
parameters. Further, BraInCoRL facilitates better interpretability of neural signals
in higher visual cortex by attending to semantically relevant stimuli. Finally, we
show that our framework enables interpretable mappings from natural language
queries to voxel selectivity. Our code and model weights are publicly available at
https://github.com/leomgyu/BralnCoRL.

1 Introduction

Human visual cortex transforms raw sensory input into behaviorally-relevant representations of
the world. While early visual areas are characterized by retinotopic organization and selective
tuning to simple features such as edges and orientation gradients [1, 2, 3, 4, 5], higher-order visual
areas demonstrate selectivity to more abstract semantics and categories. While this functional
organization is largely consistent across individuals at a coarse scale, the spatial distribution and fine-
grained semantic selectivity within visual cortex varies due to structural differences, developmental
experience, and life-long learning [0, 7, 8, 9, 10, 11]. Such functional inter-subject differences pose a
fundamental challenge in constructing generalizable models of higher visual cortex that can adapt to
subject-specific neural organization without exhaustive data collection for every individual.
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Recent advances in deep learning offer a promising avenue for addressing this challenge. Vision
models pretrained on large-scale image datasets not only achieve strong object recognition perfor-
mance, but also recapitulate hierarchical processing patterns observed in biological vision [12, 13, 14].
While these models may encapsulate some universal principles of visual processing [15], they do
not inherently account for individual differences in cortical organization. To close the gap between
artificial and biological systems, researchers have developed image-computable fMRI encoders —
models that predict brain activity from visual stimuli [16]. These encoders typically regress image
features onto voxelwise brain responses using subject-specific data, acting as computational probes
of visual processing. Unfortunately, current approaches require many hours of costly fMRI scans per
subject to fit these mappings — a prohibitive bottleneck for scalability to new populations, stimuli,
and tasks, especially in clinical settings where collecting large amounts of data is difficult.

We bridge this gap with BralnCoRL (Brain In-Context Representation Learning), a transformer-
based framework that meta-learns to predict subject-specific neural responses from provided examples.
Inspired by language models that adapt to new tasks in-context, our approach treats voxel encoding
as a function inference problem: given a handful of stimulus-response pairs from a new individual
and novel stimuli, BraInCoRL constructs a voxelwise encoding model without any further training.
By jointly optimizing for in-context learning across diverse subjects and stimuli, our model discovers
shared functional principles of higher visual cortex that generalize to new subjects and stimuli
represented by only a small amount of data. We illustrate the problem we are tackling in Figure 1.

We demonstrate that BralnCoRL: (1) Outperforms existing voxelwise encoder models in the low-data
regime on novel visual stimuli while exhibiting strong generalization with increasing context. (2)
Can generalize to new experiments with different scanning parameters. (3) Through analysis of
attention values, learns to rely on images that are reflective of the category selected for in each
region. (4) When paired with features from contrastive image-language models, facilitates zero-shot
natural language—based characterization of cortical selectivity, enabling interpretable, finer-grained
query-driven functional mapping.

2 Related work

Computational Encoding and Decoding Models for Visual Cortex. Computational modeling
of neural data often involves two complementary approaches: encoding models that map from
stimuli to neural activations, and decoding models that map from neural data to stimuli [16, 17, 18,
19, 20, 21, 22, 23, 24]. The development of both approaches has been facilitated by advances in
machine learning models. For encoding models, the dominant approach is to combine pretrained deep
feature extractors with linear voxelwise weights [25, 26, 27, 28, 29, 30]. More recent approaches
have proposed to leverage transformers [31, 32] to learn the relationship between brain regions
of a single subject. Most similar to our framework is the pioneering work by Adeli et al. [31]
and Beliy & Wasserman et al. [33] which uses an auto-decoder based transformer network for
multi-subject voxelwise encoding; However these approaches still require fine-tuning for novel
subjects. More generally, encoders have been used to investigate the coding properties in higher-order
visual areas [34, 35, 36, 37, 38, 39, 40, 41]. Encoders have been further combined with image-
generation models [42, 43, 44, 45, 46, 47, 48, 49] or language-generation models [50, 51] to explore
semantic selectivity. Recent progress on large generative models has enabled stimulus reconstruction
from fMRI, EEG, and MEG signals for images [52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63],
videos [64, 65, 66, 67, 68, 69, 70], and language/audio [71, 72, 73, 74,75, 76, 77].

Representational Organization of Visual Cortex. Human visual cortex exhibits a hierarchical
organization from primary visual to higher-order visual areas. The higher visual cortex is characterized
by a tiling of semantically specialization. Approaches using functional localizers have identified
category selective regions in higher visual that are responsive to faces [78, 79, 80, 81], places [82, 83],
bodies [84], objects [85, 86], food [87, 88, 89], and words [90, 91]. While the spatial location
of these broad category-selective regions are generally consistent across subjects [92], significant
inter-individual variability exists in their anatomical location, spatial extent, and response profiles [6,
7,8,9,93,94, 95,96, 97]. Accurately characterizing visual processing in higher-order visual areas
necessitates subject-specific encoding models that capture individual diversity [98].

Meta-Learning and In-Context Learning. Our work builds upon meta-learning and in-context
learning (ICL). Meta-learning trains models to "learn to learn" from a distribution of tasks, enabling
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Figure 1: BraInCoRL: Meta-Learning an In-Context Visual Cortex Encoder. (a) The voxelwise
brain encoding problem. For each voxel, there is a response function that maps from visual stimuli
to voxel activation. In practice, we can only observe the noisy measurements from fMRI. The goal
is to infer an image-computable function for each voxel to predict its activation. (b) BralnCoRL
treats each voxel as a meta-learning task, and samples (image, response) pairs from multiple subjects.
During testing, the model is conditioned on a small number of novel images and measurements from
a new subject and directly outputs the function parameters. (c¢) From left to right, the explained
variance from the full model trained on 9,000 images from one subject, BralnCoRL with only 100
in-context images from the new subject, and a baseline ridge regression also with 100 images (for this
baseline, voxelwise regularization is determined using 5-way cross-validation). Our method achieves
much higher data efficiency than baseline. (d) Explained variance as a function of in-context support
set size. As the in-context support set size increases from O to 1,000, BraInCoRL steadily improves
and approaches the fully trained reference model fit to converge on each subject’s full 9,000-image
training set, demonstrating high prediction accuracy and data efficiency.

quick adaptation to new tasks with few examples, via methods like meta-optimization [99, 100, 101]
or metric-based approaches [102]. More recently, ICL has emerged as a powerful capability in
Large Language Models [ 103, 104], where models adapt to new tasks at inference time solely based
on examples provided in their prompt without any parameter updates [105, 106]. This has led to
hypotheses that ICL is an emergent form of implicit meta-learning, where transformers effectively
learn underlying learning algorithms during pre-training [107, 108]. Our goal is to learn the structure
of functions that map between visual stimuli and voxelwise brain response. Our framework combines
meta-training (across voxels and subjects) and in-context learning (across stimuli) to enable training
free adaptation to novel subjects.

3 Methods

Our proposed framework leverages meta-learning and uses few-shot, in-context examples for vox-
elwise prediction of unseen stimuli (Figure 2). Critically, for unseen subjects, this approach does
not require any additional finetuning. We achieve this by treating the mapping function from visual
stimuli and the response of individual voxels as a set of meta-training tasks. This voxelwise approach
is in line with higher-order visual areas being described by a multitude of functionally diverse voxels,
which we randomly sample during training.

3.1 Motivation and Problem Definition

There is substantial inter-subject anatomical and functional variability in the higher visual cortex
among humans. Consequently, while one can learn per-subject image-computable encoders that map
image features to brain responses with high predictive accuracy, these models require large amounts
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Figure 2: Architecture of the In-Context Voxelwise Encoder (BraInCoRL). (1) A pretrained
feature extractor converts visual stimuli into vector embeddings. (2) A higher visual cortex transformer
integrates these embeddings with voxel activations to learn context-specific features and generates
hyperweights for a subsequent voxelwise encoder backbone. (3) The voxelwise encoder, conditioned
on the hyperweights, predicts voxel responses for novel stimuli.

of within-subject data and do not exploit information across subjects. To account for this variability
across individuals, we design our framework to treat individual voxels as the fundamental unit of
modeling. Importantly, our method does not assume any overlap in stimuli across subjects, yet still
enables us to take advantage of multi-subject training data.

We formalize this problem by assuming an image j is represented as RGB tensor Z; € R >Wx3,
Given an image j and a human subject k, there is a 1D array of voxel activations (beta values) from
higher visual cortex: (£1, B2, ..., B, ); = Bjx € RY*Nr, where the number of voxels N will differ
between subjects.

Given a new subject not seen during training, we have a small set of n seen images (Z1,Zs, ..., Z,,)
and measured brain responses (By, Ba, ..., By, ) for this new subject. Our goal is to estimate the brain
response to an arbitrary new image L,ovel.

3.2 Meta-Learning an In-Context Transformer

Image-computable encoders that map from images to brain responses for a single subject k are
typically considered as a function f;(Z) = B, and jointly model the entire visual cortex. While
powerful, this approach cannot be easily extended to the multi-subject scenario, where test-time
individuals may have functional and anatomical differences that are not known during training. In
contrast, BralnCoRL considers each voxel v to have a unique and unobserved visual response function
frw(Z) = By. Voxels can be from many different subjects. During training, we consider each voxel’s
response function to be a meta-training task, where each task is effectively specified by input images
and voxel response pairs. In order to facilitate training-free adaptation on new subjects, we utilize
in-context learning across stimuli enabled by a transformer backbone.

For a single voxel we define a support set of p images and neural responses
{(z1, 1), (x2,B2), .-, (xp, Bp)}, where xz; € R™ is the image embedding vector extracted
by a frozen image feature extractor ¢(-), i.e., x; = &(I;), and 5; € R is the voxel’s response
observed for image I;. Each pair is concatenated to form context tokens ¢; = [x;; §;], and the full
context is defined as {c1, . .., ¢, }. Unlike traditional in-context inference in large language models,
where there is a query concatenated to the end of the context, we avoid expensive per-voxel inference
by directly generating the parameters for the voxelwise visual response function. During training,
we optimize the BraInCoRL transformer 7" with parameters 6 such that it outputs voxel response
function f with parameters w:

w="Ty(c1,c2,...,¢p) e

b= fu(D) @)

Since T" and f are differentiable, we optimize # to maximize the likelihood of observing /5 given Z:
0" = argnleinE(Iq,ﬁq)wa(I) - ﬁTrueH% 3

In practice, we use mean-squared-error and gradient based mini-batch optimization.



Table 1: Voxelwise performance across five category-selective regions. Explained variance is
shown for our in-context model (“BralnCoRL”) that uses just 100 in-context images, the fully trained
reference model fit to converge on each subject’s full 9,000-image training set (“Fully Trained”), and
within-subject ridge regression baselines (100, 300 within-subject test images), plus the FsAverage
map averages over other subjects. Our model outperforms both subject-wise and anatomical baselines,
and demonstrates strong data-efficiency.

Faces Places Bodies Words Food Mean
S1 S2 S1 S2 S1 S2 S1 S2 S1 S2 S1 S2
Fully Trained 0.19 0.16 020 0.27 028 024 0.11 0.11 0.6 0.17 0.18 0.19
Ridge-100 0.10 0.07 0.08 0.14 0.16 0.12 0.02 0.03 0.05 0.07 0.07 0.08
Ridge-300 0.13 0.10 0.13 020 0.22 0.16 006 0.06 0.10 0.11 0.11 0.12

FsAverage map 0.13 0.06 0.11 0.19 0.09 0.08 006 0.03 0.14 0.18 0.08 0.06
BraInCoRL-100 0.16 0.13 0.16 0.23 0.25 021 0.07 0.08 0.12 013 0.13 0.15

3.3 Test-time Context Scaling

At test time, when we encounter a new subject, we assume we have access to a small set of novel
images and the corresponding brain responses — we want to predict a voxelwise encoder. While
our voxelwise parameterization successfully resolves the challenge of unknown test-time anatomy
and geometry, the challenge of unknown test-time context size remains. Unlike transformers in
language models, where the output is dependent on the order of the samples, we want our model to
be explicitly invariant to input order. In order to facilitate variable length context, we utilize logit
scaling [109, 110, 111]. Assuming a query/key (q, k) with d, features and a length [ context:

q-k log(l)-q-k
Qorig = \/T?Q Qlscaled = T

We find this method effectively enables context scaling when trained with variable length context.
While the hypernetwork could, in principle, parameterize any class of neural encoders (e.g., MLPs,
convolution, attention layers), prior studies utilizing brain data have largely used linear parameteriza-
tions that map from deep network features to voxel responses [13, 14], and find that such a choice
offers high performance and interpretability. Given features x € R'*? from a pretrained neural
network 2 = ¢(Z), we adopt the same setup and predict the final voxel response:

B = f($(T);w) = matmul (z,w) (5)

“

A more detailed description on the test-time context scaling technique is provided in Appendix A.4.

4 Experiments

We utilize BraInCoRL to generate encoder weights in a low-data regime. We start by describing our
experiment setup. First, we evaluate the effectiveness of BralnCoRL on novel subjects where there
is zero overlap between the training dataset and the evaluated subject’s in-context stimulus. We also
evaluate our framework where data from novel subjects are collected from a completely different
scanner and protocol. Second, we explore the attention pattern across stimuli for different ROIs,
and perform ablations to explore the need for test-time in-context stimulus diversity. Third, we show
that our method enables natural language characterizations of the visual cortex using very little data.

4.1 Setup

Dataset. We primarily perform experiments with the Natural Scenes Dataset (NSD) [112], but then
validate with the BOLD5000 dataset [113]. Both are large-scale neural datasets: NSD is the largest
7T fMRI image viewing dataset available, where eight subjects each viewed ~ 10,000 images;
BOLDS5000 is a 3T dataset, where four subjects each viewed ~ 5000 images. In NSD each image
was viewed up to three times, while in BOLDS5000 only a subset of images were viewed up to four
times. For NSD, of the eight subjects, four subjects (S1, S2, S5, S7) completed scanning and are the
focus of our analysis in the main paper. The results of other subjects are presented in the supplemental
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Figure 3: Evaluation on NSD. (a) Prediction explained variance of BraInCoRL improves on novel
subjects with larger in-context support set size, outperforming within-subject ridge regression and
approaching the fully trained reference model fit on each subject’s full 9,000-image training set, using
far less data. (b) Ablation (100 support images) comparing BraInCoRL variants: the original model
trained while holding out the novel subject’s 9,000 test-time support images (“HO”), a BralnCoRL
model trained without this holdout (“no HO”), and a pretraining-only BralnCoRL model, alongside the
within-subject ridge baseline. Results show that finetuning with real fMRI data improves performance,
and holding out the test subject’s image data does not hinder generalization. (¢) Voxelwise explained
variance from BralnCoRL (100 images) is strongly correlated with fully trained reference models
across different visual encoder backbones. Note that the y-axis represents explained variance of the
fully trained model (9,000 images), while x-axis represents explained variance of BralnCoRL.

materials. For each subject, ~ 9, 000 images are unique to each other, while ~ 1, 000 are viewed by
all eight subjects. The NSD stimuli were sourced from the MS COCO dataset (as were a subset of the
BOLDS5000 stimuli). Unless otherwise noted, we perform our analysis in subject native volume space
(func1pt8mm) for NSD, where the voxelwise betas are z-scored within each session then averaged
across repeats of the same stimulus. In order to rigorously evaluate BraInCoRL for a given subject,
we use the 3 x 9,000 unique images viewed by the other three subjects as the meta-training data.
During the ROI-wise evaluation for NSD, we follow prior work [48] and apply a ¢-statistic cutoff of
t > 2 by leveraging independent functional localizer data provided with the dataset to threshold the
originally broad definitions. During quantitative evaluation, we follow prior work [114] and apply a
voxel quality cutoff of ncsnr > 0.2. For BOLD5000, we use a model trained on four NSD subjects
(S1, S2, S5, S7). Following the suggestion of BOLD5000 authors, we only model stimuli with 4
repeats and apply a cutoff of ncsnr > 0.3. Voxel responses are averaged across repeats.

Training and evaluation. Our training process takes inspiration from LLM based training setups,
and we adopt a three stage process — pretraining, context extension, and supervised fine tuning.
In the pretraining stage, we use an analysis-by-synthesis approach without relying on any (real)
subject data. We artificially construct a large number of voxels with synthesized weights. We
derive synthetic voxel responses with normally distributed noise using these synthesized weights
and train our model using a fixed context size of 500. In the second stage, we randomly sample the
context size from Uniform(30, 500) which allows the model to acquire length robustness. Finally, in
the finetuning stage, the model is trained on real fMRI data using the subject-specific beta values,



UMAPz  SEEEUMAPY

Superior

. ' ¥ Food
ot e g &~ region

Anterior Anterior

Left Hemisphere

Figure 4: UMAP visualization of predicted response weights. We apply UMAP to BraInCoRL
-predicted voxelwise weights (100 support images) and show: (a) a flatmap for S1 with ROI outlines,
(b) the same projection on an inflated surface, and (c) flatmaps for S2, S5, and S7. Color-coded
clusters align with body/face regions (EBA, FFA/aTL-faces), place regions ( ), and
food regions (in red).

enabling adaptation to biologically grounded neural responses. All our evaluation experiments are
performed on novel subjects that are unseen by the model during training, with exception of (Fig-
ure 3b) no heldout (“no HO”) ablation study.

4.2 Effectiveness of In-Context Higher Visual Cortex Encoders

On NSD. In this experiment, we evaluated BralnCoRL using each subject’s 9,000 unique images
as the in-context support set and the shared 1,000 images as the test set. For each evaluation, we
randomly sampled training images from the subject-specific in-context support set and test images
from the shared test set. Explained variance statistics averaged over category-selective ROIs are
reported in Table 1. We compare BraInCoRL using just 100 test images against within-subject
ridge regression baseline trained on 100 and 300 support-set images of the test-subject, with the
regularization strength selected via 5-fold cross-validation over [1073,1072, ..., 10%]. Remarkably,
BraInCoRL with only 100 images nearly matches the performance of the fully supervised reference
model that is trained by gradient descent on each subject’s entire within-subject support-set of 9,000
images until convergence. We also evaluate an anatomical FsAverage baseline which aligns each
training subject’s anatomy to a common template and projects the average response onto novel
subjects for prediction. While this baseline benefits from a strong anatomical prior, it is outperformed
by BralnCoRL, which directly adapts to each subject’s unique neural responses with higher efficiency.

To evaluate test-time behavior, we assess how performance scales with increasing in-context support
size. BraInCoRL consistently outperforms within-subject ridge regression and more efficiently
approaches the fully trained reference model (Figure Ic for subject 1 and Figure 3a for subject 2, 5,
7). Moreover, we conduct ablations by evaluating a BralnCoRL model trained without holding out
the test subject’s support images and a BraInCoRL model with only pretraining. Results confirm
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Flgure 6: Top contributing support images for each category-selective region in S1. For each
of the five category-selective regions, we select the in-context support images with the highest
attention weights in BraInCoRL’s final attention layer for voxels in that region. We visualize the top
5 contributing images for the place, word, face and body regions, and the top 10 for the food region.

that finetuning with real neural data boosts performance and that BralnCoRL can generalize well to
previously unseen images without overfitting (Figure 3b). Additionally, we observe high voxelwise
explained variance correlation between BraInCoRL and the fully trained reference model across
multiple backbones (Figure 3c). Finally, we apply UMAP to the BraInCoRL predicted response-
function weights, revealing clear semantic clustering across higher visual areas (Figure 4) that
correspond with known visual regions.

On BOLD5000. We validate generalization on the BOLD5000 dataset in Figure 5. BOLD5000
has many differences with NSD and represents the challenge of cross-site generalization that is the
main objective of our method. BOLD5000 was collected on a 3T scanner with a different stimulus
presentation time, a slow-event related trial structure (10s inter-trial interval), different images and
image datasets, a different voxel size (2mm isotropic), and different subjects. BralnCoRL achieves
higher voxelwise Pearson correlations than within-subject ridge regression. Moreover, results remain
consistent across different subjects, demonstrating the robustness and reliability of our method.

4.3 Semantic Discovery through Text-Image Embedding Alignment

To better understand how BraInCoRL leverages in-context examples, we analyze its internal attention
mechanisms to identify images that strongly influence voxel predictions in category-selective regions.
In Figure 6, we examine attention weights from BraInCoRL’s final attention layer to determine the
top-contributing images for each cortical region. The visualized images with the highest attention
scores closely align with known semantic preferences of the respective cortical regions.

However, Figure 7 reveals a counterintuitive finding regarding the semantic specificity of in-context
support sets. We systematically vary the specificity of the 100-image sets provided to the model,
ranging from highly relevant to random selections. Selections are determined via the first text-prompt
in each category (see Appendix). We observe that randomly selected images lead to better predictive
performance compared to sets composed solely of highly relevant images. This suggests that overly
specific context sets may limit the generalization capabilities of the encoder system, and diverse, less
semantically constrained images provide richer context for learning robust voxel representations.
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Figure 7: Impact of support-set specificity on category-selective ROI encoding performance on
NSD. We construct in-context support sets of 100 images based on descending semantic relevance for
each ROI (tiers: 1-100, 101-200, 201-300, 301-400) and compare them with randomly sampled sets
of equal size. Mean explained variance in the target category-selective ROIs increases as semantic
specificity decreases, with all curated sets performing worse than random sampling. This suggests
that overly specific support sets hinder generalization in voxelwise encoding. This pattern echoes
prior findings on diverse stimuli contributing to better encoders [13].
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Figure 8: Predicting cortical responses from natural language prompts. For each semantic
category, we convert a natural language prompt into a CLIP text embedding, project it into the
image feature space, and use BralnCoRL to predict the corresponding voxel activation map. The pre-
dicted activations align closely with true ¢-statistic of category-selective regions (derived from fMRI
functional localizer experiments), illustrating the potential for efficient, language-driven functional
mapping of visual cortex.

Table 2: Voxelwise prompt classification accuracy. Each cell shows the percentage of voxels in a
given category selective region (columns) whose peak predicted activation was elicited by a specific
semantic prompt (rows, see Appendix). Using only 100 support images, BraInCoRL effectively
localizes category-selective regions with high data efficiency.

Bodies Faces Places Food Words
S1 S2 S1 S2 S1 S2 S1 S2 S1 S2

Bodies 0.63 0.54 030 0.16 005 0.03 0.15 0.19 043 0.17
Faces 030 025 060 056 005 001 0.07 004 015 0.16
Places 0.02 0.09 0.02 005 081 088 0.10 0.07 0.05 0.10
Food 0.04 0.10 0.08 0.18 0.08 0.06 066 0.64 031 045
Words  0.01 0.03 0.00 0.04 001 002 002 005 005 0.12




4.4 Characterizing higher visual cortex with text embeddings to images

In this experiment, we investigate the capability of BralInCoRL to enable interpretable, query-driven
functional mapping using natural language prompts.

In Figure 8, we demonstrate that natural language prompts can be effectively mapped to predicted
voxel activations. For each category selective region, we convert the corresponding natural language
prompt into a CLIP embedding and project it into the image feature space to directly predict voxel
activations. The resulting activation maps closely match expected ¢-statistics, reflecting BraInCoRL’s
ability to support intuitive, language-driven cortical queries.

In the second analysis (Table 2), we quantitatively assess the accuracy of prompt-driven activation
predictions. We measure the fraction of voxels within each category-selective region whose peak
predicted activation aligns with the category indicated by the natural language query. Results
confirm that BraInCoRL paired with language embeddings achieves a high level of alignment
between predicted voxel selectivity and query semantics across multiple subjects. The predictions
for word-selective voxels were notably less accurate. We hypothesize this discrepancy arises from
the developmental and experiential variability inherent to the formation of word-selective regions, as
these areas form predominantly through individualized learning experiences, such as reading and
linguistic exposure, leading to greater inter-subject variability.

5 Discussion

Limitations and Future Work. Here we have shown that meta-learning an in-context model of
higher visual cortex can yield high performance and strong data efficiency gains, outperforming
anatomical (FsAverage) and subject-wise baselines on novel subjects. Our work currently focuses
on static natural images, and extensions to dynamic stimuli would likely require a rethinking of
the encoder backbone and network structure. Further, while we show strong generalization across
scanners and utilize the largest fMRI dataset that is NSD, there may still be limitations in dataset
diversity [115]. Collection of larger and more diverse fMRI datasets will help mitigate this issue.

Conclusion. We introduce a foundation model that serves as an fMRI encoder, mapping from
natural images to voxelwise activations. We demonstrate that our method can adapt without any
finetuning to new stimuli, subjects, scanners, and scanning protocols. Our model achieves this by
meta-learning across voxels from different subjects, and performing in-context learning across stimuli.
Our approach has significant data-efficiency and performance gains over baseline methods, and has
the potential to help understand cortical structure in data-constrained environments.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims made in the abstract and introduction are reflected and addressed
in the experiments section.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitation of the work is discussed in the discussion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The learning theory is described in the methods section. The model training
details are discussed in the experiment setup section and in the supplemental material section.
We will release the code and checkpoints before the meeting.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All the data, code and checkpoints will be published before the meeting (with
GitHub link included). Also, the instructions to reproduce experimental results are provided
in the experimental results and supplemental material sections.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The major experimental settings including how to train and test the model is
described in the experiments section. More details are provided in the supplemental material
section.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The experiment results are accompanied by error bars in the experiments
section and supplemental material section when available.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The details on computational resources are specified in the supplemental
material section.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The points are discussed in the discussion section and supplemental material
section.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: To the best of our knowledge, the paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets are properly credited and the license
and terms of use are explicitly mentioned and properly respected in the main text and in the
supplemental material.

Guidelines:
* The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We release our model’s code via our anonymous GitHub URL.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: No new data collection or crowdsourcing was performed. Our analyses use
only the public BOLD5000 and NSD dataset.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: We did not collect any new human-subject data. All analyses are performed on
the publicly available BOLD5000 and NSD fMRI datasets, which require no additional IRB
review.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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5. Cortex prediction explained variance for different image encoding backbones and subjects
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6. Voxelwise performance across five category-selective regions for different image encoding
backbones and subjects (Section A.6)
7. Voxelwise explained variance across varying support set sizes for more subjects, backbones
and for pretrain-only models (Section A.7)
8. Impact of holding out the test subject’s unique images during meta-training evaluated on
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A.1 Social impacts

Our work introduces BraInCoRL, a meta-learning framework that uses fMRI-measured voxel re-
sponses and trained visual encoders to perform in-context adaptation: given a small support set
of image—response pairs, the model directly estimates each voxel’s response-function parameters
for novel stimuli. BraInCoRL'’s fusion of diverse image data and neural measurements uncovers
data-driven principles of cortical organization beyond both traditional hypothesis-driven experiments
and computational encoding models that require thousands of samples. Moreover, its alignment of
neural responses with natural language prompts enables the generation of new hypotheses about
semantic representation in visual cortex. As such, BraInCoRL may accelerate early diagnosis and
monitoring of visual or neurological disorders via rapid, subject-specific cortical mapping; guide more
efficient experimental design through optimized stimulus selection; deepen our understanding of se-
mantic coding and inter-subject variability; and, when integrated with generative image models, open
avenues for brain-guided stimulus synthesis and personalized neuroprosthetic and brain—computer
interface development. While BralnCoRL offers significant potential for neuroscience and clinical
applications, its reliance on fMRI datasets and computational infrastructure may limit accessibility
for under-resourced research groups and raise privacy concerns if applied to sensitive neural data.

A.2 Implementation details
Network architecture. Our BralnCoRL model architecture comprises three main components:

1. Input projection. An input projection MLP layer is applied to each token individually,
which maps the stimulus semantics and voxel activation into an embedding. In detail, we
concatenate each image embedding with its scalar neural response and pass it through a
single-layer MLP to align the two modalities into a unified internal feature space.

2. Transformer encoder. A stack of 20 self-attention layers integrates information across
all support examples (plus learnable tokens), capturing contextual relationships and the
relative importance of each in-context sample. We adopt best practices and utilize SwiGLU
activation paired with pre-normalization in the attention block. We utilize 10 heads in each
multi-head self attention.

3. Weight prediction. The [CLS] token from the final layer goes through an MLP to output
a hyperweight which is used to parameterize the final encoder. In detail, the aggregated
representation is fed through another single-layer MLP that outputs a weight vector, which
is then used to linearly combine unknown-image embeddings to produce the final neural
response predictions.

The CLIP-based variant (encoding dimension £ = 512) contains approximately 97.2 M parameters;
DINO (F = 768) and SIGLIP (E = 1152) variants comprise roughly 112 M and 130 M parameters,
respectively.

Model training. Training is implemented in PyTorch on eight NVIDIA RTX 6000 Ada GPUs (48
GB each). We optimize using AdamW (decoupled weight decay 1 x 10~%) with an initial learning
rate of 1 x 10~3, which decays to 1 x 1075 via a ReduceLROnPlateau scheduler (factor 0.1, patience
5 epochs, cooldown 2 epochs, threshold 1e-4). Mini-batches randomly sample an in-context support
set of 100 images in the first pretraining stage, and randomly sample between 30 and 500 in-context
support images in the second context extension stage and the third finetuning stages. Each training
stage runs for up to 100 epochs with early stopping based on validation loss (patience: 5 epochs).
The training batch size is 80. We allocate 20% of the test set data for validation.

Computational cost. With an in-context support set of 100 images, our model predicts responses
for ~ 20,000 voxels in the higher visual cortex in under 20 seconds on a single RTX 6000 Ada GPU.
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A.3 Text prompts for category-selective regions

We define a set of natural language prompts for each semantic category. For every image—prompt
pair, we use the CLIP text encoder to generate text encodings. The natural language prompts for each
category are listed below:

Faces [A photo of a person’s face, A portrait photo of a face, A face facing
the camera, A photo of a face, A photo of a human face, A photo
of faces, People looking at the camera, A portrait of a person, A
portrait photo]

Bodies [A photo of a torso, A photo of limbs, A photo of bodies, A photo of
a person, A photo of people, A photo of a body, A person’s arms, A
person’s legs, A photo of hands]

Places [A photo of a bedroom, A photo of an office, A photo of a hallway,
A photo of a doorway, A photo of interior design, A photo of a
building, A photo of a house, A photo of nature, A photo of a
landscape]

Food [A photo of food, A photo of cuisine, A photo of fruit, A photo of
foodstuffs, A photo of a meal, A photo of bread, A photo of rice, A
photo of a snack, A photo of pastries]

Words [A photo of words, A photo of glyphs, A photo of a glyph, A photo of
text, A photo of numbers, A photo of a letter, A photo of letters, A
photo of writing, A photo of text on an object]
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A4 A more detailed description of logit scaling

The motivating factor underlying logit scaling is our desire to have our in-context learned encoder
perform well regardless of the number of stimuli given to the model, and effectively generalize to
context sizes beyond those seen during training. For example, while we may only train with between
30 and 500 images, a third-party experimenter may want to use fewer than 30 images or more than
500 images to condition the model. Across all cases, we want the model to succeed.

This logit scaling method was first proposed in [ 1, 2], and later adapted in Qwen LLM (logn-scaling)
[3] and Llama 4 LLM (temperature scaling) [4]. We will briefly summarize the high-level math,
which we take from [ 1] with our commentary:

Let the attention value in self-attention for a particular query token ¢ to value token j to be

e aikj

Uij = A gk,
Z]‘:1e i

Then the entropy is defined as
= — Z am- log ai,j
j=1

Substituting the expression for a; ; we have the entropy as
)\ql -k
Z Qs 5 log n 6)\% k;

Since >0, a;; = 1,

we can express the formula as

> ki (Ag; - k)

n
Aq; -k, j=1
zlogg e i —
Jj=1

n

Z e/\q k
j=1
If the first term is expressed as an expectation over j, we have

n 1 n
E Ak = = E UK R[]
i=1 "

Jj=1

Which leads to the following approximation of entropy

D)
;o)

H; ~ logn + logE;[e?i¥i] —

If the vectors are assumed to be the output of a layernorm layer with length v/d, the expectation can
be converted to one over the angles between vectors

AdEg [0 9 cos 0]
Ey [e)\d cos 9]

H; ~ logn + log Eg[e*@ 59 —

Since most randomly distributed vectors in higher dimensions are orthogonal, we derive a term which
can roughly be expressed as

H; ~logn+ C
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where C' does not depend on the number of tokens 7.

This leads to an approximate scaling factor for the logits of logn to keep the entropy invariant to
context length.

Therefore, we change the standard formulation of attention values by applying a scaling factor of
log n to the QKT term, as shown in Equation (4) of our paper.

Note that in the above explanation we adopt the notation from [1].
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A.5 Cortex prediction explained variance for different image encoding backbones and
subjects

In this section, we compare three methods across multiple subjects (S1-S8) and embedding backbones
(CLIP, DINO, SigLIP): the fully trained reference model fit to converge on each subject’s full 9,000-
image training set; our BralInCoRL approach, which adapts to a new subject with only 100 in-context
images; and a within-subject ridge regression baseline trained on the same 100 images with the
BralnCoRL approach. In every case, BralnCoRL outperforms ridge regression and achieves accuracy
similar to that of the fully trained model.

oo T Jor7

Subjl

Subj2

Fully Trained BralnCoRL Ridge Regression

Subj3

Subj4

Figure S.1: Higher visual cortex explained variance of CLIP backbone. From left to right, we
show the explained variance from the full model trained on 9000 images for a subject, BralnCoRL
with just 100 in-context images from the new subject, and within-subject ridge regression with 100
images using CLIP backbone for subject 1,2,3,4.
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Figure S.2: Higher visual cortex explained variance of CLIP backbone. From left to right, we
show the explained variance from the full model trained on 9000 images for a subject, BralnCoRL
with just 100 in-context images from the new subject, and within-subject ridge regression with 100
images using CLIP backbone for subject 5, 6, 7, 8.
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Figure S.3: Higher visual cortex explained variance of DINO backbone. From left to right, we
show the explained variance from the full model trained on 9000 images for a subject, BralnCoRL
with just 100 in-context images from the new subject, and within-subject ridge regression with 100
images using DINO backbone for subject 1, 2, 3, 4.
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Figure S.4: Higher visual cortex explained variance of DINO backbone. From left to right, we
show the explained variance from the full model trained on 9000 images for a subject, BralnCoRL
with just 100 in-context images from the new subject, and within-subject ridge regression with 100
images using DINO backbone for subject 5, 6, 7, 8.
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Figure S.5: Higher visual cortex explained variance of SigLIP backbone. From left to right, we
show the explained variance from the full model trained on 9000 images for a subject, BralnCoRL
with just 100 in-context images from the new subject, and within-subject ridge regression with 100
images using SigLIP backbone for subject 1, 2, 3, 4.
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Fully Trained BralnCoRL Ridge Regression

Figure S.6: Higher visual cortex explained variance of SigLIP backbone. From left to right, we
show the explained variance from the full model trained on 9000 images for a subject, BralnCoRL
with just 100 in-context images from the new subject, and within-subject ridge regression with 100
images using SigLIP backbone for subject 5, 6, 7, 8.
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A.6 Voxelwise performance across five category-selective regions for different image encoding
backbones and subjects

In this section, we report voxel-wise explained variance in five category-selective regions (faces,
places, bodies, words, and food) with CLIP, DINO and SigLIP backbone for subjects S1-S8. We
compare our in-context model (BralnCoRL) against the fully trained reference model fit to converge
on each subject’s full 9,000-image training set, within-subject ridge regression baselines trained on
100 and 300 images, and the FsAverage map. BraInCoRL outperforms the ridge baselines and closely
approaches the performance of the fully trained model.

Table S.1: Voxel-wise explained variance with the CLIP backbone for Subjects 1 and 2. We report
performance for our in-context model (BraInCoRL), the fully trained reference (“Fully Trained”),
within-subject ridge regression baselines (100, 300), and the FsAverage map across five category-
selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S1 S2 S1 S2 S1 S2 S1 S2 S1 S2 S1 S2
Fully Trained 0.19 0.16 020 027 028 024 0.11 0.11 0.16 0.17 0.18 0.19
Ridge-100 0.10 0.07 008 0.14 0.16 0.12 0.02 0.03 0.05 0.07 0.07 0.08
Ridge-300 0.13 0.10 0.13 020 022 0.16 0.06 0.06 0.10 0.11 0.11 0.12

FsAverage map 0.13 006 0.11 0.19 0.09 008 0.06 0.03 0.14 0.18 0.08 0.06
BraInCoRL-100 0.16 0.13 0.16 023 025 021 0.07 0.08 012 013 013 0.15

Table S.2: Voxel-wise explained variance with the CLIP backbone for Subjects 3 and 4. We report
performance for our in-context model (BraInCoRL), the fully trained reference (“Fully Trained”),
within-subject ridge regression baselines (100, 300), and the FsAverage map across five category-
selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S3 S4 S3 S4 S3 S4 S3 S4 S3 S4 S3 S4
Fully Trained 0.16 0.14 0.16 0.16 0.17 0.17 0.09 0.07 0.10 0.12 0.13 0.14
Ridge-100 0.07 0.05 008 005 008 0.08 0.02 0.01 0.03 0.04 005 005
Ridge-300 0.10 0.09 0.11 0.10 0.11 0.12 0.04 0.04 0.05 0.07 008 0.09

FsAverage map 0.10 003 0.14 005 0.11 0.06 0.07 0.03 0.10 0.07 0.10 0.04
BraInCoRL-100 0.12 0.10 0.13 0.13 0.14 013 0.05 0.04 007 008 0.10 0.10

Table S.3: Voxel-wise explained variance with the CLIP backbone for Subjects 5 and 6. We report
performance for our in-context model (BralInCoRL), the fully trained reference ("Fully Trained"),
within-subject ridge regression baselines (100, 300), and the FsAverage map across five category-
selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S5 S6 S5 Sé S5 S6 S5 S6 S5 S6 S5 Sé
Fully Trained 024 0.17 032 0.13 026 0.18 0.17 0.09 024 0.09 023 0.11
Ridge-100 0.11 007 0.16 003 0.13 0.09 0.06 0.01 0.11 0.02 0.10 0.03
Ridge-300 0.16 0.11 024 007 0.19 0.13 0.10 0.04 0.16 0.04 0.15 0.06

FsAverage map 0.07 005 0.11 008 006 004 0.05 0.06 0.08 0.04 0:07 0:05
BralnCoRL-100 0.20 0.14 029 010 023 015 012 0.05 019 0.05 019 0.08
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Table S.4: Voxel-wise explained variance with the CLIP backbone for Subjects 7 and 8. We report
performance for our in-context model (BraInCoRL), the fully trained oracle ("Fully Trained"), within-
subject ridge regression baselines (100, 300), and the FsAverage map across five category-selective
regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S7 S8 S7 S8 S7 S8 S7 S8 S7 S8 S7 S8
Fully Trained 0.14 0.08 0.18 0.10 021 0.09 0.12 0.04 0.12 0.06 0.16 0.09
Ridge-100 0.06 003 008 004 0.11 0.04 0.03 0.00 0.03 0.02 0.06 0.03
Ridge-300 0.09 005 0.12 006 0.15 0.05 0.06 0.01 0.06 0.03 0.0 0.05

FsAverage map 0.12 004 0.17 004 010 0.03 0.09 0.03 0.19 0.02 0.09 0.03
BraInCoRL-100 0.11  0.07 0.15 0.08 0.18 0.07 0.08 0.02 0.08 0.04 012 0.07

Table S.5: Voxel-wise explained variance with the DINO backbone for Subjects 1 and 2. We
report performance for our in-context model (BralnCoRL), the fully trained oracle (“Fully Trained”),
within-subject ridge regression baselines (100, 300), and the FsAverage map across five category-
selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S1 S2 S1 S2 S1 S2 S1 S2 S1 S2 S1 S2
Fully Trained 0.15 0.13 0.16 022 024 020 0.08 0.08 0.13 0.14 0.14 0.15
Ridge-100 0.03 002 003 005 007 005 0.00 0.01 0.02 003 002 003
Ridge-300 0.07 0.05 007 0.10 0.14 0.10 0.03 0.03 0.05 0.05 0.06 0.06

FsAverage map 0.13 006 0.11 0.19 0.09 008 0.06 0.03 0.14 0.18 0.08 0.06
BraInCoRL-100 0.14 0.12 0.15 021 023 018 0.07 0.07 0.11 012 012 0.14

Table S.6: Voxel-wise explained variance with the DINO backbone for Subjects 3 and 4. We
report performance for our in-context model (BralnCoRL), the fully trained oracle (“Fully Trained”),
within-subject ridge regression baselines (100, 300), and the FsAverage map across five category-
selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S3 S4 S3 S4 S3 S4 S3 S4 S3 S4 S3 S4
Fully Trained 0.13 0.11 0.3 0.12 0.13 0.14 006 0.05 0.08 0.09 0.10 0.11
Ridge-100 0.02 0.00 0.03 0.01 003 002 -001 -0.02 0.00 -002 0.01 0.01
Ridge-300 0.05 0.04 0.06 004 006 007 002 001 0.03 0.03 0.04 0.04

FsAverage map 0.10 0.03 0.14 005 0.11 006 007 003 010 0.07 0.09 0.04
BraInCoRL-100 0.11 0.10 0.3 0.12 013 0.14 0.05 0.05 0.06 0.08 0.09 0.10

Table S.7: Voxel-wise explained variance with the DINO backbone for Subjects 5 and 6. We report
performance for our in-context model (BralnCoRL), the fully trained reference ("Fully Trained"),
within-subject ridge regression baselines (100, 300), and the FsAverage map across five category-
selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S5 S6 S5 S6 S5 S6 S5 Sé6 S5 S6 S5 Sé6
Fully Trained 0.19 0.14 027 0.1 022 0.15 013 006 020 006 0.19 0.08
Ridge-100 0.04 002 005 0.01 007 003 001 -001 003 -001 004 0.01
Ridge-300 0.08 0.06 0.13 0.04 0.12 0.07 004 001 008 002 0.09 0.03

FsAverage map 0.07 0.05 0.11 008 0.06 004 005 006 0.08 004 007 0.05
BraInCoRL-100 0.18 0.12 0.26 0.10 0.21 0.14 010 0.04 0.18 0.04 0.17 0.07
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Table S.8: Voxel-wise explained variance with the DINO backbone for Subjects 7 and 8. We
report performance for our in-context model (BraInCoRL), the fully trained oracle ("Fully Trained"),
within-subject ridge regression baselines (100, 300), and the FsAverage map across five category-
selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S7 S8 S7 S8 S7 S8 S7 S8 S7 S8 S7 S8
Fully Trained 0.10 0.06 0.15 0.08 0.18 0.07 0.08 002 0.09 003 012 0.07
Ridge-100 0.02 -0.00 0.02 0.00 0.06 0.00 00!l -001 0.00 -000 002 -0.00
Ridge-300 0.05 0.02 0.06 0.03 0.10 0.03 003 000 0.02 00l 005 0.02

FsAverage map  0.12 004 017 004 010 003 009 003 019 002 009 003
BralnCoRL-100  0.10 006 0.4 007 017 007 007 002 007 004 010 0.06

Table S.9: Voxel-wise explained variance with the SigLLIP backbone for Subjects 1 and 2. We
report performance for our in-context model (BralnCoRL), the fully trained oracle (“Fully Trained”),
within-subject ridge regression baselines (100, 300), and the FsAverage map across five category-
selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S1 S2 S1 S2 S1 S2 S1 S2 S1 S2 S1 S2
Fully Trained 0.19 0.17 021 027 030 025 0.2 0.11 0.17 0.18 0.19 020
Ridge-100 0.10 0.07 009 0.14 0.18 0.12 0.03 0.04 0.06 0.07 0.08 0.08
Ridge-300 0.14 0.11 0.14 020 023 0.17 0.07 0.06 0.11 0.12 0.12 0.13

FsAverage map 0.13 006 0.11 0.19 0.09 0.08 0.06 0.03 0.14 0.18 0.08 0.06
BraInCoRL-100 0.17 0.13 0.18 024 027 021 0.09 008 013 0.14 015 0.16

Table S.10: Voxel-wise explained variance with the SigLLIP backbone for Subjects 3 and 4.
We report performance for our in-context model (BraInCoRL), the fully trained oracle (‘“Fully
Trained”), within-subject ridge regression baselines (100, 300), and the FsAverage map across five
category-selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S3 S4 S3 S4 S3 S4 S3 S4 S3 S4 S3 S4
Fully Trained 0.17 0.14 0.17 0.17 0.18 0.18 0.10 0.08 0.11 0.13 0.14 0.15
Ridge-100 0.07 0.04 008 006 009 0.07 0.02 0.01 0.03 0.04 005 005
Ridge-300 0.11  0.08 0.11 0.10 0.12 0.12 0.05 0.03 0.06 0.07 0.08 0.09

FsAverage map 0.10 003 0.14 005 0.11 0.06 0.07 0.03 0.10 0.07 0.10 0.04
BraInCoRL-100 0.12 0.11 0.13 0.14 014 015 0.05 0.05 0.06 009 010 0.12

Table S.11: Voxel-wise explained variance with the SigLLIP backbone for Subjects 5 and 6.
We report performance for our in-context model (BraInCoRL), the fully trained reference ("Fully
Trained"), within-subject ridge regression baselines (100, 300), and the FsAverage map across five
category-selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S5 Sé6 S5 Sé S5 S6 S5 S6 S5 Sé6 S5 S6
Fully Trained 024 0.18 033 0.5 028 0.19 0.18 0.10 026 0.10 024 0.12
Ridge-100 0.11 007 0.16 0.04 0.14 0.09 0.06 0.01 0.11 0.02 0.11 0.04
Ridge-300 0.17 0.12 024 0.08 020 0.14 0.10 0.04 0.17 0.05 0.16 0.07

FsAverage map 0.07 005 0.11 008 006 0.04 0.05 0.06 0.08 0.04 0:07 0:05
BraInCoRL-100 0.20 0.14 028 0.11 023 016 012 005 019 005 0.19 0.09
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Table S.12: Voxel-wise explained variance with the SigLLIP backbone for Subjects 7 and 8.
We report performance for our in-context model (BraInCoRL), the fully trained oracle ("Fully
Trained"), within-subject ridge regression baselines (100, 300), and the FsAverage map across five
category-selective regions (faces, places, bodies, words, food).

Faces Places Bodies Words Food Mean
S7 S8 S7 S8 S7 S8 S7 S8 S7 S8 S7 S8
Fully Trained 0.14 0.09 0.15 0.10 022 009 0.13 0.04 0.13 0.06 0.16 0.09
Ridge-100 0.06 0.02 008 004 0.11 003 0.03 0.00 0.03 002 006 0.03
Ridge-300 0.10 0.05 0.12 0.07 0.15 0.05 0.06 0.02 0.06 0.03 0.09 0.05

FsAverage map 0.12 004 0.17 004 0.10 0.03 0.09 0.03 019 0.02 0.09 0.03
BraInCoRL-100 0.11 0.07 0.15 0.08 0.19 0.08 0.08 0.02 0.09 004 012 0.07
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A.7 Voxelwise explained variance across varying support set sizes for more subjects,
backbones and for pretrain-only models

In this section, we investigate how the size of the in-context support set affects voxelwise predictive
performance. We evaluate three image-encoding backbones (CLIP, DINO, SigLIP) on eight subjects
(S1-S8) by comparing the performance of BralnCoRL with the pretrain-only BralnCoRL (i.e. same
architecture but only pretrained), the within-subject ridge-regression baseline, and the fully trained
reference model fit to converge on each subject’s full 9,000-image training set.
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Figure S.7: Voxelwise explained variance as a function of in-context support set size. Voxelwise
explained variance is visualized for subjects 1, 2, 3, 4 for each backbone (CLIP, DINO, SigLIP). we
plot results for the BraInCoRL, along with the pretrain-only BralInCoRL (i.e. same architecture but
only pretrained), the within-subject ridge-regression baseline, and the fully trained reference model
using all 9,000 images.
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Figure S.8: Voxelwise explained variance as a function of in-context support set size. Voxelwise
explained variance is visualized for subjects 5, 6, 7, 8 for each backbone (CLIP, DINO, SigLIP). we
plot results for the BralnCoRL, along with the pretrain-only BraInCoRL (i.e. same architecture but
only pretrained), the within-subject ridge-regression baseline, and the fully trained reference model
using all 9,000 images.
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A.8 Impact of holding out the test subject’s unique images during meta-training evaluated on
more backbones

In this section, we further conduct ablations by evaluating a BralnCoRL model trained without
holding out the test subject’s support images (“BraInCoRL no HO”) and a BraInCoRL model with
only pretraining, on DINO and SigLIP backbones. The result indicates that fine-tuning on real neural
data enhances performance, and that BraInCoRL is able to generalize effectively to entirely unseen
images without having encountered them during training.
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Figure S.9: Distributions of voxelwise explained variance for subjects 1, 2, 5 and 7 using
DINO encoding. Results confirm that finetuning with real neural data boosts performance and that
BraInCoRL can generalize well to previously unseen images without requiring them during training.
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Figure S.10: Distributions of voxelwise explained variance for subjects 1, 2, 5 and 7 using

SigLIP encoding. Results confirm that finetuning with real neural data boosts performance and that
BraInCoRL can generalize well to previously unseen images without requiring them during training.
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A.9 Correlation of each backbone’s predictions with fully trained activation predictions

Using various image-encoding backbones, we plot how each subject’s BralInCoRL predicted explained
variance correlates with the fully trained model’s explained variance (fully trained model refers to the
fully trained reference model fit to converge on each subject’s full 9,000-image training set). Across
every backbone and all subjects, this correlation remains uniformly high.
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Figure S.11: Voxelwise explained-variance correlation across backbones for subject 1, 2, 3,
4. Each panel shows a scatter of the BraInCoRL’s explained-variance predictions (100 in-context
examples) versus the fully trained reference model’s explained variance for each voxel. Rows
correspond to subjects (1, 2, 3, 4) and columns to image-encoding backbones (CLIP, DINO, SigLIP).
The dashed line marks y = .
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Figure S.12: Voxelwise explained-variance correlation across backbones for subject 5, 6, 7,
8. Each panel shows a scatter of the BraInCoRL’s explained-variance predictions (100 in-context
examples) versus the fully trained reference model’s explained variance for each voxel. Rows
correspond to subjects (5, 6, 7, 8) and columns to image-encoding backbones (CLIP, DINO, SigLIP).

The dashed line marks y = .
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A.10 Voxelwise explained-variance evaluation in BOLD5000 for more subjects and different

backbones

In this section, we analyze how varying the number of in-context examples influences voxel-level
prediction performance on the BOLD5000 dataset. For subject S2 and S3, we plot the mean Pearson’s
7 between model-predicted and actual BOLD responses as a function of support-set size, comparing
our BraInCoRL model against a ridge regression baseline. Results are averaged over five cross-
validation folds. Across all three image-encoding backbones (CLIP, DINO, and SIGLIP), BralnCoRL
consistently outperforms ridge regression.
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Figure S.13: Support-set size versus voxelwise Pearson r in BOLD5000. Each panel shows
the mean voxelwise Pearson correlation between predicted and actual BOLD5000 responses for
BralnCoRL and ridge regression, plotted against the number of in-context samples.
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A.11 Dimensional reduction of predicted response function weights on more subjects

In this section, we utilize UMAP to visualize the BralnCoRL-predicted voxelwise weights under the
CLIP image encoding backbone for subject S1-S8. The cortical maps show color-coded mappings
that align well with functionally-defined regions.
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Figure S.14: Dimensional reduction of predicted response weights for subject S1-S4 under CLIP
backbone. The cortical maps show color-coded mappings that align well with functionally-defined
regions: body and face regions (EBA and FFA/aTL-faces), place regions ( ), and food
regions (in red).
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Figure S.15: Dimensional reduction of predicted response weights for subject S5-S8 under CLIP
backbone. The cortical maps show color-coded mappings that align well with functionally-defined
regions: body and face regions (EBA and FFA/aTL-faces), place regions ( ), and food

regions (in red).

47



A.12 Predicting cortical responses from natural language prompts on more subjects

In this section, we further predict cortical responses from natural language prompts on subject 2-8.
For each semantic category, we convert a natural language prompt into a CLIP text embedding, project
it into the image feature space, and use BraInCoRL to predict the corresponding voxel activation map.
The predicted activations align closely with known ¢-statistic of category-selective region, illustrating
the potential for zero-shot, language-driven functional mapping of visual cortex.

vmin I

True t-statistics

g

“p photo of a torso” “A photo of a person's face” “A photo of words”

Figure S.16: Predicting responses of natural language prompts for subject 2. We convert each text
prompt corresponding to a semantic category into a CLIP text embedding, project it into image-feature
space, and predict its cortical activation on subject 2. The resulting activation maps closely match
the #-statistics of known category-selective regions, demonstrating the feasibility of language-driven,
zero-shot functional mapping of the visual cortex.

vmin I

A

“p photo of a torso” oto of a person's face” photo of words”

Figure S.17: Predicting responses of natural language prompts for subject 3. We convert each text
prompt corresponding to a semantic category into a CLIP text embedding, project it into image-feature
space, and predict its cortical activation on subject 3. The resulting activation maps closely match
the #-statistics of known category-selective regions, demonstrating the feasibility of language-driven,
zero-shot functional mapping of the visual cortex.
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Figure S.18: Predicting responses of natural language prompts for subject 4. We convert each text
prompt corresponding to a semantic category into a CLIP text embedding, project it into image-feature
space, and predict its cortical activation on subject 4. The resulting activation maps closely match
the 7-statistics of known category-selective regions, demonstrating the feasibility of language-driven,
zero-shot functional mapping of the visual cortex.
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Figure S.19: Predicting responses of natural language prompts for subject 5. We convert each text
prompt corresponding to a semantic category into a CLIP text embedding, project it into image-feature
space, and predict its cortical activation on subject 5. The resulting activation maps closely match
the #-statistics of known category-selective regions, demonstrating the feasibility of language-driven,
zero-shot functional mapping of the visual cortex.
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Figure S.20: Predicting responses of natural language prompts for subject 6. We convert each text
prompt corresponding to a semantic category into a CLIP text embedding, project it into image-feature
space, and predict its cortical activation on subject 6. The resulting activation maps closely match
the 7-statistics of known category-selective regions, demonstrating the feasibility of language-driven,
zero-shot functional mapping of the visual cortex.
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Figure S.21: Predicting responses of natural language prompts for subject 7. We convert each text
prompt corresponding to a semantic category into a CLIP text embedding, project it into image-feature
space, and predict its cortical activation on subject 7. The resulting activation maps closely match
the #-statistics of known category-selective regions, demonstrating the feasibility of language-driven,
zero-shot functional mapping of the visual cortex.

50



]
=
]
2
=
S
]
<
o
S
=
(=

% 2o

e " 3
“A photo of a person's face” A photo of words

s 43
“A photo of a torso

Figure S.22: Predicting responses of natural language prompts for subject 8. We convert each text
prompt corresponding to a semantic category into a CLIP text embedding, project it into image-feature
space, and predict its cortical activation on subject 8. The resulting activation maps closely match
the z-statistics of known category-selective regions, demonstrating the feasibility of language-driven,
zero-shot functional mapping of the visual cortex.
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A.13 Voxelwise prompt classification accuracy for more subjects

In this section, we further quantify the semantic specificity of BralnCoRL’s voxelwise predictions on
subject 3-8. we compute, for each subject and each category-selective ROI, the fraction of voxels
whose peak predicted activation corresponded to the semantic category named by the text prompt.

Table S.13: Voxelwise prompt classification accuracy for subjects 3 and 4. Each cell shows the
percentage of voxels in a given category selective region (columns) whose peak predicted activation
was elicited by a specific semantic prompt (rows, see Appendix) for subject 3 and 4. Using only 100
support images, BraInCoRL effectively localizes category-selective regions with high data efficiency.

Bodies Faces Places Food Words
S3 S4 S3 S4 S3 S4 S3 S4 S3 S4

Bodies 0.57 042 023 0.12 004 003 0.16 020 0.12 0.19
Faces 029 036 0.60 0.66 002 003 0.11 0.05 020 0.12
Places 0.04 0.08 0.02 006 084 082 0.15 020 0.08 0.16
Food 007 009 014 012 009 009 053 051 051 043
Words 0.02 0.04 001 004 001 002 005 005 009 0.10

Table S.14: Voxelwise prompt classification accuracy for subjects 5 and 6. Each cell shows the
percentage of voxels in a given category selective region (columns) whose peak predicted activation
was elicited by a specific semantic prompt (rows, see Appendix) for subject 5 and 6. Using only 100
support images, BraInCoRL effectively localizes category-selective regions with high data efficiency.

Bodies Faces Places Food Words
S5 Sé6 S5 Sé6 S5 Sé S5 Sé S5 Sé

Bodies 0.54 0.64 0.17 021 0.01 0.08 0.19 0.15 027 025
Faces 029 025 0.5 0.63 000 004 0.03 005 020 0.15
Places 0.06 0.01 0.05 001 088 0.65 0.13 0.09 0.10 0.04
Food 0.09 007 0.13 0.11 0.10 020 0.64 0.66 039 041
Words 0.02 0.03 0.01 004 000 004 001 006 0.05 0.15

Table S.15: Voxelwise prompt classification accuracy for subjects 7 and 8. Each cell shows the
percentage of voxels in a given category selective region (columns) whose peak predicted activation
was elicited by a specific semantic prompt (rows, see Appendix) for subject 7 and 8. Using only 100
support images, BraInCoRL effectively localizes category-selective regions with high data efficiency.

Bodies Faces Places Food Words
S7 S8 S7 S8 S7 S8 S7 S8 S7 S8

Bodies 0.69 057 026 0.15 001 0.07 0.08 020 0.19 0.17
Faces 0.19 025 059 059 001 004 0.04 010 022 0.18
Places 0.04 0.05 0.02 003 089 058 0.12 0.06 0.13 0.05
Food 0.06 0.10 0.11 020 0.07 026 0.68 057 032 047
Words 0.02 0.03 0.03 003 001 004 007 008 014 0.12
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A.14 Additional evaluation of BraInCoRL on NSD dataset

In this section, we provide two more evaluation metrics, namely Pearson R, and Spearman’s rank
correlation coefficient (Spearman’s p) for NSD dataset on Subject 1. In this case, the BraInCoRL
model has not been trained or finetuned on Subject 1, while the Fully Trained model is trained on
9,000 images from this subject.
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Figure S.23: Voxel-wise Pearson R for BraInCoRL, within-subject ridge regression baseline and
fully-trained reference model (NSD dataset, CLIP backbone, Subject 1, higher is better).
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Figure S.24: Voxel-wise Spearman’s p for BraInCoRL, within-subject ridge regression baseline and
fully-trained reference model (NSD dataset, CLIP backbone, Subject 1, higher is better).
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A.15 Additional evaluation of BraInCoRL on BOLD5000 dataset

In this section, we provide two more evaluation metrics, namely explained variance and Spearman’s
rank correlation coefficient (Spearman’s p) for BOLDS5000 dataset on Subject CSI1.
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Figure S.25: Voxel-wise explained variance for BraInCoRLand within-subject ridge regression
baseline (BOLDS5000 dataset, CLIP backbone, Subject CSI1, higher is better).
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Figure S.26: Voxel-wise Spearman’s p for BralnCoRLand within-subject ridge regression baseline
(BOLD5000 dataset, CLIP backbone, Subject CSI1, higher is better).
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A.16 Evaluation of each training stage’s contribution

In this section, we present the voxelwise explained variance for BraInCoRLtrained until different
training stages. The results show that the progression from synthetic foundation — context flexibility
— biological adaptation ensures that each fundamental challenge, namely response function coverage,
variable context handling, and biological realism, is systematically addressed in the optimal order.
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Figure S.27: Voxelwise explained variance for BralnCoRLwith CLIP backbone for NSD Subject 1
on different training stages, compared with ridge baseline and fully trained reference model (higher
is better).
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Figure S.28: Voxelwise explained variance for BralnCoRLwith CLIP backbone for NSD Subject 2
on different training stages, compared with ridge baseline and fully trained reference model (higher
is better).
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A.17 Performance of BraInCoRL conditioned on the full 9000-image set

In this section, we evaluate the performance of BralnCoRL with 9,000 in-context samples, for the
four NSD subjects (S1, S2, S5, S7) focues by our main paper. The performance difference is less
than 1% across all subjects when compared to a fully trained model (which is fit to converge on each
subject’s entire 9,000-image training set using gradient descent over multiple epochs). This means
BraInCoRL achieves 94-99% of the fully trained model’s performance.

Table S.16: Voxel-wise explained variance of BralnCoRL with the CLIP backbone compared with
the fully trained reference model. The difference variance explained is less than 1%.

Subject
Method S1 S2 S5 S7

Fully Trained 0.1765 0.1882 0.2310 0.1554
BrainCoRL 0.1667 0.1817 0.2225 0.1541
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A.18 Evaluation on the choice of loss function during training

In this section, we conducted an ablation study on the choice of different loss functions during the
finetuning stage optimization and evaluated the model performance.

Our experimental results show that MSE and L1 losses achieve similar performance across all context
sizes, with minimal differences. This suggests that both metrics are equally effective for capturing
voxelwise neural response patterns.

In addition, the hybrid loss of 0.5 x MSE loss + 0.5 x (1 — cosine similarity) underperforms by
approximately 2-4% compared to MSE/L1. We argue this is because although cosine similarity
captures directional relationships between predicted and true responses, this additional constraint
limit the model’s ability to accurately predict response magnitudes.
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Figure S.29: Voxel-wise explained variance of different training losses with the CLIP backbone for
Subject 1 (higher is better).
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A.19 Ablation on logit scaling

In this section, we provide an additional ablation study to evaluate the effect of the logit-scaling,
where we report the Voxel-wise explained variance of our BrainCoRL model and the model with the
exact same structure but without logit scaling. It is shown that the logit scaling significantly boosts
the model performance and generizability of various in-context support set sizes.
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Figure S.30: Voxel-wise explained variance for BrainCoRL with CLIP backbone for Subj 1, compared
to the same model architecture but without logit scaling (higher is better).
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