
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2026

FROM PREDICTION TO PERFECTION:
INTRODUCING REFINEMENT TO AUTOREGRESSIVE
IMAGE GENERATION

Anonymous authors
Paper under double-blind review

ABSTRACT

Autoregressive (AR) models have emerged as a powerful framework for image
generation, yet they remain bound by a fundamental limitation: once a prediction
is made, it cannot be revised. Each step marches forward in a strict left-to-right
sequence, causing small errors to accumulate and compromise the final image. In
this work, we reimagine this process with TensorAR, a decoder-only AR model
that shifts from predicting discrete tokens to predicting overlapping tensors, which
are essentially several adjacent discrete image tokens. This simple change trans-
forms image synthesis into a process of next-tensor prediction, enabling the model
to refine earlier outputs while preserving the causal structure that defines autore-
gression. To guard against information leakage during training, we introduce a
discrete tensor noising mechanism inspired by discrete diffusion theory, which
injects categorical noise into input tensors. TensorAR is designed to be plug-and-
play: unlike masked AR methods, it requires no architectural modifications, and
unlike autoregressive diffusion, it preserves the familiar AR training paradigm.
We evaluate TensorAR across both class-to-image and text-to-image tasks, show-
ing consistent gains in generation quality and instruction-following ability, while
achieving a superior balance between quality and latency. In doing so, TensorAR
offers a new path forward for autoregressive generation—one where predictions
are not just produced, but continually refined.

1 INTRODUCTION

Building on the exceptional success of autoregressive (AR) models in natural language processing,
attributable to their scalability, flexibility, and capacity to capture complex sequential dependencies,
researchers have extended AR approaches to conditional image generation and to unified under-
standing and generation frameworks (Pang et al., 2024; Yu et al., 2024; Sun et al., 2024; Luo et al.,
2024; Yu et al., 2023; Tian et al., 2024; Li et al., 2024a; Esser et al., 2021; Lee et al., 2022). At their
core, AR models rely on a simple yet effective self-supervised objective: predicting the next token
in a sequence. Compared with other generation paradigms (e.g., flow-matching models), AR mod-
els enable structured, step-by-step synthesis and offer advantages in controllability and multimodal
integration (Wu et al., 2024; Team, 2024).

For image generation tasks, standard AR models (Pang et al., 2024; Yu et al., 2024; Sun et al., 2024)
typically serialize images by treating each image patch as a discrete token and modeling dependen-
cies in a predefined order (e.g., a raster scan). This paradigm forces prediction in a counter-intuitive
sequence order that disrupts spatial continuity; early tokens are often blurry, which can degrade
overall quality. To improve AR generation quality, a variety of approaches have been proposed,
including combining AR with continuous diffusion (Gu et al., 2024; Deng et al., 2024), model-
ing per-token probability distributions (Li et al., 2024a; Fan et al., 2024), and exploring alternative
generation paradigms (Tian et al., 2024; Ren et al., 2025). For example, MAR (Li et al., 2024a)
models per-token probability distributions via a diffusion procedure, enabling AR models to operate
in continuous space and eliminating the need for discrete tokenizers. DART (Gu et al., 2024) uni-
fies autoregression and diffusion within a non-Markovian framework, iteratively denoising image
patches across spatial and spectral dimensions using an AR model with a standard language-model
architecture. VAR (Tian et al., 2024) adopts a next-scale prediction framework that emulates hu-
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man sketching through coarse-to-fine, 2D-parallel generation. Despite strong results, these methods
typically require additional VQ-VAE training or a modification in training objective (from classifi-
cation to regression), which increases computational and memory costs and may hinder multimodal
integration. Parallel to these existing works, motivated by the coarse-to-fine principle that underpins
diffusion and flow-matching models, we ask: Can existing standard AR models be enabled to refine
their own predictions without modifying their architecture or training recipe?

Vanilla AR

···

Masked AR

···

Vanilla AR

···

Masked AR

···
continuous latent

discrete token

tensor 
(discrete tokens)

Training Paradigm 

Attention Type

Refine
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(a) Standard AR, 
e.g., LlamaGEN;

(b) Masked AR, 
e.g., MaskGIT;

(c) AR + Continuous 
Diffusion, e.g.,DART;

(d) AR + Discrete 
Diffusion, TensorAR;

Figure 1: Comparison with different AR-based methods. (a) Vanilla AR models that directly per-
form next-token-prediction; (b) Masked AR models that predict masked tokens given clean tokens;
(c) Integration with diffusion models that utilize the continuous output latent of AR models as the
condition to an additional diffusion generation head; (d) The proposed TensorAR that does not mod-
ify the base architecture and classification-based training paradigm.

In this paper, we introduce TensorAR, a coarse-to-fine autoregressive image generation framework
that reframes the conventional next-token prediction paradigm as “next-tensor-prediction”. The
core idea behind TensorAR is simple. Unlike standard AR models that generate one token at a
time, TensorAR predicts a tensor, i.e., a group of consecutive tokens, at each step, which is the
origin of the name, i.e., TensorAR. Because adjacent tensors overlap, later predictions can revise
earlier ones, enabling iterative refinement of image content similar to diffusion models. For a better
understanding, we provide a visual comparison in Figure 1. Unlike masked AR models, TensorAR
does not require architectural modifications, and unlike autoregressive diffusion models, it does not
alter the training paradigm.
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Figure 2: Model size-FID curves on TensorAR
across different tasks. TensorAR achieves con-
sistent improvements on both class-to-image and
text-to-image generation tasks. Best view in color.

However, training TensorAR is nontrivial. A
naive strategy would mimic standard AR train-
ing by feeding a sequence of ground-truth ten-
sors and supervising the prediction of next-step
tensors. Nevertheless, because tensors are gen-
erated with a sliding window fashion, some to-
kens in the predicted tensor already appear in
the input tensors, causing information leakage,
where the model can minimize loss by copying
overlapping tokens rather than learning mean-
ingful causal dependencies. To address this,
we introduce a discrete tensor noising mecha-
nism based on discrete diffusion theory, which
injects categorical noise into input tensors dur-
ing training. By modulating noise levels token-
wise within each tensor, we stimulate an inter-
nal progressive denoising process in TensorAR.
In addition, we incorporate two lightweight
modules, i.e., an input encoder and an output
decoder, to interface with tensor-based inputs
and outputs. Both modules use the residual de-
sign to better leverage pretrained models and promote faster, more stable convergence. Together,
these components make TensorAR a plug-and-play extension that integrates with existing AR mod-
els with minimal changes to the base architecture, improving practical flexibility relative to training
from scratch. We evaluate TensorAR on representative AR models for class-conditional (e.g., Llam-
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aGen (Sun et al., 2024)) and text-conditional (e.g., Janus-Pro-7B) image generation across multiple
model sizes. We conduct extensive experiments across a range of base models and model sizes and
comprehensive ablation studies, consistent performance gains on both tasks (Figure 2) confirm the
effectiveness of the refinement mechanism and show a better trade-off between quality–latency.

2 TENSORAR

In this section, we first revisit the details about autoregressive modeling and discrete diffusion in 2.1
and then provide detailed explanations of our proposed method in 2.2.

(a) TensorAR inference paradigm
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Figure 3: (a) Overview of our proposed TensorAR framework during inference time with the window
size k = 2 and the sequence length T ; (b) Output decoder that wraps the original linear output
layer with residual design; (c) Input encoder that wraps the original embedding layer with residual
design; (d) Sketch of Qin and Qout, which can be implemented by query transformers. The newly
introduced modules are colored in orange and the base modules are in purple.

2.1 PRELIMINARIES

In the following paragraph, we use x to denote a sequence of discrete tokens; x denotes one discrete
token; x denotes the one-hot version of x; x∗ denotes the noisy token of x.

2.1.1 AUTOREGRESSIVE IMAGE GENERATION

Given a sequence of discrete tokens x = [x1, x2, ..., xT ] of length T and its condition c, where xi ∈
{0, 1, ..., C − 1} is an integer from a vocabulary of size C, an autoregressive model ζθ are trained to
model the probability distribution of each variable xt based on on its precedents [x1, x2, ..., xt−1]:

ζθ(x; c) =
T∏

t=1
ζθ(xt|x1, ..., xt−1; c), where c may be either class labels or textual prompts, and ζθ

is the token distribution predictor with a model parameterized by θ.

To apply autoregressive modeling to 2D images, images are first tokenized into several discrete
tokens via a pre-defined order, where each discrete token corresponds to an image patch. Given
pdata as the distribution of discrete image data, the training objective of autoregressive models is to
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minimize the negative log-likelihood loss, which is formulated as:

L(θ) = Ex1:T∼pdata

[
−

T∑
t=1

log ζθ(xt | x<t, c)
]
. (1)

2.1.2 DISCRETE DIFFUSION

Discrete diffusion models (Sohl-Dickstein et al., 2015; Hoogeboom et al., 2021; Austin et al., 2021)
are a class of latent variable models characterized by a forward noising process and a learned reverse
denoising process. The forward process q(x1:T |x0) =

∏T
t=1 q(xt|xt−1) corrupts the original data

x0 into a sequence of increasingly noisy latent variables x1:T . The backward process learns to grad-
ually denoise the latent variables of the data distribution as pθ(x0:T ) = p(xT )

∏T
t=1 pθ(xt−1|xt).

According to existing studies (Zheng et al., 2023), by defining both the forward and backward dis-
tribution as categorical distribution, i.e., q(xt|xt−1) = Cat(xt; p = Qtxt−1), where Cat(x|p) is a
categorical distribution over the one-hot vector x with probabilities given by the vector p and Qt

is the time-dependent transition matrix, the forward process posterior q(xt−1|xt,x0) and the op-
timization objectives can be calculated analytically, which is simply as a weighted cross-entropy
loss.

L(θ) = Ex0∼pdata, t∼γ(t), xt∼q(xt|x0,t)

[
− wt log pθ(x0 | xt, t)

]
, (2)

where pdata is the true data distribution, t is the noise timestep calculated by the scheduling function
γ(·), wt is the weighting coefficient.

2.2 TENSORAR

2.2.1 OVERALL FRAMEWORK

TensorAR serves as a plug-and-play module compatible with existing transformer-based autore-
gressive models. Unlike standard AR models that operate on sequences of tokens, TensorAR
operates on sequences of tensors. To this end, TensorAR rearranges the sequence of tokens
x = [x1, x2, ..., xT ] into the sequence of overlapping tensors xk = [x1,k,x2,k, ...,xT,k], where
xi,k = [xi, xi+1, ..., xi+k−1] is a single tensor with k being its the window size. It is worth noting
that an additional padding token x∆ is added in the last few tensors of xk, as shown in Figure 3.
During training, we ignore the loss on these padding tokens, while during inference, these padding
tokens do not contribute to the final results. By reformulating the original Markov process over
a token sequence into a Markov process over a tensor sequence, TensorAR adopts the next-tensor
generation paradigm, which can be expressed as:

pθ(xk; c) =

T∏
t=1

pθ(xt,k|x1,k, ...,xt−1,k; c); xi,k = [xi, xi+1, ..., xi+k−1]. (3)

2.2.2 REFINEMENT MECHANISM

The major advantage of TensorAR is its ability to refine previously generated tokens, a capability
that standard autoregressive models lack. Consider a predicted tensor xi,k, within this tensor, the
first token xi is the most refined, having undergone k refinement steps, whereas the last token xi+k−1

has been produced only once. Consequently, the corresponding image patch is expected to exhibit
finer-grained details as the number of refinement steps increases. Intuitively, TensorAR decodes
image patches iteratively in a coarse-to-fine manner, whereas standard AR methods generate each
patch once in a single pass. This paradigm enables TensorAR to more effectively exploit future
context to refine earlier content, resulting in higher generation quality.

As shown in Figure 3 (d), to accommodate tensor-based inputs and outputs, TensorAR introduces an
input encoder Menc and an output decoder Mdec that wrap the original embedding and linear output
layers, respectively. The input encoder compresses several token embeddings into one single hidden
state, while the output decoder reconstructs several consecutive tokens from one single hidden state.
Specifically, compression and decompression are performed by two additional modules, Qin and
Qout, respectively. These modules share a similar architecture and can be implemented with query
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transformers, which contain an attention module with several cross-attention layers and one output
MLP module. Moreover, to better leverage pretrained models and to facilitate stable convergence
during early training, we incorporate a residual mechanism into both Menc and Mdec.

2.2.3 NOISE MECHANISM

As shown in Figure 3 (a), considering the overlapping tokens during training, directly applying
autoregressive models to tensor sequences encounters the information leakage problem, as some
tokens in the predicted tensor already appear in the input tensor. This causes the model to collapse
into simply replicating the overlapping tokens, rather than learning meaningful dependencies.

To address this issue, inspired by discrete diffusion theory, we propose the discrete tensor noising
scheme, which adds noise to the input tensors during training. Let us begin with a simple case with a
tensor (xi, x

∗
i+1, ..., x

∗
i+k−1) where the superscript ∗ represents noisy tokens. During training time,

the ideal output will be a tensor of clean tokens (xi+1, ..., xi+k). Therefore, for the overlapping
tokens, TensorAR serves as the denoiser that reconstructs clean tokens from noisy ones. We provide
details about the noise mechanism in the following paragraph.

Given a tensor xt,k = [xt, ..., xt+k−1] and the vocabulary size V , we define the discrete diffusion
process to each token except the first one using a categorical distribution that has a β(j) probability
of resampling a category uniformly:

q(x∗
t+j |xt+j , j) = Cat(x∗

t+j |(1− β(j))xt+j + β(j)/V ), j ∈ [2, ..., k − 1], (4)

where x∗
j is the noisy token and Cat represents the categorical distribution. Besides, the noise weight

β(j) is monotonically increased from 0 to 1 within each tensor, i.e., for j ∈ [2, ..., k − 1].

Table 1: Noise scheduling functions.

Function Expression

Linear β(j) = j/k
Sine β(j) = sin(πj/2k)

Square root β(j) =
√

j/k

Exponential β(j) = j
1

k/2

We design a series of scheduling functions β(·) as shown
in Table 1, to control how the input and noise tokens are
fused. These noise scheduling functions include linear,
sine, square root, and exponential forms. By modulating
the noise intensity across different tokens within a tensor,
we simulate a progressive denoising process in autore-
gressive model training, akin to that in diffusion models.
Furthermore, as shown in Figure 3, it is worth noting that
we utilize an additional padding token x∆, and we ignore
the loss calculation at the position of the padding token.
By combining Equation 1 and Equation 2, the overall training objective of TensorAR can be formu-
lated as follows:

L(θ) =
T∑

i=1

k∑
j=1

Exi+j∼pdata,x∗
i+j∼q(x∗

i+j |xi+j ,j)

[
wj log(pθ(xi+j |x<i,k; c))

]
. (5)

.

Due to the page limit, we provide the pseudo-code of TensorAR during training in the appendix.

2.3 RELATION TO OTHER IMAGE GENERATION PARADIGMS

Compared with diffusion models, TensorAR models and trains on image patches in an autoregres-
sive manner, naturally aligning with the discrete sequence modeling paradigm and causal masking
used by multimodal large language models. This design enables seamless integration with standard
Transformer backbones. Besides, unlike classical diffusion methods that update the entire image at
every step, TensorAR updates only the local region covered by the sliding window, preserving iter-
ative refinement while enabling online generation and better scalability. Moreover, unlike standard
autoregressive models that generate each patch only once, TensorAR can iteratively refine previously
generated patches while producing subsequent content, improving both efficiency and overall visual
quality and consistency. In particular, when k = 1, TensorAR reduces to a standard autoregressive
model; when k equals the total number of image patches T , TensorAR becomes equivalent to a dis-
crete variant of a diffusion process (with a different generation order, i.e, left-to-right in TensorAR
and random in standard discrete diffusion). During decoding, TensorAR can simultaneously attend
to conditions and forthcoming visual information to enforce consistency on earlier content and to
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complete fine details. Besides, considering the slow inference speed of AR models, especially for
large context length, several distillation methods (Liu et al., 2024a; 2025) have been proposed to
accelerate the decoding process of AR models with acceptable performance degradation. It will be
interesting and promising to integrate these distillation methods and TensorAR to further achieve
more flexibility in the trade-off between sample quality and sampling speed.

In summary, TensorAR bridges autoregressive and diffusion paradigms, offering a flexible refine-
ment mechanism and a controllable compute–quality trade-off: k = 1 provides minimal-latency
autoregressive decoding, k = T approximates a discrete diffusion-like multi-step denoising pro-
cess, and intermediate settings 1 < k < T balance efficiency and quality by exploiting future
information to iteratively improve previously generated content.

3 EXPERIMENTS

3.1 EVALUATION ON CLASS-TO-IMAGE GENERATION TASK

We use Fréchet Inception Distance (FID) (Heusel et al., 2017) as our primary metric; we also report
Inception Score (IS) (Salimans et al., 2016), Precision and Recall (Kynkäänniemi et al., 2019).

Table 2: Model comparisons on class-conditional ImageNet 256 × 256 benchmark. Metrics are
Fréchet inception distance (FID), inception score (IS), precision, and recall. “↓” or “↑” indicate
lower or higher values are better.

Type Model #Para. FID↓ IS↑ Precision↑ Recall↑

Mask AR
MAGVIT-v2 (Yu et al., 2023) 307M 1.78 319.4 - -
MaskBit (Weber et al., 2024) 305M 1.52 328.6 - -
MAR (Li et al., 2024a) 943M 1.55 303.7 - -

Casual AR

DART (Gu et al., 2024) 812M 3.98 256.8 - -
RQTran. (Lee et al., 2022) 3.8B 3.80 323.7 - -
ViT-VQGAN-re (Yu et al., 2021) 1.7B 3.04 227.4 - -
SAR-XL (Liu et al., 2024b) 893M 2.76 273.8 0.84 0.55
RandAR-L (Pang et al., 2024) 1.4B 2.15 322.0 0.79 0.62
VAR (Tian et al., 2024) 2.0B 1.73 350.2 0.82 0.60

TensorAR

Open-MAGVIT2 (Luo et al., 2024)

Open-MAGVIT2-B (256× 256) 343M 3.08 258.3 0.85 0.51
+TensorAR 352M (+2.7%) 2.91 260.2 0.86 0.50
Open-MAGVIT2–L (256× 256) 804M 2.51 271.7 0.84 0.54
+TensorAR 820M (+2.0%) 2.35 273.4 0.84 0.53

LlamaGEN (Sun et al., 2024)

LlamaGEN-B (256× 256) 111M 5.46 193.6 0.83 0.45
+TensorAR 116M (+4.6%) 4.71 225.8 0.85 0.45
LlamaGEN-L (256× 256) 343M 3.80 248.3 0.83 0.52
+TensorAR 352M (+2.7%) 2.78 254.8 0.82 0.56
LlamaGEN-L (384× 384) 343M 3.07 256.1 0.83 0.52
+TensorAR 352M (+2.7%) 2.52 258.9 0.83 0.55
LlamaGEN-XL (384× 384) 775M 2.62 244.1 0.80 0.57
+TensorAR 789M (+1.9%) 2.29 260.4 0.81 0.59
LlamaGEN-XXL (384× 384) 1411M 2.34 253.9 0.81 0.60
+TensorAR 1432M (+1.5%) 2.03 267.7 0.82 0.61

3.1.1 QUANTITATIVE COMPARISON

We evaluate TensorAR on two representative autoregressive (AR) generators—Open-
MAGVIT2 (Luo et al., 2024) and LlamaGEN (Sun et al., 2024)—across multiple model
scales. Table 2 compares our approach with current state-of-the-art methods. Unless otherwise
noted, we set the window size to k = 4, use single-layer Qin and Qout modules, and adopt an
exponential scheduling function. TensorAR consistently brings substantial gains over the under-
lying AR baselines while adding only a small number of parameters. For example, augmenting
LlamaGEN-B with TensorAR reduces Fréchet Inception Distance (FID) by 0.71 points. Even on
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a 1.4B-parameter model, TensorAR achieves a 0.31-point reduction in FID, narrowing the gap to
leading diffusion-based models. Moreover, because the auxiliary modules (Qin and Qout) are kept
fixed across backbones and scales, the relative parameter overhead decreases with model size, i.e.,
it is approximately inversely proportional to the backbone’s overall computational cost.

3.1.2 TRAINING FID CURVE

In Figure 5, we plot the training FID curves for TensorAR alongside those from standard fine-
tuning of LlamaGEN-B and LlamaGEN-L. Fine-tuning for the same number of steps as used with
TensorAR yields no improvement in FID, confirming that TensorAR’s gains stem from its design
rather than from additional training.
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3.1.3 THROUGHPUT-FID CURVE

Figure 4 further compares the sampling throughput of TensorAR and LlamaGEN across multiple
model sizes. Throughput is measured as the number of samples generated per second (including
AR generation and VQ decoding) on a single A100 GPU, using float32 precision and a batch size of
128. Although TensorAR incurs modest additional latency, it delivers substantial FID improvements,
yielding a superior efficiency–quality trade-off.

3.1.4 IMAGE QUALITY COMPARISON IN THE CLASS-TO-IMAGE GENERATION TASK

We present a qualitative comparison of images generated by LlamaGEN-XXL and TensorAR across
four categories. Relative to the base LlamaGEN-XXL, TensorAR produces higher-quality images
with richer semantic detail. Additional TensorAR samples are included in the appendix, further
demonstrating its ability to generate diverse outputs.
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3.1.5 VISUAL COMPARISON IN THE TEXT-TO-IMAGE GENERATION TASK

We present a qualitative comparison of images generated by LlamaGEN and TensorAR in the text-
to-image generation task. Compared with the base LlamaGEN, TensorAR generates higher-quality
images and exhibits more stable instruction-following.

an dolphin through 
the blue waters, 
while a chicken 
with brown and 
white feathers 
stands on the 

nearby sandy shore.

Two worn pairs of 
leather boots lie 
on a dusty barn 
floor, xxx.  They 
are adjacent to a 
tall, weathered 

wooden barrel that 
stands upright.

a photo of a bird 

left of a couch

LlamaGEN + TensorAR

a zebra right of a 

parking meter

LlamaGEN + TensorAR

Figure 7: Visual Comparison between LlamaGEN-B and TensorAR in the text-to-image generation
task. The two prompts in the first row are selected from the GenEval benchmark, and the other two
are selected from the DPG-Bench benchmark. Benefiting from the effectiveness of the proposed
TensorAR framework and high-quality data from the BLIP3o dataset, TensorAR can generate more
vivid and instruction-following images compared to its baseline counterpart.

3.2 EVALUATION ON TEXT-TO-IMAGE GENERATION TASK

We evaluate TensorAR’s text-to-image generation on GenEval (Ghosh et al., 2023) and DPG-
Bench (Hu et al., 2024), two benchmarks designed to assess instruction following and compositional
alignment. Following the official protocols and metrics, we compare TensorAR with published re-
sults for state-of-the-art image generation models, summarized in Table 3 and Table 4. Across both
benchmarks, TensorAR delivers consistent gains over its base backbones and remains competitive
with state-of-the-art flow-based generators. These findings indicate that integrating TensorAR into
existing models enhances instruction-following capability while maintaining strong overall perfor-
mance. Additional qualitative comparisons of image quality between TensorAR and Janus-Pro-7B
are provided in the appendix.

Table 3: Evaluation of text-to-image generation ability on GenEval benchmark. Applying TensorAR
brings consistent improvements for different base models.

Model Single Obj. Two Obj. Counting Colors Position Color Attri. Overall↑
Emu3-Gen (Wang et al., 2024) 0.98 0.71 0.34 0.81 0.17 0.21 0.54
DALL-E 3 (Betker et al., 2023) 0.96 0.87 0.47 0.83 0.43 0.45 0.67
SD3-Medium (Esser et al., 2024) 0.99 0.94 0.72 0.89 0.33 0.60 0.74
SEED-X (Ge et al., 2024) 0.97 0.58 0.26 0.80 0.19 0.14 0.49
Show-o (Xie et al., 2024) 0.95 0.52 0.49 0.82 0.11 0.28 0.53
D-DiT (Li et al., 2025) 0.97 0.80 0.54 0.76 0.32 0.50 0.65

TensorAR

LlamaGen (Sun et al., 2024) 0.71 0.34 0.21 0.58 0.07 0.04 0.32
+ TensorAR 0.99 0.70 0.57 0.89 0.28 0.19 0.61
Janus-Pro-7B (Chen et al., 2025b) 0.99 0.89 0.59 0.90 0.79 0.66 0.80
+ TensorAR 0.99 0.93 0.53 0.92 0.85 0.79 0.83

3.3 ABLATION STUDIES

3.3.1 DIFFERENT NOISE SCHEDULING FUNCTIONS
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Table 4: Evaluation of text-to-image generation ability on DPG-Bench benchmark. Applying Ten-
sorAR brings consistent improvements for different base models.

Model Global Entity Attribute Relation Other Overall↑
PixArt-α (Chen et al., 2023) 74.97 79.32 78.60 82.57 76.96 71.11
Emu3-Gen (Wang et al., 2024) 85.21 86.68 86.84 90.22 83.15 80.60
DALL-E 3 (Betker et al., 2023) 90.97 89.61 88.39 90.58 89.83 83.50
SD3-Medium (Esser et al., 2024) 87.90 91.01 88.83 80.70 88.68 84.08
Hunyuan-DiT (Li et al., 2024b) 84.59 80.59 88.01 74.36 86.41 78.87
PixArt-Σ (Chen et al., 2024) 86.89 82.89 88.94 86.59 87.68 80.54

TensorAR

LlamaGen (Sun et al., 2024) 78.72 58.63 68.22 76.63 44.00 43.13
+ TensorAR 84.50 81.92 81.65 90.68 74.80 73.33
Janus-Pro-7B (Chen et al., 2025b) 86.90 88.90 89.40 89.32 89.48 84.19
+ TensorAR 86.39 90.67 90.66 91.35 84.52 85.57

Table 5: Different noise scheduler functions.

Model FID IS Precision Recall

Baseline 5.46 193.6 0.83 0.45

Linear 4.79 218.8 0.85 0.44
Sine 4.75 221.3 0.84 0.45
Square root 4.84 214.9 0.83 0.43
Exponential 4.71 225.8 0.85 0.45

As discussed above, the noise scheduling func-
tion controls the noise level assigned to each
position within a tensor. We evaluate four
schedules: linear, sine, square root, and expo-
nential, whose definitions and hyperparameters
are summarized in Table 5. We set the base
model of all the following ablation studies as
LlamaGEN-B in the class-to-image generation
task. Across settings, all four schedules yield
substantial gains over the base configuration,
indicating that TensorAR is robust to the specific choice of schedule. Among them, the exponential
schedule achieves the lowest Fréchet Inception Distance (FID), making it a strong default in prac-
tice. Overall, these results suggest that the scheduling function is an important factor in TensorAR’s
performance, with the exponential schedule offering the best efficiency–quality trade-off.

Table 6: Ablation studies on the design of TensorAR.

(a) Different window size k

Model FID IS Precision Recall

Baseline 5.46 193.6 0.83 0.45

k=2 4.78 221.3 0.84 0.45
k=4 4.71 225.8 0.85 0.45
k=8 4.68 226.7 0.85 0.46

(b) Depth of Qin and Qout.

Model FID Precision Recall Latency

Baseline 5.46 0.83 0.45 0.11

d=1 4.71 0.85 0.45 0.12
d=2 4.79 0.85 0.46 0.14
d=4 4.90 0.82 0.43 0.15

3.3.2 DIFFERENT WINDOW SIZES

Increasing the window size allows TensorAR to revisit and improve each image token over more
steps, which should enhance overall quality. To assess this effect, we vary the window size k ∈
{2, 4, 8} and summarize the results in Table 6a. We observe a monotonic reduction in Fréchet
Inception Distance (FID) as k increases, indicating that additional refinement passes are consistently
beneficial. Even at k = 2—which provides only a single refinement pass per token—TensorAR
significantly outperforms the baseline, underscoring the effectiveness of explicit refinement. These
findings validate the refinement mechanism as a key contributor to performance. Because larger
k entails more sampling steps and thus higher inference cost, practitioners can select k to balance
quality and latency, with moderate values offering a favorable trade-off.

3.3.3 DEPTH OF Qin AND Qout

Both Qin and Qout modules are implemented as query transformers, with each layer comprising
a cross-attention layer. We investigate the optimal depth for these modules by varying the number

9
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of layers d ∈ {1, 2, 4}. As reported in Table 6b, d = 1 achieves the lowest Fréchet Inception
Distance (FID), while increasing to d = 4 yields no further improvement. However, considering the
quality–latency trade-off, we adopt d = 1 as the default, which substantially improves throughput
with only a modest impact on image quality. This choice offers a favorable balance for practical
deployment.

3.4 VISUALIZATION OF REFINEMENT

As described in Section 2.2, at each decoding step, TensorAR outputs a block of k consecutive to-
kens. The first token in the block is committed to the final sequence, while the remaining k − 1
tokens are provisional and refined in subsequent steps. This commit-and-refine strategy induces a
zig-zag, coarse-to-fine progression across positions (Sun et al., 2025): previously emitted tokens
(except the first in each block) are iteratively improved as new tokens are introduced. To illustrate
this behavior, Figure 10 visualizes the evolution of outputs produced by a Janus-Pro-7B model with
a window size of k = 4. Applying TensorAR yields higher visual quality and stronger instruction
following than the baseline. The images become progressively sharper and semantically richer as
refinement proceeds. These qualitative results corroborate the effectiveness of the refinement mech-
anism. Additional visualizations are provided in the appendix.

Janus-Pro-7B

··· a person 
stands with 

another man ···

··· there is a 
single arched 
window ···

··· yellow 
taxis, red 
buses ···

Prompt + TensorAR+ Finetuned

Figure 8: Visualization of the refinement process of TensorAR against its base model: Janus-Pro-7B
with a window size k = 4. We mark the text that Janus-Pro-7B fails to generate in red and point
to the corresponding object generated by TensorAR via a red arrow. All these prompts are from the
DPG-Bench benchmark. Best viewed in zoom.

4 CONCLUSION

In this paper, we present TensorAR, to the best of our knowledge, the first visual autoregressive
framework that integrates an explicit refinement mechanism into the decoding process. TensorAR
extends the conventional next-token prediction paradigm to next-tensor prediction by introducing
two lightweight plug-in modules, enabling iterative revision of recent outputs. Crucially, it functions
as a drop-in augmentation to standard autoregressive transformers, requiring no modifications to the
base architecture or changes to the training procedure. Across both class-conditional image synthesis
and text-to-image generation, TensorAR delivers consistent improvements in quality, demonstrating
the effectiveness of incorporating refinement into visual autoregressive models.
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A IMPLEMENTATION DETAILS

A.1 BASELINES AND BENCHMARKS

We evaluate TensorAR on both class-to-image generation and text-to-image generation tasks. For
the class-to-image generation task, we report quantitative results on the ImageNet 256× 256 bench-
mark between TensorAR (based on LlaMAGEN (Sun et al., 2024), and Open-MAGVIT2 (Luo et al.,
2024)) against a range of state-of-the-art generative models. For the text-to-image generation task,
we provide results on the GenEval (Ghosh et al., 2023) and DPG-Bench (Hu et al., 2024) bench-
marks. The base models of TensorAR for the text-to-image generation task are LlaMAGEN and
Janus-Pro-7B (Chen et al., 2025b). As for the initialization of the two additional modules intro-
duced by TensorAR, i.e., Qin and Qout, we implement them by query transformers (Li et al., 2022),
with a depth (number of cross-attention layers) of 1 and a MLP layer with the bottleneck dimension
ratio equals to 1 for both tasks.

A.2 TRAINING DETAILS

The main difference between the training of the two tasks is the training datasets. We utilize the
ImageNet dataset as the training data to train class-to-image generation models for 20 epochs, while
the BLIP-3o pretrain dataset (Chen et al., 2025a) is utilized to train text-to-image generation models
for 1 epoch.

We use AdamW (Loshchilov & Hutter, 2017) optimizer with (β1, β2) as (0.9, 0.95) and the weight
decay as 0.05. The learning rate for Qin and Qout is set to 1× 10−4 while the learning rate for base
AR models is set to 1 × 10−5. Class embedding is randomly dropped with a 10% probability in
training.

A.3 SAMPLING PROTOCOLS

For class-to-image generation models, we sample 50,000 images for FID computation using the
evaluation code provided by ADM (Dhariwal & Nichol, 2021). The sampling hyperparameters,
such as top-k, are kept consistent with those used in the base AR models. And as for text-to-image
generation models, we follow the guidelines of GenEval and DPG-Bench benchmarks to sample four
images per prompt. Additionally, in line with previous studies, we apply classifier-free guidance
during sampling.

B PSEUDO CODE FOR TENSORAR

Algorithm 1 Trainging TensorAR

Input: autoregressive model fθ(·); data distribution pdata(x); noise scheduler γ; vocabulary size
V ; weighted cross-entropy WCE.

Output: model parameters θ
repeat

Draw x ∼ pdata(x);
Draw xk = [x1,k,x2,k, ...,xT,k] from x; ▷ Get tensor-based sequence
for i = 1, ..., T do

for j = 2, ..., k do
Draw x∗

i+k−1 ∼ Cat(x∗
i+k−1|(1− β(j))xi+k−1 + β(j)/V ); ▷ Apply discrete

diffusion
end for

end for
L(θ) = −

∑N
n=1 log(pθ(xn|x1,k, ...,xn−1,k; c)))

−
∑N

n=1

∑k−1
j=1

β(j−1)−β(j)
1−β(j) log(pθ(xn+j |x1,k, ...,xn−1,k; c))

Minimize Lθ with respect to θ;
until converged
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C ADDITIONAL GENERATION RESULTS

Generation results (256 × 256). Golden retriever (ImageNet class 207) Generation results (256 × 256). Balloon (ImageNet class 417)

Generation results (256 × 256). Schooner (ImageNet class 780) Generation results (256 × 256). Volcano (ImageNet class 980)

Generation results (256 × 256). Lighthouse (ImageNet class 437) Generation results (256 × 256). Coral reef (ImageNet class 973)

Figure 9: Generation results of TensorAR based on LlamaGEN-XXL. Best viewed in zoom.
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D ADDITIONAL VISUALIZATION RESULTS

Here we provide several visual comparisons between TensorAR and its baseline, Janus-Pro-7B.
TensorAR shows better instruction-following ability.

··· the fierce 
heads of two 
tigers···

··· eyes are 
piercing 
blue ···

··· a slice of 
lemon on the 

rim···

+ TensorAR Janus-Pro-7BPrompt

Figure 10: Visualization of the refinement process of TensorAR against its base model: Janus-Pro-
7B with a window size k = 4. We mark the text that Janus-Pro-7B fails to generate in red and point
to the corresponding object generated by TensorAR via a red arrow. All these prompts are from the
DPG-Bench benchmark. Best viewed in zoom.

E ETHICS STATEMENT

This work mainly relies exclusively on publicly available, open-source datasets that have been
widely used in prior academic research. All datasets are employed strictly for scholarly purposes
and will not be used in any commercial applications.

F REPRODUCIBILITY STATEMENT

To support reproducibility, we will release the project as open-source software. The model architec-
ture is described in detail in Section A.2 outlines the training datasets, implementation details, and
all hyperparameter settings to enable faithful replication.
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