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Abstract

Metaphors are part of everyday language and001
shape the way in which we conceptualize the002
world. Moreover, they play a multifaceted role003
in communication, making their understanding004
and generation a challenging task for language005
models (LMs). While there has been exten-006
sive work in the literature linking metaphor007
to the fulfilment of individual intentions, no008
comprehensive taxonomy of such intentions,009
suitable for natural language processing (NLP)010
applications, is available to present day. In011
this paper, we propose a novel taxonomy of012
intentions commonly attributed to metaphor,013
which comprises 9 categories. We also release014
the first dataset annotated for intentions be-015
hind metaphor use. Finally, we use this dataset016
to test the capability of large language mod-017
els (LLMs) in inferring the intentions behind018
metaphor use, in zero- and in-context few-shot019
settings. Our experiments show that this is still020
a challenge for LLMs.021

1 Introduction022

Metaphors are pervasive in literary and political023

discourse, but they are also frequently used in024

our everyday language. Therefore, they need to025

be interpreted by natural language understanding026

systems. Consider the following quote from the027

“I Have A Dream” speech by Dr. Martin Luther028

King, Jr.: Now is the time to rise from the dark and029

desolate valley of segregation to the sunlit path of030

racial justice. In this sentence, several words are031

used metaphorically, among which are dark and032

sunlit. According to the Conceptual Metaphor The-033

ory (CMT), a single conceptual metaphor may034

underpin these diverse linguistic manifestations035

(Lakoff and Johnson, 1980). Conceptual metaphors036

are mappings that allow one to conceptualize a037

TARGET domain (often more complex or abstract)038

based on prior knowledge of a SOURCE domain039

(more concrete). For instance, the conceptual040

metaphor JUSTICE IS LIGHT allows one to un- 041

derstand the abstract domain of racial justice (the 042

TARGET) in terms of the more concrete domain 043

of light (the SOURCE). Thus, segregation is as- 044

sociated with a dark, gloomy place, while social 045

justice is a bright, sunny one. On a higher level of 046

analysis, these metaphors are used in Dr. King’s 047

speech with specific communicative goals: making 048

complex issues intelligible, appealing to the audi- 049

ence’s emotions and calling them to action, and 050

possibly more. 051

Following the rise of CMT, metaphor theorists 052

have increasingly focused their research on the 053

many and varied effects that metaphor has on cogni- 054

tive processes. It has been observed that in some re- 055

curring contexts, e.g. in political speech, metaphor- 056

ical language tends to be preferred to literal lan- 057

guage due to its effects on the receivers (Musolff, 058

2004). This has led some researchers, most no- 059

tably Steen (2008, 2023), to emphasise the com- 060

municative dimension of metaphor, a dimension 061

in which metaphors are sometimes used deliber- 062

ately to produce specific effects. Computational 063

linguists have also investigated pragmatic aspects 064

of metaphor, such as its affective component (Pic- 065

cirilli and Schulte Im Walde, 2022) and argumenta- 066

tive potential (Beigman Klebanov and Flor, 2013). 067

The communicative role of metaphors can be ex- 068

plained in terms of the intentions (viz. discourse 069

goals) that they are supposed to achieve. The lit- 070

erature relating metaphor and intention is rich but 071

generally quite fragmented. With some exceptions 072

(Roberts and Kreuz, 1994), metaphor scholars tend 073

to focus only on isolated intentions. Hence, there 074

is still a lack of a systematic and comprehensive 075

account of intentions behind metaphor use and an 076

operationalised framework enabling annotation of 077

such intentions in linguistic data. 078

In this paper, we fill in this gap by systematising 079

the existing literature on metaphor and intention, 080

and proposing a first-of-a-kind unified taxonomy 081
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of intentions behind metaphor use. We further pro-082

pose an annotation procedure and release a first083

dataset annotated for intentions behind metaphor084

use. We show that the proposed taxonomy is thus085

suitable for annotating metaphors in unrestricted086

text. We make our dataset publicly available.1087

Using this dataset, we test GPT-4 Turbo and088

two Llama2-Chat models (the 13B and 70B ver-089

sions) on their ability to infer the intentions behind090

metaphor use. The task requires the models to se-091

lect one category from the taxonomy for a given092

metaphorical expression in a sentence. The best-093

performing model, GPT-4, reaches an average ac-094

curacy of 42.99% in the zero-shot setting and a095

slightly higher accuracy of 44.68% in the five-shot096

setting, demonstrating that inferring the intentions097

behind metaphor use is a challenging task for state-098

of-the-art LLMs.099

2 Related work100

2.1 Conceptual and deliberate metaphor101

In a seminal paper, Ortony emphasized the nec-102

essary role of metaphor in everyday language103

(Ortony, 1975). Proponents of CMT reinforced104

this idea, highlighting that our own conceptual sys-105

tem is, at least partly, metaphorically structured106

(Lakoff and Johnson, 1980). Abstract concepts,107

e.g. emotions like love, are conceived of through108

various kinds of conceptual metaphors.109

While CMT revealed the pervasive nature of110

metaphor in human cognition, several authors em-111

phasized the importance of communicative aspects112

in the analysis of metaphors. In particular, Steen113

(2008) stressed the significance of discerning delib-114

erate metaphors from non-deliberate ones. Delib-115

erate Metaphor Theory (DMT) departs from CMT116

by recognizing that only metaphors intentionally117

used as metaphors in communication involve on-118

line cross-domain mappings (Steen, 2017, 2023),119

and non-deliberate metaphors can be processed120

differently–by lexical disambiguation. DMT faced121

criticisms, however. For instance, Gibbs (2011)122

highlighted the difficulty of identifying deliberate123

metaphors without specific linguistic markers and124

the unreliability of producers’ conscious judgments125

on their own intentions. In order to address these126

challenges, advocates of DMT developed the De-127

liberate Metaphor Identification Procedure (DMIP)128

and clarified the distinction between deliberate and129
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conscious use of metaphors (Reijnierse et al., 2018; 130

Steen, 2014). 131

2.2 Intentions in language use 132

The notion of communicative intention (CI) holds a 133

central position in the field of pragmatics. CI is the 134

speaker’s intention to convey non-natural meaning 135

through their utterances (Grice, 1957). In its origi- 136

nal formulation, it comprises three sub-intentions 137

(Recanati, 1986): (i) the intention to produce a spe- 138

cific effect in the hearer, (ii) the intention that the 139

hearer recognizes (i), and (iii) the intention for (i) to 140

be fulfilled, at least in part, by its recognition. Sub- 141

sequent research has shown that one can distinguish 142

among different intentions, varying in nature–prior 143

intention vs intention in action (Searle, 1983), tem- 144

poral aspect–proximal vs prospective (Haugh and 145

Jaszczolt, 2012), and social dimension–individual 146

vs social (Ciaramidaro et al., 2007). 147

As stressed by Gibbs (1999), conceiving of in- 148

tentions as individual mental states makes them 149

opaque since agents are not always aware of the 150

causes of their behaviour. Intentions should be 151

viewed as a social judgment instead. Inspired 152

by Anscombe’s philosophy of action (Anscombe, 153

1957), in this paper we follow a “grammatical” 154

approach and conceive of intentions as features at- 155

tributed to linguistic acts. More specifically, inten- 156

tions are those reasons that speakers may provide 157

once asked why they resorted to certain metaphors. 158

Ultimately, they serve as hermeneutic tools for un- 159

derstanding human behaviour broadly, and linguis- 160

tic behaviour in particular. 161

2.3 Intentions and metaphor 162

Although there is not a common notion of intention 163

shared among all metaphor scholars, in the litera- 164

ture intentions are typically formalized as prior in- 165

tentions, that is, as representations in the speaker’s 166

mind of their goals. A paper by Roberts and Kreuz 167

builds a first taxonomy of intentions for various 168

forms of figurative language, including metaphor 169

(Roberts and Kreuz, 1994). This taxonomy was 170

developed through experiments where participants 171

were asked to provide reasons for using each fig- 172

ure of speech. We believe that the taxonomy has 173

some limitations. First, the participants’ judgments 174

may have been biased by a comparativist definition 175

of metaphor (i.e. metaphor as implicit compari- 176

son). Second, the number of participants assigned 177

to metaphor was too low. As a result, there is still 178
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the need for an improved, metaphor-specific taxon-179

omy.180

Previous work has explored to some extent the181

relation between metaphor and individual inten-182

tions. Researchers have observed how metaphors183

can convey emotions (Katz Fainsilber and Ortony,184

1987; Fussell and Moss, 2014), persuade (Sopory185

and Dillard, 2002; van Stee, 2018), contribute to ar-186

gumentation (Wagemans, 2016; van Poppel, 2021),187

serve didactic purposes (Cameron, 2003), add hu-188

mor (Attardo, 2015), and cultivate intimacy among189

speakers and comprehenders (Cohen, 1978; Goatly,190

1997). These studies highlight the multifaceted na-191

ture of intentions behind the use of metaphor in192

communication and inspired our novel taxonomy.193

3 Taxonomy of intentions194

We introduce the individual intention categories,195

motivating them through theoretical considerations,196

previous literature and examples adapted from pub-197

lished material.198

Lexicalized metaphor. These metaphors are as-199

sociated with a plain communicative intention, and200

the utterance is judged as meant to convey just its201

propositional message. For lexicalized metaphors,202

the question of why a metaphor was preferred over203

a literal paraphrase does not arise in interpretation.204

In Cameron’s words, the metaphoric expression is205

”just the way to say it” (Cameron, 2003).206

(1) a. I fell in love.207

b. Summer bedding is looking tired.208

Sentence (1a) is an example of how the language209

of emotions often relies on metaphors. This obser-210

vation, already noted by Katz Fainsilber and Ortony211

(1987), aligns with the idea that emotions may be212

conceptualized metaphorically, as maintained by213

CMT. Example (1b), instead, shows how the lan-214

guage we use to talk about some activities tends to215

have its own metaphorical jargon. This is true for216

academic domains such as mathematics, physics217

and the like, but also for non-academic domains218

like sports or hobbies. Both examples are cases219

of lexicalized metaphors which constitute the most220

conventional way of talking about the TARGET.221

Artistic use of metaphor. These metaphors are222

used to attribute at once a whole set of features to223

the TARGET. These features need not be clearly224

determined in advance. Ultimately, the intention is225

to stimulate the receiver’s creative interpretation.226

(2) a. It is the east, and Juliet is the Sun. 227

b. Fermi’s mantle in physics had fallen on 228

his young shoulders. 229

Some metaphors are not easily paraphrasable 230

because they could be paraphrased in a number of 231

different, yet equally valid, ways. The ambiguity 232

of the metaphorical meaning can be inherent to the 233

TARGET of the metaphor or it can be related to the 234

set of features that the metaphor attributes. At least 235

in poetry and literature, interpreters tend to activate 236

multiple mappings at once (Rasse et al., 2020) and 237

ambiguity in interpretation is shown to correlate 238

with aesthetic liking (Jacobs and Kinder, 2017). 239

Visualization. The utterer might resort to a 240

metaphor whose SOURCE is easier to visualize 241

than the TARGET. The intention is to help the re- 242

ceiver to form an intuitive representation of the 243

latter. 244

(3) a. It was like a very bright light was just 245

shining outward. 246

b. It would bounce up and down like a 247

yo-yo. 248

Metaphors often hinge on a highly con- 249

crete/imaginable SOURCE to address an abstract 250

TOPIC2. This is particularly true for subjective feel- 251

ings, as in example (3a). Fussell and Moss (2014) 252

provide evidence for the ability of metaphors to 253

express precise emotional states. More recently, 254

Broadwell et al. (2013) developed a prototype 255

model for automated metaphor identification partly 256

based on imageability. 257

Some metaphors do not constitute mappings 258

from the concrete to the abstract, but just from the 259

familiar to the unfamiliar (3b). As already stressed 260

by Ortony (1975), metaphoric expressions are of- 261

ten perceived as more vivid than their literal para- 262

phrases. Thus, they can foster the formation of a 263

more insightful mental image. Vivid metaphors can 264

be instrumental not only for descriptive purposes. 265

As reported in (Cameron, 2003), they can also be 266

used to express more clearly some commands (cf. a 267

PE teacher explaining their pupils how to perform 268

a dance: you are spokes in a wheel). 269

Persuasiveness. Using a metaphor to refer to the 270

TARGET—in a political speech, for instance—the 271

2In psycholinguistics literature, imageability refers to the
property of words to easily evoke a mental image of their
meaning (Paivio et al., 1968). Imageability and concreteness,
thought positively correlated, might be two distinct constructs
(Dellantonio et al., 2014; Gargett and Barnden, 2015).
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author can give it a non-neutral connotation. This272

connotation is not motivated by explicit arguments.273

The intention is for the audience to adopt the ut-274

terer’s perspective or stance towards the TARGET.275

(4) a. The islamic wave.276

b. This slender and anaemic first novel by a277

notable poet.278

As already stressed by Lakoff and Johnson279

(1980), metaphors generally highlight some aspects280

of the TARGET, while at the same time hiding oth-281

ers. This process of highlighting and hiding causes282

a framing effect on the receiver, whereby the TAR-283

GET is seen, as it were, through the distorting lens284

of the SOURCE. The availability of several exper-285

iments and of meta-studies (Sopory and Dillard,286

2002; van Stee, 2018) makes the Persuasiveness287

category one that is most supported empirically.288

Explanation. This type of metaphors are used289

for didactic purposes. The intention is to explain290

a new or already familiar concept to the addressee.291

There is some knowledge asymmetry in the dis-292

course from specialists to non-specialists, e.g. from293

teacher to students.294

(5) a. The atmosphere is the blanket of gases295

that surrounds the earth.296

b. When the neutron falls apart, spits out an297

electron, it becomes a proton.298

The clarifying effect of metaphor has been recog-299

nized in the existing study of intentions behind it by300

Roberts and Kreuz (1994). The role metaphors play301

in educational settings–viz. in primary education–302

has been analysed in detail by Cameron (2003).303

Moreover, there is some empirical evidence for the304

usefulness of certain (deliberate) metaphors in un-305

dergraduate lectures (Beger and Jäkel, 2015). How-306

ever, the use of metaphors in education does not go307

without risks of blocking further understanding, as308

highlighted by Spiro et al. (1989).309

Argumentative metaphor. These metaphors are310

part of explicit arguments intended by the author311

to convince the audience of a certain claim. The312

intention is to make the argument more compelling.313

(6) a. The EU is like a big family.314

b. Human beings are responsible for their315

actions since they are not machines.316

As pointed out, among others, by van Poppel317

(2021), argumentative metaphors can be used to318

make an effective statement, either as a standpoint319

or as a starting point (premise) for an argument 320

(6a). Moreover, they can also actively contribute to 321

the flow of argumentation (6b). 322

Social interaction. These metaphors focus on in- 323

terpersonal relations, group or cultural conventions 324

and the like. The intention is to create or strengthen 325

some bond between producer and receiver. 326

(7) a. Sleepy Joe, Crooked Hillary. 327

b. She passed away. 328

A metaphor can bring closer its maker and appre- 329

ciators in a number of different ways. First, it can 330

exploit the fact that they belong to the same group– 331

e.g., Trump’s supporters (7a). In such cases, a so- 332

cial metaphor is used to isolate the desired receiver 333

from the general public (Cohen, 1978), thus rein- 334

forcing the in-group/out-group dynamic. Second, 335

metaphor can be used to conceal a TARGET that 336

is experienced as negative. If they understand this, 337

the receiver becomes aware of the additional care 338

put by the producer in their utterance. The shared 339

awareness fosters intimacy building between the 340

pair and stimulates empathetic effects (7b). 341

Humour. The intention is to entertain the ad- 342

dressee, to be funny. Metaphoric language is ex- 343

ploited for its divertive effects, which would fade 344

in literal paraphrases. 345

(8) a. I’m a doormat in the world of boots. 346

b. You walked into what I would call 347

a cupboard but they classed it as the bath- 348

room. 349

Language is not only used to communicate. 350

Among the many and varied uses of language, there 351

is also the one of entertaining others, and being en- 352

tertained in return. Steen (2008, 2014) cites typical 353

cases of humorous metaphors: sports newspaper 354

headers, jokes, riddles and so on. In fact, the ex- 355

pression ”humorous metaphor” could stand for an 356

umbrella concept grouping different phenomena, 357

as suggested by Attardo (2015). The Resolvable 358

Incongruity view offers a possible explanation for 359

the divertive potential of certain metaphors (Oring, 360

2003; Dynel, 2009). 361

Heuristic reasoning. The intention is to provide 362

an interpretative model for a theory, an artwork, 363

etc., typically an abstract domain which is other- 364

wise difficult to structure and conceive of. The 365

metaphoric expression is used to organize the ad- 366

dressee’s conceptualization of the TARGET, based 367
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on their prior knowledge about the SOURCE. The368

discourse generally remains among specialists.369

(9) a. A gas is like a collection of billiard balls370

in random motion.371

b. It is her body as the canvas, her appear-372

ance as art.373

Metaphor is a matter of seeing something as374

something else, that is, of interpreting things from375

a certain perspective. In cognitive terms, we map376

the SOURCE to the TARGET in order to better un-377

derstand it. Thus, a primary intention of metaphor,378

especially within academic contexts, is to provide379

an interpretation for the products of science (9a),380

as illustrated by Hesse in her seminal book (Hesse,381

1966), or of art (9b) and literature (Ricœur, 1975).382

4 Data collection and annotation383

4.1 Collecting the data384

In order to empirically test the proposed taxon-385

omy, we collected and annotated data (∼ 1.2k386

metaphors) from the VU Amsterdam Metaphor387

Corpus (VUAMC; Steen et al., 2010a)3. This388

freely-accessible corpus was chosen since it con-389

tains fine-grained metaphoricity annotations at390

word level; it includes different genres; it con-391

tains metaphors in different grammatical construc-392

tions; and it has been extended in subsequent work393

with other relevant annotations, such as metaphor394

novelty scores (Do Dinh et al., 2018). Metaphor-395

related words (MRWs) in the VUAMC are iden-396

tified following the MIPVU identification proce-397

dure (Steen et al., 2010b). The core idea behind398

the procedure is the distinction between contextual399

and basic meaning of words. Text fragments are400

collected from the British National Corpus (BNC)401

Baby (The BNC Baby, 2005), a 4-million-words402

corpus of English language covering 4 registers403

(Academic, News, Fiction, Conversation). The404

VUAMC encodes multiple information at word405

level, including information on metaphor type, dis-406

tinguishing among direct and indirect metaphors.407

Direct metaphors are expressions whose dictio-408

nary meaning coincides with the contextual mean-409

ing. For example, the word ferret in the phrase410

he’s like a ferret is a direct metaphor. Indirect411

metaphors, instead, are defined as expressions hav-412

ing a more basic dictionary meaning that differs413

3http://www.vismet.org/metcor/about.
html

from the contextual meaning. Consider, for in- 414

stance, the use of valuable in the sentence teachers 415

do a valuable work. 416

Our corpus consists of 1214 MRWs collected 417

from the VUAMC. We annotated all unique in- 418

stances of direct metaphors found in the corpus 419

(301 MRWs) and a subset of indirect metaphors 420

(913 MRWs). The VUAMC contains redundant in- 421

stances of the same direct metaphor–several MRWs 422

correspond, e.g., to the phrase like a piñata above 423

the teeming streets of the city. However, for the 424

purpose of annotating intentions the most natural 425

unit of analysis is the phrase since the same inten- 426

tion is typically attributed to all MRWs in it. Thus, 427

for each direct metaphor we assigned an intention 428

only to one MRW. Annotators manually selected 429

which word to annotate, based on their intuition 430

of which lexical unit contributes the most to the 431

metaphoricity of the phrase. 432

To select a subset of indirect metaphors to an- 433

notate we used Do Dinh et al. (2018)’s novelty 434

scores. We divided all indirect metaphors into 5 435

bins according to their novelty scores. We opted 436

to focus only on the top two bins—MRWs with 437

novelty scores in [1,0.6] or (0.6,0.2]—which corre- 438

spond to the most novel metaphors. Our rationale 439

was that more creative uses of metaphor would 440

yield more interesting material for investigating 441

intentions. Within these indirect metaphors, we 442

annotated 913 MRWs. 443

Some further cases were excluded from the an- 444

notation of intentions: 445

• Cases where there was not sufficient context 446

to fully interpret the metaphor and assign an 447

intention. A wider context could in general 448

facilitate annotation since the attribution of in- 449

tentions is likely informed by the surrounding 450

discourse. Example: ”contraption!” 451

• Cases of idiomatic use. Idiom is a kind of 452

figurative language use that should be distin- 453

guished from metaphor. While idioms rep- 454

resent relatively fixed and stable expressions 455

within a linguistic community, metaphors are 456

more productive and can show variation. Ex- 457

ample: ”Even so, no room to swing a cat.” 458

• Some highly conventionalized interjections 459

were also excluded since, just like idioms, 460

they do not seem to require any active 461

metaphorical interpretation in terms of mean- 462

ing transfer. Example: ”Bloody hell!” 463
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Instances marked as cases to be excluded were464

not considered in subsequent study phases. The465

final dataset comprises 988 MRWs, each annotated466

with at least one intention from the taxonomy.467

4.2 Annotation procedure and guidelines468

The procedure for the annotation of direct and indi-469

rect metaphors consists of two key steps:470

1. The annotator should distinguish lexicalized471

metaphors from other types of metaphors.472

If they perceive some intention behind the473

metaphor other than pure communication of474

information to the receiver, then they shall475

move on to step 2.476

2. The annotator is asked to assign up to three477

intentions to the metaphor under analysis. In478

order to complete the task, they are provided479

with a table listing the taxonomic categories,480

each with its description and some examples.481

The full guidelines can be found in Appendix A.482

In the guidelines, we provide a detailed description483

of the sequential steps to be followed during anno-484

tation. We also work out at length an example of485

annotation performed following the guidelines.486

4.3 Corpus annotation487

The annotation was carried out by an author of488

this paper, who was a Master’s student in logic489

and philosophy of language. In addition to the490

9 intention categories in the taxonomy, we also491

include a “dummy category” to keep track of cases492

where an intention could not be attributed.493

Inter-annotator reliability. Another author, a494

metaphor researcher, annotated a subset of the495

data (360 MRWs). This subset is representative496

of the whole annotated corpus and replicates its497

proportions between different metaphor types: di-498

rect metaphors, indirect metaphors with novelty499

score in [1-0.6] and in (0.6-0.2].500

We calculate inter-annotator reliability for 301501

of the 360 items, to which both annotators assign502

at least one intention category. Their agreement503

in terms of Krippendorff’s α (Artstein and Poesio,504

2008) is 0.77, indicating moderate-to-fair agree-505

ment. More details about the metric used can be506

found in Appendix C.507

5 Corpus analysis508

We analysed our corpus to shed some light on the509

relationship between intentions and metaphor type,510

Direct Indirect [1,.6] Indirect (.6,.2] Total
Lexicalized metaphor 9 19 379 407
Artistic metaphor 19 13 43 75
Visualization 53 11 132 196
Persuasiveness 2 15 51 68
Explanation 9 3 30 42
Argumentative metaphor 4 7 48 59
Social interaction 5 2 26 33
Humour 12 10 28 50
Heuristic reasoning 16 3 39 58

Table 1: Distribution of intentions by metaphor type.

Figure 1: Distribution of intention categories per genre.

genre and novelty. Only the first attributed inten- 511

tion was considered for data analysis since no other 512

intention was selected in most cases (827/988). Dis- 513

tribution of intention categories in the whole cor- 514

pus and per metaphor type is shown in Table 1, and 515

further analysis of metaphor type can be found in 516

Appendix B. 517

Genre. The genre of the discourse in which a 518

metaphor appears should intuitively tell us some- 519

thing about its presumed intention. In particular, 520

one would expect to find relatively more metaphors 521

with a specific intention in extracts from certain 522

genres, and not from others. This is suggested also 523

by Steen (2008), who claims in passing that the 524

function of a deliberate metaphor depends on the 525

function of the discourse in which it is found. In 526

the VUAMC, the information on the genre of each 527

fragment is directly available under four intuitive 528

tags: FICTION, NEWS, CONVRSN, ACPROSE. 529

In Figure 1, we report how individual intention 530

categories (the vertical bars) are distributed over 531

the four genres (the coloured parts in each bar). 532

Our findings support the assertion that intentions 533

behind metaphor use seem to correlate with the 534

discourse genre in which the metaphor is found. 535

For instance, Artistic metaphor and Visualization 536

are found mostly in Fiction; Persuasiveness and 537
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Figure 2: Distribution of novelty scores: (a) comparison between Lexicalized vs other metaphors, (b) individual
distributions, and (c) mean novelty scores. Figures (a), (b) show probability densities.

Argumentative metaphor in News; Explanation and538

Heuristic reasoning in Academic texts; Social inter-539

action in Conversation. All of these results agree540

with what one would intuitively expect. However,541

reality is complex and suggests that drawing one-542

to-one correspondences would be too simplistic.543

In most cases, instances of the same intention are544

found in all four registers. Genre can thus help to545

track most common uses but not all uses.546

Novelty score. Information on the novelty vs con-547

ventionality of metaphors is crucial for understand-548

ing how different intentions are reflected in differ-549

ent language choices. In particular, certain inten-550

tions seem to correlate with highly conventional551

metaphors, while others result in more original552

ones.553

Figure 2(a) contrasts the distribution over Lexi-554

calized metaphor (the blue line) vs all other inten-555

tions merged together (the orange line). In Figure556

2(b), we zoom in and plot individual distributions.557

Each coloured line corresponds to the distribution558

of a single intention category. Finally, we have559

computed mean novelty scores per intention with560

confidence intervals, as shown in Figure 2(c).561

In terms of novelty, metaphors with different562

perceived intentions show different degrees of con-563

ventionality. Taking into account average nov-564

elty scores and estimated distributions, categories565

such as Persuasiveness, Explanation, Humour and566

Artistic metaphor are generally more original,567

while Lexicalized metaphor, Social interaction and568

Heuristic reasoning are more conventional.569

6 Evaluation of LLMs570

We use our dataset to test GPT-4 Turbo571

(gpt-4-0125-preview; OpenAI et al., 2023),572

Llama2-13B-Chat, and Llama2-70B-Chat (Tou-573

vron et al., 2023) in terms of their ability to predict574

the intentions behind metaphor use (for details re- 575

garding model access, parameters, and computa- 576

tional budget, see Appendix D). The task requires 577

the models to choose a single intention category 578

from our taxonomy, given a highlighted metaphor- 579

ical expression in a sentence. We test the models 580

in zero-shot and five-shot in-context learning set- 581

tings. In the zero-shot setting, a short explanation 582

for each intention category is provided. 583

In the five-shot settings, we randomly sample 584

five in-context examples for each test item, and at 585

least one of the examples is from the same intention 586

category as the test item. Since the in-context ex- 587

amples implicitly explain the intention categories, 588

we conduct two five-shot experiments: One ex- 589

periment provides the same explanations for the 590

intention categories that are used in zero-shot ex- 591

periments (5-shot); the other removes those expla- 592

nations from the prompt (5-shot-short). The latter 593

setup tests whether the models are able to correctly 594

infer what each intention category means from in- 595

context examples. For each setting, we compute 596

the average performance of the models across 3 597

different prompts, as shown in Appendix E. 598

Results. Table 2 shows the models’ performance 599

in these tasks in terms of accuracy. All three models 600

reach accuracies that are above the random baseline 601

in the zero-shot experiments, although the accura- 602

cies are still relatively low, demonstrating that this 603

is a challenging task for the LLMs. GPT-4 is the 604

best-performing model among the three, and the 605

70B Llama2-Chat model slightly outperforms the 606

13B one. 607

In the 5-shot experiments, the accuracy of GPT-4 608

and Llama2-13B-Chat increases when the expla- 609

nations for intention categories are retained in the 610

instructions. When the explanations are removed, 611

the performance of all three models decreases, indi- 612

cating that the models are not able to infer a correct 613
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0-shot 5-shot 5-shot-short
Llama2
-13b-chat 24.79 (2.42) 26.75 22.90
-70b-chat 27.29 (5.45) 22.49 14.39
GPT-4 42.99 (1.64) 44.68 41.44
Random 13.01

Table 2: Model accuracy (%) in zero- and few-shot set-
tings, compared to random baseline. Zero-shot accuracy
is averaged over 3 runs that use different prompts; stan-
dard deviation is given in parentheses. The 5-shot-short
setting removes explanations for intention categories
from the prompt.

Figure 3: Model F1 score in the zero-shot experiment,
averaged across three prompts. Confidence intervals are
computed with standard deviation across the prompts.

characterization of the intention from the examples.614

The accuracy of Llama2-70B-Chat is very close615

to the random baseline in the 5-shot-short setting,616

indicating that the model is particularly dependent617

on the explanations in making correct predictions.618

Error analysis. Figure 3 shows the mean F1619

score for each intention category in the zero-shot620

experiment, averaged across the three prompts.621

GPT-4 reaches the highest F1 scores when it comes622

to Lexicalized metaphor and Visualization, closely623

followed by Llama2-70B-Chat with regard to Visu-624

alization. On the other hand, GPT-4 unsurprisingly625

gets the worst results in the Heuristic reasoning and626

Social interaction categories–recall from Section627

5 that these are the least represented categories in628

our dataset. F1 scores for the 5-shot experiments629

are provided in Appendix F.630

Both GPT-4 and Llama2-70B-Chat mistake Lex-631

icalized metaphor as Visualization. These concerns632

conventional metaphors whose TARGET domains633

pertain to visible objects or the action of seeing,634

e.g., a glimpse of the impact of the 1980–1 riots,635

and channels of communication. 636

These two models also mistake Visualization 637

for other intention categories, such as Artistic 638

metaphor or Persuasiveness, e.g., as enjoyable as 639

feeling gently hungry or amorous; the wide sleeves 640

of limp cotton hung from her freckled arms like 641

rags thrown over a stick. These errors can be at- 642

tributed to the absence of embodied experience in 643

LLMs. These metaphors naturally evoke a mental 644

image or sensory experience in humans. LLMs, 645

on the other hand, do not automatically form rep- 646

resentations of the meaning of a text in another 647

modality. 648

7 Conclusion 649

Contributions. In our analysis, we have gathered 650

evidence from the existing literature and incorpo- 651

rated it into a novel taxonomy of intentions com- 652

monly attributed to metaphor. The taxonomy can 653

be used to annotate metaphors in unrestricted text, 654

as demonstrated by our corpus annotation effort. 655

Data collected from the VUAMC helped to better 656

understand the nature of the different intentions 657

and how these are realized in linguistic metaphors 658

varying in their type, genre, and novelty score. Our 659

taxonomy should be considered as a first step to- 660

wards the systematization of the various findings on 661

discourse goals that metaphor can accomplish. In- 662

dividual categories can now be investigated further, 663

and perhaps refined in future studies. 664

We have also created and released a first dataset 665

with metaphors annotated according to the taxon- 666

omy. Lastly, our experiments with GPT-4 and 667

Llama2-Chat models show that inferring intentions 668

behind metaphor use is still a challenging task for 669

current LLMs. 670

Future directions. Since the VUAMC contains 671

word-based annotations, we have currently adopted 672

MRW as the basic unit for the annotation of in- 673

tentions. A more natural choice, however, would 674

be to analyse metaphoric phrases. Alternatively, 675

the process of choosing a single MRW for each 676

metaphoric expression could be automatized, for 677

instance exploiting semantic information available 678

at word level such as novelty, imageability or con- 679

creteness scores (Wilson and Division, 1997). We 680

intend to explore both routes in future work. 681

Limitations 682

This study inevitably has some limitations; we dis- 683

cuss three of them here. First, the corpus used 684

8



for the annotation, the VUAMC, contains mostly685

indirect metaphors, which are generally quite con-686

ventional. Adopting a corpus with more direct and687

novel metaphors would probably yield interesting688

results in terms of attributed intentions. However,689

such a corpus, comparable in size and range to the690

VUAMC, is missing. Second, while the output691

of the reliability study is encouraging, there is the692

need for extra annotators to make our results more693

trustworthy. Third, the current experimental setup694

asks LLMs to select only one intention category695

per metaphor, in contrast with our annotation guide-696

lines. While making the task more straightforward,697

this choice does not reflect the complexity inherit698

to the analysis of metaphors in language use.699

Ethical considerations700

Our dataset is created from metaphors sampled701

from the VUAMC, which is freely and publicly702

accessible and suitable for research purposes. The703

two annotators are authors of this paper and volun-704

teered to annotate the dataset.705
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A The annotation guidelines 1001

In this task, you are asked to annotate the intentions 1002

behind direct and indirect metaphors. For each sen- 1003

tence you are presented with, please annotate the 1004

text delimited by <b> and < /b>. For instance, 1005

in the sentence "Usually the slightest whisper trav- 1006

elled like jungle <b>drums< /b> through the 1007

world of fashion" you should annotate the word 1008

"drums", following the steps that are detailed be- 1009

low. 1010
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• Step 1: decide if the metaphoric expression1011

could be avoided.1012

If there are (literal) paraphrases that would1013

convey roughly the same message in the given1014

context, please continue the annotation and1015

proceed with Step 2. If you cannot think of1016

any paraphrase that avoids the metaphor and1017

would work just fine, then mark the metaphor1018

as a Lexicalized metaphor and skip Step 2.1019

• Step 2: select categories from the taxonomy1020

of intentions.1021

In this step, you are asked to select a pos-1022

sible intention behind the metaphor you are1023

analysing. The list of categories that you1024

should use is the following one: Artistic1025

metaphor, Visualization, Persuasiveness, Ex-1026

planation, Argumentative metaphor, Social1027

interaction, Humour, Heuristic reasoning. If1028

you think that more intentions might play a1029

role, feel free to select multiple categories–up1030

to a maximum of 3.1031

A.1 Explanation1032

Lexicalized metaphors. To discriminate between1033

lexicalized metaphors and other metaphors, try to1034

think about the subject matter (the Topic) of the1035

metaphor. If the metaphor is just the most common1036

way to talk about the Topic, then mark it as Lexi-1037

calized. On the other hand, if the metaphor could1038

be avoided, and the intended message could be ex-1039

pressed in a different way, then the metaphor is not1040

lexicalized. Consider the following examples:1041

(10) a. Do you <b>follow< /b>?1042

b. Usually the slightest whisper travelled1043

like jungle <b>drums< /b> through1044

the world of fashion.1045

(18a) is an example of a Lexicalized metaphor.1046

The speaker is asking the hearer if they are "follow-1047

ing" (most likely) their words. This simply reflects1048

the way in which we generally conceptualize dis-1049

course, namely in spatial terms (e.g. as a path).1050

On the other hand, the metaphor in (18b) is not1051

lexicalized. The noun "drum" is not commonly1052

used to talk about fashion. One could express1053

the intended message through the following1054

paraphrase "Usually the slightest whisper spread1055

very fast and loud though the world of fashion".1056

1057

Intention categories. For Step 2, try to think1058

of which communicative goals the metaphor1059

might accomplish better than its paraphrases. To 1060

decide which intention(s) to select, refer to the 1061

following overview of the taxonomic categories. 1062

Each item is provided with its description and 1063

some paradigmatic examples. 1064

1065
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Intention Description Examples

Artistic metaphor These metaphors are used to
predicate at once a whole set
of features of the Topic. These
features need not to be all
clearly determined in advance.
Ultimately, the intention is
to stimulate the receiver’s
creative interpretation.

• To her, the long summer days had stretched
ahead, <b>world< /b> without end.

• Amaldi dodged the American invitation,
perhaps because (with Rome liberated)
Fermi’s <b>mantle< /b> in physics had
fallen on his young shoulders and there were
younger minds to teach.

• The summer’s <b>sprawl< /b> begins
to be oppressive at this stage in the year
and trigger fingers are itching to snip back
overgrown mallows, clear out the mildewing
foliage of golden rod and reduce the
overpowering bulk of bullyboy ground cover.

Visualization The utterer might resort to
a metaphor whose Vehicle
(i.e. the conventional referent)
is easier to visualize than
the Topic (the contextual
referent). Typically, this
happens when the latter belongs
to an abstract domain or when
the audience is not familiar with
it. The intention is to help the
receiver to form an intuitive
representation of the Topic.

• Relief surged through her like a physical
<b>infusion< /b> of new blood.

• And beyond, green grass and geraniums like
<b>splashes< /b> of blood.

• The results are terse and sharply
<b>etched< /b>, like the best line
drawings.

Persuasiveness
Using the metaphor to refer
to the Topic, the author gives
it a non-neutral connotation,
which is not motivated on
explicit grounds. The intention
is for the audience to adopt the
utterer’s positive or negative
attitude towards the Topic.

• The <b>ramshackle< /b> Whitley Council
negotiating machinery is the other reason why
the ambulance workers have lost out.

• America may have changed Presidents a
year ago, but the fiscal ticket remains as
<b>inpenetrable< /b> as ever.

• An atmosphere <b>poisoned< /b> by
mistrust.

Explanation These metaphors are used
for didactic purposes. The
intention is to explain a
new or already familiar
concept to the addressee.

• Canals within the algae stand out as
<b>rods< /b> in this kind of preservation,
which is common in Ordovician rocks.

• Thus one can and must say, that each fight is
the singularisation of all the circumstances of
the social whole in movement and that by this
singularisation, it <b>incarnates< /b> the
enveloping totalization which the historical
process is.

• The ego-identity of that person is
<b>shaped< /b> by these choices.

1066
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Argumentative metaphor These metaphors are part of
explicit arguments intended
by the author to convince the
audience of a certain claim.
The intention is to support the
argument, to make it more
compelling for the addressee.

• The effect is rather like an extended
<b>advertisement< /b> for Marlboro
Lights.

• There was already a rather perfunctory air to
the Queen’s visit three years ago, as if it were
just a required <b>coda< /b> to her tour of
China.

• But the villages are dying, becoming suburbs
or <b>dormitories< /b> where few people
work but many sleep.

Social interaction These metaphors focus on
interpersonal relations, group
or cultural conventions and
the like. The intention is to
create or strengthen some bond
between producer and receiver.

• But I’m starting to think that everything’s a
turn-off for you, <b>doll< /b>.

• Smoking heroin ("<b>chasing< /b> the
dragon") was one feature of the upsurge.

• Political correctness, just as we suspected,
will be perfectly <b>grey< /b>.

Humour The intention is to entertain
the addressee, to be funny.
Metaphoric language is
exploited for its divertive
effects, which would go missing
in literal paraphrases.

• Not sure of the music policy, but the name
sounds like the <b>ingredients< /b> of a
takeaway from a less salubrious Chinese.

• From there, like a <b>buzzard< /b> in its
eyrie, he would make forays round the US
and abroad in spite of his advanced age.

• It ’s my life which is about to go down the
<b>plughole< /b>.

Heuristic reasoning The intention is to provide an
interpretative model for a scien-
tific theory, a work of art, etc.
The metaphoric expression is
used to organize the addressee’s
conceptualization of the Topic,
based on their prior knowledge
about another domain.

• It is her body as the <b>canvas< /b> her
appearance as art.

• It is as if it is walking through a
<b>minefield< /b>.

• At the moment, history is made without being
known (l’histoire se fait sans se connaître);
history constitutes, we might say today, a
political <b>unconscious< /b>.
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A.2 Example1068

Here below is one example annotated following1069

the guidelines.1070

1071

Allan Ahlberg says: "In the past, a lot of1072

children’s books seemed to be the work of talented1073

illustrators whose pictures looked brilliant framed1074

in a gallery, but when you tried to read the book,1075

there was nothing there, because the words started1076

as a <b>coat-hanger< /b> to hang pictures on."41077

1078

Step 1. This sentence from a news fragment is1079

about old children’s books. The author highlights1080

the characteristic of these books of focusing more1081

on the quality of the illustrations, rather than on1082

the narration. The words that make up the story1083

are metaphorically compared to coat-hangers. The1084

utterer invites us to think of the relation between1085

the illustrations and the words as the one existing1086

between a coat and a coat-hanger. The latter is1087

just instrumental, it has no purpose or value in1088

itself which is independent of the former. Through1089

the metaphor, the author predicates these features1090

of the words in the children’s books. The same1091

message could have been conveyed in a literal way,1092

along the following lines: "the words had no value1093

in themselves, they were just instrumental for the1094

illustrations". Thus, the output of Step 1 is that the1095

metaphor is not Lexicalized and we may move on1096

to Step 2.1097

1098

Step 2. The metaphoric expression is used in1099

this case to explain the way in which illustrations1100

and words are related in old children’s books. The1101

author invites the addressees to understand this1102

relation in terms of the more familiar and concrete1103

relation between coats and hangers. For this reason,1104

the metaphor can be annotated as Explanation. It1105

should be noted, however, that also other intentions1106

seem to play a role. For instance, one might read a1107

negative judgment of value in the author’s remark.1108

Thus, the annotation could also be Persuasiveness1109

or Argumentative metaphor, depending on whether1110

some rational justification is given by the utterer to1111

support their judgment.1112

B Corpus analysis: Type1113

Proponents of DMT maintain that direct metaphors1114

constitute principled examples of deliberate1115

4The example is taken from a News text in the VUAMC
(document id: a1l-fragment01; sentence id: 29).

metaphors. Since direct metaphors overtly intro- 1116

duce a referent from a SOURCE domain from 1117

which a conceptual mapping has to be made (Steen, 1118

2011), they would require the intentional use of 1119

metaphor as metaphor. On the contrary, given 1120

the availability of a contextually relevant non- 1121

basic meaning, indirect metaphors would be non- 1122

deliberate–though ambiguous cases are possible 1123

(Steen, 2023). Thus, information on the type of lin- 1124

guistic metaphor would help to identify deliberate 1125

uses in communication. In Table 1, we outline the 1126

distribution of metaphors in our dataset across the 1127

intention categories for all metaphor types. 1128

The results partially align with the claim that 1129

direct and indirect metaphors show different ten- 1130

dencies when it comes to their perceived inten- 1131

tions. While all meaningful metaphors are uttered 1132

with the minimal intention to communicate, direct 1133

metaphors generally correlate with other discourse 1134

goals, too. The categories mostly associated to di- 1135

rect metaphors are Visualization, Artistic metaphor, 1136

Heuristic reasoning. Indirect metaphors, especially 1137

the most conventional ones, are instead judged as 1138

lexicalized metaphors. 1139

C Inter-annotator agreement 1140

Our annotation task consists of a multi-label clas- 1141

sification with multiple annotators–individual in- 1142

stances can be associated with multiple, non- 1143

exclusive intentions. After a brief survey of the 1144

available options (Artstein and Poesio, 2008), we 1145

opted for a variant of Krippendorff’s α as an indica- 1146

tor of the inter-annotator agreement. In particular, 1147

we adopted the MASI distance, which is suitable 1148

for set-valued labelling tasks such as ours5. 1149

Out of the 360 MRWs included in the reliability 1150

study, 59 distinct items were judged as cases to 1151

be excluded by either or both of the two coders. 1152

Inter-annotator agreement was computed on the 1153

remaining 301 metaphors, where at least one in- 1154

tention was assigned by each annotator. The inter- 1155

annotator agreement score was 0.77, which indi- 1156

cates moderate-to-fair agreement. While in his sem- 1157

inal work Krippendorff (1980) sets 0.8 as the min- 1158

imal requirement for reliable annotation schemes, 1159

we agree with Artstein and Poesio (2008), who 1160

"doubt that a single cutoff point is appropriate for 1161

all purposes" and indicate 0.7 as a more reasonable 1162

5The metric has been applied by Passonneau and col-
leagues to the annotation of co-reference chains (Passonneau,
2004) and Summary Content Units (Passonneau, 2006).
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goal, especially for complex semantic tasks.1163

D Model details1164

The GPT-4 model is accessed through the Ope-1165

nAI API, and the two Llama2-Chat models Hug-1166

ging Face. We employ greedy search for all1167

3 models. For the two Llama2-Chat models,1168

this is done by setting do_sample=False1169

and num_beams=1; for the GPT-4 model,1170

temperature is set to 0.1171

Our GPT-4 queries cost ∼ 60 USD. Our Llama2-1172

Chat queries used ∼ 460 GPU hours (58946:351173

SBU).1174

E Prompts1175

The prompts for zero-shot and five-shot experi-1176

ments are presented in Figure 4 and 5 respectively.1177

In the zero-shot experiments, the GPT-4 model al-1178

ways starts its answer with the intention category it1179

predicts for the given metaphor. The Llama2-Chat1180

models, on the other hand, need to generate some1181

text (for example, Based on the provided sentence,1182

I would select the category of . . . ) before providing1183

its prediction. We thus provide the Llama2-Chat1184

models the text they tend to generate at the start of1185

their assistant messages (as part of the prompts), so1186

that the first few new tokens they generate will be1187

the intention category they predict.1188

Such assistant prompts are determined in the1189

following way: We first take a prompt (system mes-1190

sage and user message) that works for GPT-4 and1191

apply it directly to a Llama2-Chat model (the 13B1192

model for the first 2 prompts, and the 70B model1193

for the last one). We do this for 3 different input1194

sentences to obtain the text the model is most likely1195

to produce before providing its prediction. This1196

text is then used as the assistant prompt for both1197

Llama2-Chat models. As shown in Figure 4, the1198

3 prompts contain different assistant messages, as1199

we follow the messages that the Llama2-Chat mod-1200

els naturally produce when provided with different1201

system prompts.1202

F Model performance1203

Figures 6 and 7 show the three models’ perfor-1204

mance (F1 scores) in the 5-shot settings with regard1205

to each intention category.1206
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Figure 4: Prompts for zero-shot experiments and example model output. The same explanations for the intention
categories are used in all 3 prompts. Assistant messages in violet are provided to the Llama2-Chat models, so that
model outputs always start with the predicted intention category.
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Figure 5: Prompts for five-shot experiments and example model output. The explanations for intention categories
are removed in the 5-shot-short setting.

18



Figure 6: Model F1 score in the five-shot experiment
with explanations for the intention categories.

Figure 7: Model F1 score in the five-shot experiment
without explanations for the intention categories.
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