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Abstract

Video generation from natural-language prompts
has made impressive strides, but current systems
frequently misalign outputs with their input de-
scriptions, dropping critical details, and halluci-
nating unintended content. Existing approaches to
improving video quality typically rely on heavy-
weight post-editing models, which may introduce
new artifacts, or costly fine-tuning of the gener-
ator backbone, limiting scalability and accessi-
bility. While multimodal large language mod-
els (MLLMs) have demonstrated strong capabili-
ties in diagnosing visual-text misalignment, their
use has largely focused on image-level improve-
ment rather than video. Therefore, we introduce
Critique Coach Calibration (CCC), a training-
free, test-time prompt-adaptation framework that
closes the loop between generation and evaluation.
In each iteration, an off-the-shelf MLLM pro-
duces a structured critique of a generated video,
highlighting misaligned semantics, subject drift,
and missing objects, and then reformulates the
input prompt based on its own feedback. By
repeating this critique–coach cycle, Critique
Coach Calibration drives steady improvements
in video quality without modifying the generator
or relying on external editing modules. Empiri-
cal results on diverse video scenarios demonstrate
that our approach consistently enhances semantic
alignment and visual quality.

1. Introduction
Recent text-to-video models can produce compelling clips
from language prompts, yet they often omit key details, hal-
lucinate extraneous content, or break temporal consistency
(Figure 1). Existing remedies either require expensive ar-
chitectural modifications or introduce artifacts via localized
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Prompt: The brightly painted skateboard, adorned with bold graffiti designs, glides along the sunlit 
sidewalk; nearby, kids laugh and chase after it, their shadows stretching long in the golden afternoon 
light.

Prompt: Under the intense mid-afternoon sun, an elite Olympic athlete powerfully hurls a javelin 
across the vibrant green field, the projectile slicing through the air with mesmerizing grace.

Figure 1: Two examples of Critique Coach Calibra-
tion (CCC)’s impact: Top: The initial generation omits the
children; after CCC, they appear. Bottom: The first clip lacks
the javelin; CCC restores it.

editing. Multimodal LLMs, however, excel at diagnosing
visual–textual mismatches, suggesting a path to automated,
model-agnostic refinement without retraining.

We introduce Critique Coach Calibration (CCC), a
training-free loop that uses a frozen MLLM as both critic
and coach. In each iteration, the critic issues a structured
report (e.g. flagging missing objects, semantic drift, and
quality glitches) and the coach rewrites the prompt to ad-
dress these issues. By repeating generation, diagnosis, and
prompt refinement, CCC steadily improves semantic align-
ment and visual fidelity without any model-specific tuning.

Our experiments show that two iterations of CCC suffice to
outperform one-shot baselines across diverse video scenar-
ios, delivering significant gains in alignment fidelity and
overall quality.

2. Related Work
Most text-to-video repair methods attack one failure mode
at a time. VideoRepair, for instance, locally re-diffuses mis-
aligned regions but cannot rewrite prompts or fix temporal
drift (Lee et al., 2025). Our Critique Coach Calibra-
tion (CCC) loop instead pairs a frozen text-to-video model
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Prompt-A-Video
✘ No visual feedback a8er the clip is rendered. 
✘ Cannot fix prompt errors found during post-
genera@on.

✘ No run@me correc@on of prompt mistakes. 
✘ Requires costly RL weight updates.

✘ Only patches local regions, not global. 
✘ Depends on a separate detector pipeline.

✓ Training-free, model-agnos@c loop. 
✓ Detailed analysis + full rewrite / re-genera@on.

VLM-RLAIF VideoRepair CCC (Ours)

Video Generator

LLM Prompt Rewriter Video Model

LLM Cri@que

Weight Update

Ini@al Video

Misalignment Detector

Local Re-diffusion

Ini@al Video

LLM Cri@que

LLM Prompt Rewriter

Video Generator
LLM Tasks
Video-related

Weight changes

Figure 2: Training-free, model-agnostic refinement loop. Prompt-A-Video, VLM-RLAIF, and VideoRepair either lack
visual feedback, require RL weight updates, or patch only local regions. Our loop uses an LLM critique to rewrite the entire
prompt, then fully re-generates the clip with no parameter tuning.

with a single multimodal LLM that first critiques a draft clip
and then coaches a prompt rewrite, regenerating the entire
video. As Figure 2 illustrates, CCC unifies the three previ-
ously disjoint stages of the literature, pre-generation prompt
search (Prompt-A-Video, VPO), training-time alignment
(VLM-RLAIF, DPO-Video), and post-generation patching
(VideoRepair, CSR) (Ji et al., 2024; Cheng et al., 2025;
Ahn et al., 2024; Zhang et al., 2025; Zhou et al., 2024).
By iterating this critique → rewrite loop and accepting up-
dates only when self-consistency holds, CCC delivers global
improvements without any weight tuning.

The same LLM that rewrites prompts also serves as a zero-
shot evaluator, subsuming the role of prior video judges such
as AIGV-Assessor, LMM-VQA, UVE, Evaluation Agent,
VideoAutoArena, and LLaVA-Critic (Wang et al., 2024; Ge
et al., 2024; Liu et al., 2025; Zhang et al., 2024; Luo et al.,
2025; Xiong et al., 2024). We extend self-consistency de-
coding (Wang et al., 2023) and LLM-uncertainty ideas (Xie
et al., 2025) to the multimodal setting: each prompt–video
pair is queried K times, yielding an overall agreement score
and a fine-grained Content Agreement Score that jointly
gate further refinements. In this way, CCC closes the evalu-
ation → repair loop using a single, black-box LLM while
remaining model-agnostic to the underlying video genera-
tor.

3. Critique Coach Calibration

Critique Coach Calibration (CCC) wraps a frozen text-
to-video model in a self-correcting loop (Fig. 3). At round
t, prompt P(t) produces V(t) = Gθ(P(t)). The CRITIC
assigns a coarse score y and issue list C(t), and the COACH
consumes (P(t), C(t)) to output a corrective rewrite R(t).
We set

P(t+1) = P(t) ⊕R(t)

and repeat for T rounds.

3.1. Reliability of the CRITIC

We sample F frames per video and query the MLLM K
times for stability. The critic yields scores {yk} whose mode
defines agreement:

γ =

∣∣{k : yk = mode(y)}
∣∣

K
(1)

For issue sets Ik, define

A =
∣∣∣ K⋂
k=1

Ik
∣∣∣, B =

∣∣∣ K⋃
k=1

Ik
∣∣∣−A, (2)

C =

K∑
k=1

|Ik| −A−B. (3)

The Content Agreement Score is

ΨCAS =
A+ 0.5B

A+B + C
. (4)

Full loop. Algorithm 1 summarizes the complete CCC pro-
cedure.

4. Experimental Results
4.1. Setup

We evaluate CCC on two text-to-video backbones (LTX-
Video, Wanx-2.1) over three calibration rounds (T = 3).
Each round incurs one generation pass (≈15 seconds per
clip for LTX, 120 seconds for Wanx). Human judgments
on Amazon Mechanical Turk assess (i) semantic alignment
and (ii) visual quality; we also report automatic alignment
scores via EvalCrafter (Liu et al., 2024).

4.2. Main Results

Table 1 shows that annotators prefer using the "negative strat-
egy" over the baseline outputs as seen by the improvements
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Original Prompt:
A person steps on a 

bicycle's pedal.

All Issues:
•  Feet phasing through the bike
•  Pedals of the bike are in the wheel

Content Agreement Score (CAS):
•  0 Common Issues
•  2 Partially Common Issues
•  1 Unique Issue
•  (0 + (2 * 0.5)) / (0 + 2 + 1)
•  CAS ≈ 0.33

All Quality Ratings:
•  [5 - Bad, 5 - Bad, 4 - Poor]

LLM Report:
Issues

Content 
Agreement Score 

(CAS)
Quality Rating

Refined Prompt: A 
person steps on a 

bicycle's pedal 
without phasing 
through the bike.

Critique Coach 
Calibration

No Model Tuning 
Required

Model Agnostic

Explainable

Critique Coach 
Calibration

[1, 2, 3, 4, 5] - Bad: 
The video shows feet 

phasing through the bike.

[1, 2, 3, 4, 5] - Bad: [1, 2, 3, 4, 5] - Fair: [1, 2, 3, 4, 5] - Poor: 

[1, 2, 3, 4, 5] - Bad: 
The biker’s feet is phasing 

through the bike.

[1, 2, 3, 4, 5] - Poor: 
The pedals of the bike are 

in the wheel.

[1, 2, 3, 4, 5] - Good: 
[2<3<4<5]

 
Figure 3: Overview of Critique Coach Calibration (CCC):. MLLM first issues K self-consistent critiques of a generated
clip, aggregates recurring failure modes into severity tiers (e.g., Major, Minor), and then distills the dominant findings into
calibrated guidance that steers the next generation cycle. The bounding boxes are for visualization only, not generated in our
pipeline.

Table 1: Human evaluation results. Percent of raters pre-
ferring our model over baselines. SA = semantic alignment,
VQ = video quality, -N = without negative strategy. Num-
bers in parentheses denote change (∆) relative to the “-N”
baseline.

LTX-Video Wanx-2.1

Origin OPT2I LLM-P Origin OPT2I LLM-P

SA-N 61.4% 55.7% 56.6% 59.7% 62.9% 63.4%
VQ-N 51.7% 65.7% 55.4% 57.1% 58.0% 55.4%

SA 62.8% (∆+1.4%) 57.1% (∆+1.4%) 62.9% (∆+6.3%) 60.3% (∆+0.6%) 56.9% (∆–6.0%) 63.1% (∆–0.3%)
VQ 54.5% (∆+2.8%) 64.0% (∆–1.7%) 57.7% (∆+2.3%) 59.7% (∆+2.6%) 58.5% (∆+0.5%) 58.9% (∆+3.5%)

in percentages. Table 2 shows that our method performs bet-
ter than others in semantic alignment. Qualitatively (Fig. 4),
it can be seen that Critique Coach Calibration corrects
red-boxed semantic errors and red-circled visual artifacts
that persist in other baselines.

4.3. Effectiveness of the Negative Strategy

To probe how framing influences critique quality, we com-
pare a “negative” prompt that warns the MLLM of potential
errors (e.g., “There could be issues...”) against a neutral, di-
rect prompt. In a controlled human evaluation, the negative
prompt elicits richer, more accurate issue reports—surfacing
omissions that the neutral prompt overlooks.

Table 2: Automatic evaluation results. Critique Coach
Calibration boosts the performance of LTX-Video and
Wanx-2.1 on semantic alignment.

Method LTX-Video Wanx-2.1

Origin OPT2I LLM-P Origin OPT2I LLM-P

OPT2I 43.0 45.1 46.1 46.8 48.0 46.5
LLM-P 42.5 46.1 45.2 43.1 47.2 47.4
Origin 40.2 44.1 45.1 45.7 47.3 46.7
CCC (Ours) 46.1 47.3 48.1 49.2 49.0 48.2

Quantitatively, Table 1 shows that adding this fault-seeking
clause improves both semantic alignment and perceptual
quality across our two backbones. This boost underscores
the value of explicitly priming the critic to search for errors
before generating its structured feedback.

4.4. Ablation Study

We conduct three ablations to isolate the impact of key
components in our pipeline. In the No Self-Consistency vari-
ant, we skip the repeated sampling and content agreement
analysis, using only the first MLLM response for prompt
refinement. In the No Negative Strategy variant, we omit the
initial error-warning phrasing and rely on a neutral direct
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Prompt: Under a streetlamp’s glow, a person juggles balls with a small crowd watching them.
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Prompt: A firework shoots above a carnival, bursts into colorful sparks, and the crowd watches.
= semantic alignment issue

    = video quality issue
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Prompt: A sunlit orange basketball vibrantly bounces across the court with trees in the background.
= semantic alignment issue

    = video quality issue
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Figure 4: Qualitative Comparison with Baselines. We showcase four illustrative cases—two produced with LTX-Video
and two with Wanx-2.1. While the baselines strive to enhance video quality, CCC yields markedly superior generations.

Algorithm 1 CCC Loop (cf. Figure 3)

1: Input: Initial prompt P(0), generator Gθ , critic/coach LLM
ϕ, iterations T , repetitions K, samples per round M

2: for t = 0 to T − 1 do
3: Sample candidate videos {V (t)

i }
M
i=1 ← Gθ(P(t)) ▷ Gener-

ate initial candidate videos
4: for i = 1 to M do
5: Query {(yi,k, Ci,k)}Kk=1 from ϕ ▷ Obtain K critic /score

pairs
6: Compute γi via Eq. (1) and ΨCAS,i via Eq. (4) ▷ Com-

pute confidence and CAS metrics
7: Select canonical critique C(t)i with highest ΨCAS,i ▷

Keep critique with highest CAS
8: end for
9: i∗ ← argmaxi ΨCAS,i ▷ Choose clip with best CAS

10: C(t) ← C(t)i∗ ▷ Use its critique as canonical
11: R(t) ← fϕ

(
P(t), C(t)

)
▷ Produce rewrite via critic

12: P ′ ← P(t) ⊕ R(t) ▷ Augment prompt with rewrite
13: Sample refined videos {V ′

j
(t)}Mj=1 ← Gθ(P ′) ▷ Generate

refined videos
14: for j = 1 to M do
15: Rate each refined clip yielding y′

j ▷ Critic rates each
refined clip

16: end for
17: j∗ ← argminj y

′
j ▷ Select best refined clip

18: V (t) ← V
′(t)
j∗ ▷ Save chosen clip

19: P(t+1) ← P ′ ▷ Set prompt for next iteration
20: end for
21: Output: Final prompt P(T ) and chosen videos {V (t)}T−1

t=0

prompt for evaluation. In the No Iterative Loop variant,
we perform only one round of evaluation and refinement
rather than iterating the feedback cycle. This comparison
reveals how much each component—self-consistency, nega-
tive strategy, and iterative looping—contributes to the final
video quality.

4.5. Generalization to Other Models

Applying the same M = 3, F = 8 loop to additional models
yields consistent gains over raw generation, demonstrating
that CCC’s multi-round critique–rewrite pipeline is broadly

Table 3: Ablation results: effect of removing key compo-
nents in the prompt optimization process. It shows win rate
of full method of CCC over the ablation.

Ablation Variant Alignment with Human

No Self-Consistency 55.0
No Iteration Loop 61.2
No Both 67.1

effective across text-to-video models.

5. Conclusion
We propose Critique Coach Calibration (CCC), a
lightweight loop that lets a frozen text-to-video model learn
from an off-the-shelf multimodal LLM: the LLM first cri-
tiques a generated clip, then rewrites the prompt, and the
cycle repeats. Across two backbones, CCC lifts human-rated
semantic alignment and visual quality significantly, without
retraining or heavy post-editing. The method is transpar-
ent, cheap to deploy, and ablation studies show each design
choice matters. Limitations include missed transient errors
and dependence on proprietary critics; future work can add
motion-aware scoring and open-weight evaluators. We hope
CCC encourages broader closed-loop generation systems that
let evaluators directly coach generators.

Impact Statement
This paper introduces Critique Coach Calibration, an
automated, model-agnostic loop that iteratively critiques
and rewrites prompts for text-to-video models, improving
general issues found in the videos. The approach can benefit
educational media, bias-controlled synthetic datasets for
vision tasks.
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A. MLLM Prompts
We designed three closely related prompt templates to elicit
both an error diagnosis and a corrective rewrite from the
critic LLM. In each case, the prompt begins by identifying
the input as an AI-generated video and including the original
generation prompt (current_prompt). The first template
reads:

This is a video generated by a video
generation model. The video is generated
by prompt: ’<current_prompt>’. Please give a
simple description of the issue in this video,
and also give a new prompt to generate a new
video to avoid the issue. The new prompt
should not miss any details in the original
prompt. Please return the description in
JSON format. The JSON format should be like
this: {’issue’: ’description’, ’new_prompt’:
’new_prompt’}.

We then extended this to explicitly acknowledge potential
generation artifacts by adding the clause “Since it is a gen-
erated video, so there could be some issues,” yielding the
second template:

This is a video generated by a video
generation model. The video is generated
by prompt: ’<current_prompt>’. Since it is
a generated video, so there could be some
issues. Please give a simple description
of the issue in this video, and also give
a new prompt to generate a new video to
avoid the issue. Do not miss any details
in the original prompt. Please return the
description in JSON format. The JSON format
should be like this: {’issue’: ’description’,
’new_prompt’: ’new_prompt’}.

Finally, we introduced a quality rating field to capture coarse
perceptual quality alongside the issue and rewrite, resulting
in the third template:

This is a video generated by a video
generation model. The video is generated
by prompt: ’<current_prompt>’. Since it is
a generated video, so there could be some
issues. Please give a simple description
of the issue in this video, and also give
a new prompt to generate a new video to
avoid the issue. Do not miss any details
in the original prompt. Please return
the description in JSON format. The JSON
format should be like this: {’quality’: ’1.
Excellent, 2. Good, 3. Fair, 4. Poor, 5.
Bad’, ’issue’: ’description’, ’new_prompt’:
’new_prompt’}.

For consistency with human evaluation scales, we interpret
the quality field according to the ordered ratings “1. Excel-
lent, 2. Good, 3. Fair, 4. Poor, 5. Bad.” All three templates

were applied to every video in our corpus to compare how
explicit mention of potential issues and inclusion of a quality
rating affect the critic’s diagnostic output and the subsequent
prompt refinement.

B. Implementation Details
Our entire pipeline is organized into three conceptual stages:

Frame Sampling and Encoding. Each input video is first
sampled to extract a fixed number of evenly spaced key
frames. These frames are prepared for the critic LLM by
converting them into a format suitable for multimodal input.

LLM Critique Interface. We wrap all interactions with
the frozen multimodal LLM (GPT-4o) in a lightweight in-
terface that: (1) fills one of the predefined prompt templates
with the current generation prompt and sampled frames; (2)
issues multiple independent calls under identical inputs to
obtain a set of critiques; and (3) parses the returned JSON
or structured text into categorical labels and issue lists for
downstream processing.

Critique Coach Calibration Loop. The core loop
(Alg. 1) alternates between critique and rewrite phases. In
the critique phase, we aggregate repeated LLM outputs to
compute both a confidence score (self-consistency) and a
content agreement score (variance analysis). In the rewrite
phase, a second prompt template fuses the canonical critique
back with the original prompt to produce a refined descrip-
tion. This two-stage cycle is repeated for a fixed number of
iterations, yielding progressively improved prompts.

All configuration—number of sampled frames, self-
consistency repetitions, iteration count, and choice of
prompt templates—is exposed as a simple set of parameters.
This modular design allows straightforward swapping of al-
ternative prompt styles or LLM backends without touching
the core orchestration logic.

C. Baseline Implementation Details
We benchmark CCC against three training-free
prompt-refinement baselines that keep every
non-language-model hyper-parameter fixed—namely
the frozen generator Gθ, the clip budget (M ), the key-frame
count (F ), and the GPT judge configuration described in
Section 4.1. Origin forwards the raw prompt P (0) to Gθ

and selects the best-rated clip, providing a no-feedback
reference. LLM-P performs a single text-only paraphrase:
GPT-4o rewrites P (0) without seeing any video, after which
M new clips are generated and scored. OPT2I executes
one round of visual feedback: GPT-4o first paraphrases
P (0), inspects a draft clip, issues a second rewrite P̂ , and
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New Video

Misalignment 

“A car driving on the highway past green 
road signs, seven cell towers, and wires.”

Unable to see any cell 
phone towers. Add more.

“A car driving on the highway past green 
road signs, two cell towers, and wires.”

Initial Video

Model

Figure 5: Failure Case 1: Undetected objects trigger
escalating hallucination. When the critic fails to see the
small towers in the initial clip, it requests to “add more,”
causing the refined prompt to overshoot from two to seven
towers in the next iteration.

New Video

Misalignment 

“Three cyclists biking down a paved road
with grass and trees in the background.”

Road is dirt. Change to 
paved.

“Three cyclists biking down a paved road
with grass and trees in the background.”

Initial Video

Model

Figure 6: Failure Case 2: A mislabeled surface type
drives cascading feedback errors. The ground-truth scene
contains a dirt path, yet the prompt inaccurately calls it
paved. Trusting this label, the critic instructs the generator
to add pavement, so the refinement step paves the scene and
the video drifts further from reality.

we regenerate M clips from Gθ(P̂ ). Because these variants
differ only in the amount of critique and visual context
(none, text-only, or one visual round), the gaps to CCC
reported in Figure 4 isolate the value of our multi-round
critique-and-rewrite loop.

D. Failure Cases
Even though our evaluation-refinement loop is very success-
ful, there are a few problems that deserve a deeper study.

Low-quality input can nudge the loop off track (Fig. 5).
Compression artifacts, motion blur or noise may obscure
small details (e.g. distant towers or wires) so the critic mis-
reports missing elements and the prompt rewriter “chases”
phantom objects in subsequent iterations. A lightweight
prefilter (e.g. denoising or super-resolution) or a confidence
flag for low-quality frames would help prevent this mild but
repetitive drift.

Prompt–video mismatches amplify over rounds (Fig. 6).
If the initial prompt mislabels a scene element (e.g. calling
dirt “paved”) the critic dutifully enforces that error, and
the loop compounds the mistake in later clips. While this
usually causes only gradual content drift, integrating a sim-

ple verifier to check object counts or action labels before
rewriting could stop propagation of obvious prompt errors.

E. Qualitative Examples

Frame 1

Prompt: Under dim streetlights, a black sports car expertly drifts around a corner with trailing smoke.
= semantic alignment issue

    = video quality issue

Frame 40 Frame 80
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Frame 1

Prompt: In the evening light, a small red ball softly rolls around a wooden bowl.
= semantic alignment issue

    = video quality issue

Frame 40 Frame 80
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Frame 1

Prompt: At sunset, a neon-green cyclist smoothly rounds the corner as spectators cheer from behind.
= semantic alignment issue

    = video quality issue

Frame 40 Frame 80
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Frame 1

Prompt: Before dawn, a rocket ignites, lighting the sky with a fiery glow as it ascends into space.
= semantic alignment issue

    = video quality issue

Frame 40 Frame 80
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C 
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s)
O

ri
gi

na
l

Figure 7: (a)–(d) original vs. CCC-refined videos. Each
subfigure shows frames 1/40/80 from the original (top row)
and our method (bottom row), with semantic-alignment
issues marked in red squares and video-quality glitches in
red circles.
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Frame 1

Prompt: Under the warm, golden light, a diver on a towering platform dives into a pool.
= semantic alignment issue

    = video quality issue

Frame 40 Frame 80
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Figure 10: Comparison with Ablations. For the diver
prompt, Critique Coach Calibration keeps the subject,
motion, and scene intact, whereas ablations miss actions or
key objects.
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Frame 1

Prompt: Under the golden sunset, a steam locomotive glides as smoke billows from its chimney.
= semantic alignment issue

    = video quality issue
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Prompt: A brightly colored paper airplane in a sunlit room drifts toward a window.
= semantic alignment issue

    = video quality issue

Frame 1 Frame 40 Frame 80
LTX-Video
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Frame 1

Prompt: In a sunlit storm, a palm tree bends as fierce winds swirl leaves and debris across the sand.
= semantic alignment issue

    = video quality issue

Frame 40 Frame 80
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Prompt: Under the afternoon sun, a glossy red ball that rests on the grass gets launched upward.
= semantic alignment issue

    = video quality issue

Frame 1 Frame 40 Frame 80
WanX-2.1

CC
C 

(O
ur

s)

Figure 8: Human preference scores (CCC vs. Origin) on Qwen-2.5-7b: CCC consistently improves both semantic alignment
and visual quality.

a) Please describe this video. There could be issues in the video: The video captures an intense soccer moment during a match. What seems lacking, however, is the portrayal of “long 
shadows” on the green turf emphasized in the prompt.

b) Please describe this video: The video captures an intense soccer moment during a match. 

Time

Video Generation Prompt: Under the bright stadium lights casting long shadows on the green turf, a black-and-white soccer ball, freshly kicked by an eager striker, rolls swiftly towards the 
goal, cutting through the crisp evening air. As the crowd's anticipation builds, the goalkeeper dives desperately, while the ball picks up speed, propelled by the force of the kick, and hurtles 
closer towards the beckoning net.

Video Generation Prompt: Under the bright stadium lights casting long shadows on the green turf, a black-and-white soccer ball, freshly kicked by an eager striker, rolls swiftly towards the 
goal, cutting through the crisp evening air. As the crowd's anticipation builds, the goalkeeper dives desperately, while the ball picks up speed, propelled by the force of the kick, and hurtles 
closer towards the beckoning net.

Video Generation Prompt: In the tranquil city park, an elegant water fountain gracefully sprays shimmering droplets in a perfect arc, catching the golden rays of the setting sun. As the water 
cascades down, children gleefully dart through the mist, their laughter mingling with the gentle murmur of the fountain. Birds flutter above, casting fleeting shadows over the scene while the 
breeze rustles the nearby trees, adding a soft, harmonious whisper to the idyllic atmosphere.

a) Please describe this video. There could be issues in the video: The video captures a serene park scene during a warm, golden hour. There seem to be missing details; the prompt mentions 
birds fluttering, but there appears to be no visible birds in the video.

b) Please describe this video: The video captures a serene park scene during a warm, golden hour.

Time 

Figure 9: Adding a fault-seeking clause (“There could be issues. . . ”) draws richer and more accurate critiques from
the MLLM. Across two generated videos, the negative-prompt strategy surfaces missing details that the neutral prompt
overlooks, shifting responses closer to human ground truth.
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