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ABSTRACT

When a deep ReLU network is initialized with small weights, gradient descent (GD)
is at first dominated by the saddle at the origin in parameter space. We study the
so-called escape directions along which GD leaves the origin, which play a similar
role as the eigenvectors of the Hessian for strict saddles. We show that the optimal
escape direction features a low-rank bias in its deeper layers: the first singular

value of the ¢-th layer weight matrix is at least (3 larger than any other singular
value. We also prove a number of related results about these escape directions.
We suggest that deep ReLLU networks exhibit saddle-to-saddle dynamics, with GD
visiting a sequence of saddles with increasing bottleneck rank (Jacot, 2023a)).

1 INTRODUCTION

In spite of the groundbreaking success of DNNSs, the training dynamics of GD in these models
remain ill-understood, especially when the number of hidden layers is large. A significant step in
our understanding is the (relatively recent) realization that there exist multiple regimes of training in
large neural networks: a kernel or lazy regime, where DNNs simply implement kernel methods w.r.t.
the NTK (Jacot et al.,[2018}; |Du et al.,[2019; |Allen-Zhu et al.,[2019), and an active (or rich) regime
characterized by the presence of feature learning (Chizat & Bachl|[2018aj; Rotskoff & Vanden-Eijnden)
2018; |(Chizat & Bach, 2018b) and some form of sparsity such as a low-rank bias (Li et al.| [2020;
Gunasekar et al., 2017} |Arora et al., [2019a)).

The kernel regime is significantly simpler than the active one because the dynamics can be linearized
around the initialization (Jacot et al., 2018} |Lee et al., [2019), and the loss is approximately
quadratic/convex in the region traversed by GD (Jacot et al.||2020) (it also satisfies the PL inequality
(Liu et al., [2020)). This makes it possible to prove strong convergence guarantees (Du et al.| 2019
Allen-Zhu et al., 2019) and apply generalization bounds from the kernel methods literature almost
directly (Arora et al., |2019b; [Bordelon et al. 2020). Our understanding of the kernel regime is
essentially complete, but some functions are unlearnable in the kernel regime yet learnable in the
active regime (Bach} 2017;/Ghorbani et al., 2020).

There are arguably many active regimes corresponding to different ways to leave the kernel regime,
including small weight initialization (Woodworth et al.| [2020), large learning rate (Lewkowycz et al.}
2020; Damian et al., 2022)), large noise in training (Smith et al., [2021; Pesme et al., 2021} |Vivien
et al., [2022} [Wang & Jacot, [2024)), late training with the cross-entropy loss (Ji & Telgarsky, [2018};
Chizat & Bach, |[2020), and weight decay (E et al.,[2019} [Ongie et al., [2020; Jacot, [2023al).

We will focus on the effect of initialization scale, where a phase change from kernel regime to
active regime occurs as the variance of the initial weights decays towards zero. Here again we can
distinguish two active regimes (Luo et al., | 2021): the mean-field regime which lies right at transition
between regimes (Chizat & Bach, 2018a; Rotskoff & Vanden-Eijnden, 2018} Mei et al., 2018)), and the
saddle-to-saddle regime (Saxe et al.| 2014} Jacot et al.| [2022; [Pesme & Flammarion, 2023} [Boursier|
et al., |2022) for even smaller initialization.

The mean-field limit was first described for shallow networks (Chizat & Bach| [2018a; |Rotskoff &
'Vanden-Eijnden, 2018 [Mei et al., |2018), and has more recently been extended to the deep case
(Araugjo et al.,|2019; |Bordelon & Pehlevan,|2022). A limitation of these approaches is that the limiting
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dynamics remain complex, especially in the deep case where they are described by algorithms that
are not only very costly in the worst case (Bordelon & Pehlevan, [2022;|Yang & Hul [2020), but also
difficult to interpret and reason about. This high complexity could be explained by the fact that
the mean-field limit is critical, i.e. it lies exactly at the transition between kernel and active, and
therefore it must capture the complexity of both of those regimes, as well as of the whole spectrum of
intermediate dynamics.

1.1 SADDLE-TO-SADDLE DYNAMICS

This motivates the study of the saddle-to-saddle regime for even smaller initializations. As the name
suggests, this regime is characterized by GD visiting a number of saddles before reaching a global
minimizer. Roughly speaking, because of the small initializations, GD starts in the vicinity of the
saddle which lies at the origin in parameter space and remains stuck there for a number of steps until
it finds an escape direction, leading to a sudden drop in the loss. This escape direction exhibits a
form of approximate sparsity (amongst other properties) that is preserved by GD. At this point, the
level of sparsity can either be enough to fit the training data in which case the loss will drop to zero
and training will stop, but if the network is ‘too sparse’ to fit the data, GD will approach another
saddle at a lower cost (which is locally optimal given the sparsity) before escaping along a less sparse
escape direction. GD can visit a sequence of saddles before reaching a final network that fits the data
while being as sparse as possible. This has been described as performing a greedy algorithm (Li et al.|
2020) where one tries to find the best data-fit with a sparsity constraint that is gradually weakened
until the training data can be fitted.

Such incremental learning dynamics were first observed in diagonal linear networks (Saxe et al.,
2014;[2019; |Gidel et al., |2019) (and by extension to linear CNNs, which are diagonal nets in Fourier
space), before being extended to linear fully-connected networks (Arora et al.,[2019a; [Li et al., 2020;
Jacot et al. [2022} [Tu et al.| [2024} [Kunin et al., 2024). These result in coordinate sparsity of the
learned vector for diagonal networks and rank sparsity of the learned matrix for fully-connected
networks.

For nonlinear networks, the focus has been mainly on shallow networks, where a condensation effect
is observed, wherein groups of neurons end up having the same activations (up to scaling). Roughly
speaking, in the first escape direction, a first group of hidden neurons comes out first, all with the
same activation (up to scaling), in the subsequent saddles, new groups can emerge or an existing
group can split in two (Chizat & Bach, 2018a)) (though sometimes they may fail to split leading to
problems (Boursier & Flammarion, |2024))). This condensation effect leads to a form of sparsity, since
each group then behaves as a single neuron, thus reducing the effective number of neurons (Luo
et al.| [2021}; |[Simsek et al.,[2021)). These dynamics could be understood as implicitly implementing a
Frank-Wolfe algorithm (Bach, [2017): alternating between finding new neurons to *add’ to the mix,
and then tuning the mixing weights to get the best possible fit (Kunin et al., [2025).

To our knowledge, all prior theoretical analysis of saddle-to-saddle dynamics in deep nonlinear
networks rely on an equivalence to deep linear networks, which can arises with differentiable
nonlinearities (e.g. arctan) allowing for a Taylor approximation of the origin (Bai et al.| [2022]),
or in specific settings where the ReLUs do not change signs (Zhang et al., |2025). This leads to a
low-rank bias, where all layers are rank-one in the first escape direction. Saddle-to-saddle dynamics
with multiple steps have been observed empirically in deep ReLLU networks trained on supervised
(Atanasov et al., 2024)) and self-supervised (Simon et al.,2023)) tasks, and these empirics motivate
our present theoretical study.

1.2 BOTTLENECK RANK INCREMENTAL LEARNING

Surprisingly, we show a more complex rank sparsity structure in deep ReLU networks: the majority
of layers are rank-one (or approximately so), with possibly a few high-rank layers at the beginning
of the network, in contrast to linear nets, shallow ReLU networks, and deep nets with differentiable
nonlinearity where all layers are rank-one in the first escape.

This fits into the bottleneck structure and related bottleneck rank (BN-rank) observed in large depth
ReLU networks trained with weight decay (Jacot, [2023a3b; Wen & Jacotl 2024} Jacot & Kaiser,
2024])), where almost all layers share the same low rank, with a few higher rank layers located close
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to the input and output layers. Additionally, in the middle low-rank layers ("inside the bottleneck"),
the activations are approximately non-negative, so that the ReLU approximates the identity in these
layers.

The bottleneck rank Rank gy (f) is a notion of rank for finite piecewise linear functions f, defined
as the minimal integer £* such that f can be decomposed f = & o g with intermediate dimension
k* (Jacot, [2023a)). For large depths, it is optimal in the sense of minimizing the parameter norm to
represent f with a bottleneck structure, where the first few high-dim. layers represent g, followed
by many rank k* layers representing the identity on the dimension £* intermediate representation,
before using the last few layers to represent h.

Our results imply that the first escape direction of deep ReL.U networks has BN-rank one, because
almost all layers are approximately rank-one except a few high rank layers in the beginning. This
is a "half" bottleneck structure, since it lacks high dimensional layers before the outputs, but it still
fits within the BN-rank theory, suggesting that the BN-rank is the correct notion of sparsity in deep
ReLU networks (rather than the traditional notion of rank).

We conjecture that deep ReLU networks exhibit similar saddle-to-saddle dynamics as e.g. linear
networks, with the distinction that it is the BN-rank that gradually increases rather than the traditional
rank.

1.3 CONTRIBUTIONS

In this paper, we give a description of the saddle at the origin in deep ReLU networks, and the
possible escape directions that GD could take as it escapes this first saddle. As in (Jacot et al.| 2022,
each escape direction can be assigned an escape speed, and we show that the optimal escape speed is
non-decreasing in depth (Proposition [3.2).

We then prove in Theorem [3.1] that the optimal escape directions feature a low-rank bias that gets
stronger in deeper layers (i.e. layers closer to the output layer). More precisely the weight matrix W,

and activations Z; over the training set for { = 1,..., L are é‘i—approximately rank 1 in the sense

that their second singular value is O (¢~ %) times smaller than the first. Furthermore, deeper layers
are also more linear, i.e. the effect of the ReLU becomes weaker.

Finally, we provide in Section ] an example of a simple dataset whose optimal escape direction has
the following structure: the first weight matrix is rank two, followed by rank-one matrices. This
shows that the structure of our first result where the first layers are not approximately rank-one but the
deeper layers are is not an artifact of our proof technique and reflects real examples. This contrasts
with previous saddle-to-saddle dynamics, where all layers are approximately rank-one in the first
escape direction.

2 SADDLE AT THE ORIGIN

We represent the training dataset z1,...,zxy € R%n as a d;;, x N matrix X. We consider a
fully-connected neural network of depth L with widths ng = d;,,n1,...,nL = doy: and ReLU
nonlinearity o(x) = max{x, 0}. The n, x N dimensional matrices of activation Z7 and preactivation
Zy at the ¢-th layer are then defined recursively as

zZ§ =X
Zy=WeZ7 4
Z] = o(Zy),
for the ny x ny_, weight matrix W, , ¢ = 1,..., L. The weight matrices W7y, ..., W, are the

parameters of the network, and we concatenate them into a single vector of parameters 6 of dimension
P =", ngny_1. The outputs of the network are the last layer’s preactivations Yy = Z.

We consider a general cost C' : R4t~ _ R that takes the network outputs Yy and returns the loss

L(0) = C(Yp). The parameters 6(t) are then trained with gradient flow (GF) on the loss £
00(t) = =V L(O(t))

starting from a random initialization 6y ~ A (0, o) for a small oy.
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One can easily check that the origin § = 0 is a critical point of the loss. Our analysis will focus on
the neighborhood of this saddle, and for such small parameters the outputs Yy will be small, we can
therefore approximate the loss as

L(0) = C(0) + Tr [VC(0)"Ya] + O([[Yo]*), 4

where VC'(0) is an ny, x N matrix. Since we only care about the dynamics of gradient flow, the
first term can be dropped. We will therefore mainly focus on the localized loss Lo(6) = Tr[GT Yy),
writing G = VC(0) for simplicity.

The localized loss £, can be thought of as resulting from zooming into origin. It captures the loss
in the neighborhood of the origin. Note that since the ReL.U is not differentiable, neither is the loss
at the origin, so that we cannot use the traditional strategy of approximating £, by a polynomial.
However, this loss has the advantage of being homogeneous with degree L, i.e. Lo(A) = AL (0),
which will be key in our analysis.

2.1 GRADIENT FLOW ON HOMOGENEOUS LOSSES

On a homogeneous loss, the GF dynamics decompose into dynamics of the norm ||f|| and of the
normalized parameters 6 = 6/||0:

01| = —0(t) "V Lo(8(1) = —LIIO(1) =~ Lo(B(2))
2:6(t) = —6@)||*= (1 - 6)0(H) ) VLo(B(1)).
where we used Euler’s homogeneous function theorem: 7V Ly (0) = LLy(6).

Notice that (I — 00T) is the projection to the tangent space of the sphere at §, which implies that the
normalized parameters are doing projected GF over the unit sphere on the £, loss (up to a prefactor
of ||§]|%~2 which can be interpreted as a speed up of the dynamics for larger norms).

Therefore, we may reparametrize time ¢(s), such that s(t fo 16(s1)||*~2dsy, which correspond
to switching to a time-dependent learning rate ns = ||6(s )||2 , we obtain the dynamics:

O:[10(3)]| = ~L6(s)[1£0(0(s))
0,0(s) = — (I = 0(5)0(s)" ) VLo (0(s)).

We can therefore solve for §(s) on its own, and the norm ||6(s)|| then takes the form

16(s)[I = 116(0) [ exp <L/O Eo(5(81))d81) -

If needed, these solutions can then be translated back in ¢-time, using the formula

:/ \\6(51)||2_Ld51:H9(0)||2_L/ eXp( —2/ Lo(d d82> ds,.
0 0

2.2 ESCAPE DIRECTIONS AND THEIR SPEEDS

Assuming convergence of the projected gradient flow 0(s), for all initializations x( there will be a
time s, where 0(s1) will be close to a critical point of L restricted to the sphere, i.e. a point 8* such

that (I - 9_*§*T> VLo(6*) = 0. We call these escape directions (assuming Lo(6*) < 0), because

once such a direction is reached, 6(s) will remain approximately constant, while the parameter norm
will grow fast.

Definition 2.1. An escape direction is a vector on the sphere p € L'/?SP~1 such that V Lo(p) =
—sp for some s € Ry, which we call the escape speed associated with p. We switch from the unit

sphere to the radius \/L sphere as it will lead to cleaner formulas.

An optimal escape direction p* € LY/2SP~1 is an escape direction with the largest speed s* > 0. It
is a minimizer of Ly restricted to LY/?SP~1:

p* € arg minpeLl/zqu ﬁo(p).
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If the parameters start aligned with an escape direction 6y o p, then GF on the localized loss will
diverge towards infinity in a straight line with rate determined by the depth L and the escape speed s:
Proposition 2.2. Considering gradient flow on the localized loss Ly, if at some time t, the parameter
satisfies

0(te) =p with pe L'?SP™Y and VLy(p) = —sp,
then for all t > t the normalized direction remains constant, and the norm ||0(t)|| satisfies

(10¢t) |2 + 2 — L)L s (t—ta)) ™7, ifL#2,

o)1 = .
0to)ll exp(25 (¢~ to)), ifL=2.
Of course, GF on the localized loss Ly is only a good approximation for the GF on the full loss
L as long as the outputs Yy are small. This will apply up to some escape time ¢;(r) which is
the first time GF attains a parameter norm of ||0|| = r, thus guaranteeing a bound on the labels
L

1Yo lr < (IWellop - [[Willopl| X F < (ﬁ) 1 X1 7 Propositionallows us to approximate
this escape time:

1
ti(r) —to ~ (1L - 2)Lf .
%log W’ if L =2.

[16Cto) 127" + P>~ 1], if L # 2,

After this escape time, we expect the localized GF to diverge from the true GF: the localized GF
diverges towards infinity (in finite time when L > 2), while the true GF typically slows down as it
approaches another saddle or a minima. This paper focuses on the dynamics before the escape time.

In general, we do not start aligned with an escape direction, but since the normalized parameters (s)
follow GF restricted to the sphere , they will converge to an escape direction, at which point a similar
explosion of the norm will take place.

Note that the dynamics of #(s) (in reparametrized s-time) are unaffected by multiplying the
initialization 6y by a factor a > 0. Therefore the time s; of convergence to an escape direction is
independent of «, and at the time s;, the parameter norm will depend linearly on «: ||6(s1)]| = Cax
for some C' > 0. We can therefore always choose a small enough « so that the Taylor approximation
(Equation|[I)) remains valid up to the time of convergence s;.

3 Low RANK BIAS AND APPROXIMATE LINEARITY OF THE ESCAPE
DIRECTIONS

The main result of this paper is that at the optimal escape directions, the deeper layers (i.e. for large
£) are approximately low-rank and have almost no nonlinearity effect:

Theorem 3.1. Consider an optimal escape direction

0* = arg min Tr [GTY(;}
1ol2=L

with optimal speed s* = minjg|2—r, Tr [GTYQ], then for all layers ¢ with { > c? we have:

=

Ve W) Yina(29) |27 -2l _, e
2@15?(1/‘/6)72@15?(2?)’ 1Zellz — 1tz

where s;(A) is the i-th largest singular value of A and ¢ = Hxl‘iw v/2log ”X“‘:w

In the rest of the section, we will prove a result that shows that the optimal escape speed s* is
increasing in depth, thus controlling the constant ¢ in depth. This guarantees that the condition £ > ¢?
holds for all but finitely many of the initial layers of the network.

-

We then present a sketch of proof for the Theorem, stating a few intermediate results that are of
independent interest.
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3.1 OPTIMAL SPEED IS INCREASING IN DEPTH

The bounds of Theorem [3.1]are strongest when the optimal escape direction s* is large. Thankfully,
the optimal escape speed is increasing in L:

Proposition 3.2. Given a depth L network with Ly(0) = —sq for so > 0 and ||0||*> = L, we can
construct a network of depth L + k for any k > 1 with parameters ' that satisfies ||0'||> = L + k
and Lo(0") < Lo(0). Therefore, the optimal escape speed s*(L) is a non-decreasing function.

Furthermore, in the deeper network, we have Rank(Zr,) = Rank Wy, = 1 forall L’ > L and
Zy = Zg, forall L' > L.

To construct the deeper network, we first transform the last weights W, to be rank-one (this is
possible without increasing L), and we then add rank-one weights in the additional layers. Some
very similar structures have been used in previous work (Jacot, 2023a; Bai et al., 2022).

3.2 SKETCH OF PROOF
To prove Theorem [3.1] we first show that if the inputs are approximately rank-one, then the optimal
escape will be approximately rank-one in all layers:
Proposition 3.3. Consider the minimizer 0" = arg ming|2<r, Tr [GTYb(uUT + X)] where u,v €
R™, w,v > 0 entry wise and | X ||p < € for some € > 0. Then for all £ we have:

Zizz s7(We) Zizz s7(Z7) 1Z2g — Zo||% <3 G| F .

Vi1 SiWe) s si(Z7) NZdE ~ st = |Gllire

This also implies that if a hidden representation is approximately rank-one in one layer ¢, then it
must also be approximately rank-one in all subsequent layers ¢ > ;. We can prove the existence of
many such low-rank layers assuming the escape speed is large enough:

Proposition 3.4. Assuming Tr|G" Z1] < —sq for some constant sy > 0 and ||0||> < L then for any
ratio p € (0,1) there are at least (1 — p)L layers that are approximately rank-one in the sense that

iz2 5i(27) |X||F||GF) 1
Sis15:(Z7) S0 pL

The proof of Theorem [3.1] therefore goes as follows: for any ¢ = pL, Proposition [3.4]implies that
there are at least (1 — p)L = L — ¢ layers that are approximately rank-one. The earliest such layer £
must satisfy £y < ¢. Proposition [3.3]implies that all layers after £, must be approximately rank-one,
including the /-th layer.

< 21og<

The two propositions are also of independent interest. Proposition [3.3| gives an example of inputs
where all layers are low-rank, not just the deeper layers. Proposition applies to any parameter
with fast enough escape speed, not just to the optimal escape direction, and guarantees a similar low
rank structure. Interestingly, in contrast to the other results, it does not say anything about where
those low-rank layers are.

3.3 EMPIRICAL RESULTS ON MNIST

We empirically confirm the presence of low-rank structure in networks trained on the MNIST dataset.
Specifically, we train a 6-layer fully connected network without bias terms and with small weight
initialization.

Figure [1| highlights two distinct saddle points during training. After escaping the first saddle, we
observe the emergence of a single dominant singular value in every layer, with this effect being
particularly pronounced in the deeper layers (layers 4—6). While our theoretical analysis explains
the behavior after the first saddle escape, our experiments reveal that, towards the end of training, a
second dominant singular value appears. This suggests that the rank of the weight matrices increases
following subsequent saddle escapes. A detailed visualization of the singular value evolution in each
layer is provided in Appendix
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Figure 1: Deeper layers show a stronger bias toward low-rank structure than earlier layers on
MNIST. Left: Training loss over training time. Vertical lines indicate the specific iterations at which
singular values are extracted. Center and Right: Top 10 singular values of the weight matrices per
layer /¢ for layers 1-6 including input and output layer.

4 THE OPTIMAL ESCAPE DIRECTION IS NOT ALWAYS EXACTLY RANK ONE

Our discussion has thus far consisted of results which paint the picture that deep ReLU networks
trained from small initialization first escape the origin in a direction which is approximately rank one
in each weight matrix. Much of our labor has been in identifying suitable notions of “approximately
rank one.” Before concluding, it is worth asking: do we actually need such notions? In fact, if one
performs straightforward numerical experiments on simple datasets, one will often find that the first
escape direction is exactly rank one in each layer. Might we hope that the optimal escape direction is
in fact always exactly rank one?

In this section, we provide a simple counterexample in which the optimal escape direction is rank two
in the first layer. We then give numerical experiments which show that (projected) gradient descent
actually finds this rank-two solution.

Example 1 (Rank-two optimal escape direction). Consider the unit circle dataset (:cj);v:l =
(sin (2522, cos (252 ))jzl with alternating loss gradients G = ((—1)’ )5\’21 Let N = 8. Consider
training a depth-three bias-free ReLU MLP with hidden width at least four from small initialization
on this dataset. Then the optimal rank-one escape direction has speed s; = /2 — 1 ~ 0.414, but

there exists a better rank-two escape direction with speed so = %

Proof. Our network has weight matrices Wy, Wy, W3 which parameterize the network function as
Yy = W30 o Woo o W1 X. As discussed in Subsection we wish to minimize the escape speed
s = —Tr[GTYy] such that 3, ||[W¢||3 = 3. We know from homogeneity that the minimizer will
have ||We|| = 1 for all £.

If we additionally constrain all three weight matrices to be rank-one, then a width-one ReLLU network
can achieve the same maximal escape speed (a network with only rank 1 layers can only represent
‘one neuron functions’: Yy = uo (v’ x) for some vectors u, v, independently of depth). Taking into
account the positivity of ReLU, we need only study a width-one network with W7 = [cos(¢), sin(¢)]
for some ¢ € [0, 27), W = [1], and W3 = [+1]. The only degree of freedom remaining is the angle
¢ to which W is attuned. We solve this 1D optimization problem in Appendix [C.1] finding that the
optima fall at ¢ = % for j € 7Z, giving speed s, = V2 —1=0.414.

Without such a rank-one constraint, we can improve this speed. We use only four neurons in the first
hidden layer and one neuron in the second hidden layer (setting all incoming and outgoing weights to
other neurons to zero) and choose the following weights for the active neurons:

1 0
0 1

Wy =3 1 ol Wo=2%[1 -1 1 -1, Ws;=[1]. )
0 -1

This gives a speed so = 1.

'Such alternating loss gradients can result straightforwardly from, for example, targets Y = ((—1)7)}_; and
the usual squared loss.
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Figure 2: Depth-3 neural networks find rank-two escape directions on a toy dataset. Left:
visualization of the dataset. Red and blue points have loss gradient values G = 1 and G = —1,
respectively. Center: several training runs of projected gradient descent on the first-order loss
objective under the parameter norm constraint ||6]|> = L. Runs whose objective exceeds v/2 — 1, the
best achievable value for rank-one weights, are colored blue and deemed successful. Right: as width
increases, the fraction of successful runs increases. See Figure[6]for a visualization of the training
runs at all widths.

This counterexample shows that the optimal escape direction may in fact be non-rank-one, and thus
it is reasonable to search for a sense in which, for a sufficiently deep network, the optimal escape
direction is approximately rank oneE]

4.1 NUMERICAL EXPERIMENTS: WIDE NETWORKS FIND THE OPTIMAL ESCAPE DIRECTION

Of course, the existence of such a non-rank-one optimal escape direction is only interesting if gradient
descent actually finds it. In this case, it does. We train networks of varying width with projected
gradient descent to minimize the loss on the sphere ||¢9||2 = 3. As shown in Figure wider networks
are more likely to converge to the faster, rank-two escape direction.

5 DISCUSSION: SADDLE-TO-SADDLE DYNAMICS

The results of this paper only describe the very first step of a much more complex training path.
They describe the escape from the first saddle at origin, but it is likely that the full dynamics
might visit the neighborhood of multiple saddles, as is the case for linear networks (Jacot et al.|
2022k L1 et al., [2020) or shallow ReLU networks (Abbe et al., 20215 2022)). We now state a few
conjectures/hypotheses, which should be viewed as possible next steps towards the goal of describing
the complete Saddle-to-Saddle dynamics:

(1) Large width GD finds the optimal escape direction: Our numerical experiments suggest that
wider networks are able to find the optimal escape direction with GD, even when this optimal escape
direction has some higher rank layers. The intuition is that the more neurons, the more likely it is
that a subset of neurons implement a ‘circuit’ that is similar to an optimal escape direction, and that
this group will out-compete the other neurons and end up dominating. Note that even in shallow
networks, finding this optimal escape direction is known to be NP-hard (Bach}2017), which implies
that an exponential number of neurons might be required in the worst case.

(2) Exact rank-one at most layers: Inspired by our illustrating example, we believe that it is likely
that the optimal escape directions might only have a finite number of high-rank layers at the beginning,
followed by rank-one identity layers until the outputs.

Note that if we assume that the optimal escape direction s*(L), plateaus after a certain Lo, i.e.
s*(L) = s*(Lg) forall L > Ly, then Propositionalready implies that there is an optimal escape

21t is worth noting that there may exist an even faster escape direction than the rank-two solution we identify
(though we doubt it; see numerical experiments), but in any case we may be assured that the fastest escape
direction is not rank one.
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direction where all layers ¢ > Lg are rank 1. Conversely, if there is an optimal escape directions with
only rank-one layers after the Lo-th layer, then s*(L) = s*(Lg) for all L > Ly.

(3) rank-one layers remain rank-one until the next saddle:

Assuming that GD does find the optimal escape direction, it will have approximately rank-one layers
as it escapes the saddle. The next step is to show that these layers remain approximately rank-one
until reaching a second saddle.

In linear networks, this follows from the fact that the optimal escape direction is rank-one and
balanced (i.e. WKT W, = Wg_1W£ , for all layers £), and that the space of rank-one and balanced
network is an invariant space under GF.

The ReLU case is more difficult because we have only approximately rank-one layers. More precisely
to guarantee that there is a layer that is e-approximately rank-one, we need both a small initialization
and a large depth, in contrast to linear networks where a small enough initialization is sufficient. Our
second conjecture would help with this aspect.

The next difficulty is to show that the approximate rank-one layers remain so for a sufficient amount
of time. The key tool to prove this in linear networks is balancedness. ReLU networks only satisfy
weak balancedness in general , i.e. diag(WIW,) = diag(W,—1W[ |), however the stronger
balancedness applies at layers where the pre-activations have non-negative entries: Z, > 0.

(4) BN-rank incremental learning The final goal is to prove that these Saddle-to-Saddle dynamics
allow ReLU networks to implement a form of greedy low BN-rank search where a minimal BN-rank
interpolator is greedily searched by first searching among BN-rank one functions then gradually
among higher rank functions, stopping at the smallest BN-rank sufficient to fit the data.

Again, this is inspired by an analogy to linear network, which implement a greedy low-rank algorithm
to minimize the traditional rank. In parameter space, the GD dynamics visits a sequence of saddles of
increasing rank. It starts close to the saddle at the origin (the best rank O fit), before escaping along a
rank-one direction until reaching a rank-one critical point (locally optimal rank-one fit). If the loss
is zero at this point, the GD dynamics stop, otherwise this best rank-one fit is a saddle where GD
plateaus for some time until escaping along a rank 2 direction, and so on and so forth (Jacot et al.,
2022).

The so-called Bottleneck rank Rank gy (f) (Jacot, 2023a)) is the smallest integer & such that f can
be represented as the composition of two functions f = h o g with inner dimension k. Several
recent papers have shown how the BN rank plays a central role in deep ReLU networks trained
with weight-decay/Lo-regularization (Jacot, 2023a3bj [Wen & Jacot, [2024} Jacot & Kaiser, [2024)). In
particular, these works observe the emergence of a bottleneck structure as the depth grows, where all
middle layers of the network share the same low rank (discarding small singular values of 1), which
equals the BN rank of the network, with only a finite number of high-rank layers at the beginning and
end of the network.

Our results can be interpreted as saying that the optimal escape direction of the saddle at the origin
exhibits a ‘half-bottleneck’ (because there are only high-dimensional layers at the beginning of the
network, not at the end) with BN-rank one. This suggests that the Saddle-to-Saddle dynamics in deep
ReLU networks could correspond to a greedy low-BN-rank search, where the BN-rank increases
gradually between each plateau/saddle. Interestingly, previous theoretical analysis of the bottleneck
structure were only able to prove the existence of low-rank layers but not necessarily locate them
(Jacot, 2023b)), our ability to prove that the deeper layers are all approximately low-rank is therefore
a significant improvement over the previous proof techniques.

It is possible that in contrast to linear network, the complete Saddle-to-Saddle dynamics would
require both a small initialization and large depth. This matches our numerical experiments in Figure
and Figure {4)in the appendix, where we observe more distinct plateaus in depth 6 layer compared to
a depth 4 layer. This suggests that in contrast to linear networks, where the plateaus can be made
longer and more distinct by taking smaller initialization, for ReLU networks we need to also increase
the depth to achieve the same effect.
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A PROOFS OF THEOREMS

A.1 GRADIENT FLOW ON HOMOGENEOUS LOSSES

Proposition A.1. On a homogeneous loss, the GF dynamics decompose into dynamics of the norm
|10 and of the normalized parameters 6 = 9/||:

2u10(0)| = ~0(t)"V Lo(0(1)) = —LII0(8) |~ £o(O()
240(t) = 16|~ (1~ A1) ) VL (B(1)).

Proof. Since L satisfies gradient flow with respect to 6, we have

do
= = —VLa(0).

Because L is L-homogeneous, Euler’s homogeneous function theorem implies:
0TV Ly(0) = LLo(h).
Now, define the normalized parameter
0
) [
Differentiating 6 with respect to time ¢ using the quotient rule yields:
3 d||g
vt - el -0 %
e dt \ |0 161>

0=

Substituting % = —VLy(6) gives:
b —VLo(0) 9] — 0 U
dt 16112 '

dje|l

o » hote that

To compute
61l = (97 6)"/2.
Differentiating, we obtain:
ajeff _ 1 rdé 1 7
b W@ p W@ (=VLo(8)).
Using the homogeneity property 6 ' V.Lo(0) = L Lo(6), this simplifies to:
gl L Lo(0)

a9

Substitute this back into the expression for fl—f
g —VLo(6) 116l +6 ="
dt 16112

This can be simplified as: ~
g —VLy(0 ) 4
dt E

L Lo(0).

We wish to express the right-hand side in terms of #. Using the scaling property of the gradient for a
homogeneous function, we have

VLo (0) = [|0I* =1V Lo (0),
and recalling that
07V Lo(0) = L Lo(0),
we finally obtain:
d9

o = —01-=2V £(8) + 1014007 VLo(@) = —[10]4~ (T~ 807 ) V.£o(0).
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A.2  EXPLOSION IN ESCAPE DIRECTION
Proposition A.2. If at some time t( the parameter satisfies
O(to) =p with pe LY?SPY and VLo(p) = —sp,
then for all t > t the normalized direction remains constant, and the norm ||0(t)|| satisfies
(I0Cto)I>F + (2= L)Ls(t —to)) ™", ifL#2

0t)| =
ON=1 ot exp(25(t — to)), ifL =2

Proof. Using the chain rule we have

i _ 1 T@:_ 1
O =51 °® & = e

0(t) VL (0(1)).

Using Euler’s theorem,
0(t) VLo (0(t)) = L Lo(6(2)),

we obtain

d L
FP0l =3

e =0 (6))-

Since 0(t) = ||0(t)||0(t) and by homogeneity
Lo(0(2)) = 10)1" Lo(6(1)),
and because 0(t) = 6(to) forall t > to with Lo(6(t9)) = —s, we deduce
Lo(0(1)) = —slo(®)]|".

Substituting this back, we have

d L
26 = — e (=5 100)11F) = Ls o)1 *".
dt 16l
Defining R(t) = ||6(¢)||, the above becomes the separable ordinary differential equation
dR _
o LsR*, R(to) = [|0(to)]]-

Case 1: L # 2. We separate variables:
R'"MdR = Lsdt.
Integrate from ¢ to ¢:

R(t) t
/ R'"IdR = | Lsdr.
R(to) to

The left-hand side integrates to

R2-L R@®) R(H)*L — R(t)**

2—L Rto) 2—L '
Hence,

ROME - R™

2-L
Solving for R(t) gives
R(t)>F =R(te)* L +(2—L)Ls(t —ty),

or equivalently,
1

o)l = (I1o(to)|*~F + (2 = L)Ls (t —t0)) * F .
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Case 2: L = 2. The ODE reduces to

dR
&t 9
i SR,

which is linear. Its unique solution is
R(t) = R(t(]) exp(2 S (t — t())),

that is,
10(t)| = [18(to) || exp (2 (t —to)).

A.3 OPTIMAL SPEED IS INCREASING IN DEPTH

Proposition A.3. Given a depth L network with Ly(0) = —sq for so > 0 and ||0||* = L, we can
construct a network of depth L + k for any k > 1 with parameters ' that satisfies ||0'||> = L + k
and Ly(0") < Ly(0). Therefore, the optimal escape speed s* (L) is a non-decreasing function.

Furthermore, in the deeper network, we have Rank(Zy,) = Rank Wy, = 1 forall L' > L and
Zy = Z, forall L' > L.

Proof. We denote with Wy _.; the i-th column of W, and with W, ;. the i-th row of W,. We can
decompose the trace using the columns W7, .; and rows Wy, _y ;. in the following way:

Tr(GTZ.) =Y Tr[GT Wi .io(Wp_1:Z1-2)).

i=1
The negative contribution is entirely due to the W, matrix as the application of the activation function

yields a non-negative matrix. For this sum there exists some i* € [wy,] that maximizes the negative
contribution so that for all i € [wy]:

Tr [GTWLy.i*J(WL,LZ'*.ZL,Q)} S Tr [GTWLV.Z'O'(WL,Li.ZL,Q)}

X

where Z denotes the normalized vector T = We define a new network of depth L + £ using the

. 2
following matrices W,:
W1~
0
WL1=\/Z||WL,.i||||WLu.n o,
i :
0
WL+k:\/Z”WL,~iH”WL1,i-|| (WL,-i* o o0 --- 0)7
1 0 O
. oo o0 -
We=1. . . |, ¢=L,....L+k—-1,
00 --- 0

Wy=W,, (=1,2,...,.L—2

We observe that the trace of the new network is lower or equal to the trace of the original network:
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Tr [GTZL_%} =Tr {GTWL+}gU(WL+k—1,i~ZL+k—2)}

wy,

=Tr [GTWL,@*U(Wqu*.Zsz)] Z WL WL 1.l
i1
wr, B _
<Y WL llliWe1a || Te[GTW o (W14 Z12)]
im1

= Z Te[GT Wy, .i0(Wi_1,.21-2)]
i=1

=Tr[GTZ].

The norm of the new network is :

L-2

16]1* = ZIIWell2+QZIIWL W=l + &

(=1 i=1

L

< wel? + &
=1

<L-+k

A.4 Low RANK BIAS
A.4.1 WEAK CONTROL

Before presenting our results we will describe a simple lemma that’s useful to our proofs.
Lemma A.4. For a depth-L network with ||0?|| < L we have that

L
H [Wellr <1
=1

Proof. This essentially follows from the AM-GM inequality:

9|2 L 1
AOIF, ZHW 2% = L)t =TT

and using the bounded norm assumption

m

16112
L )

L L
2 2

17 =12>(

O

Proposition A.5. Given that Tr[G " Z1] < —so, for some constant s > 0 and ||0||* < L then for
any ratio p € (0, 1) there are at least (1 — p)L layers that are approximately rank 1 in the sense that
the singular values s; of Z satisfy

Diz2 5 < olog | X|lF + log |Gl F — log s0

21‘21 512 B pL

3
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Proof. We expand the activations,

L-1 L-1
1Z8 117 _ 1224115 H 1271113 v 11 1221
1Zcll® 12l 1Z70% 1= 122113,
Where the operator norm of a matrix is its largest singular value.
Since Z, = W, Zj_,, we have

1ZellF < IWell 2122415,

So by using lemma[A.4]

o L—-1 o L-1 o - o
12741135, I 1271112, H 12717 - H 1Z711%
1ZL % 12 1% 12715 — - 122115,

(=1

On the other hand we have that

IZ8 %Gl - 12817
™Gz T 2l

since the inner product is always lower than the norm product.

Now by combining the above we get

H HZg 1% HZSII%IIGH%
Py 12, = Tr[GT Z.)?

Taking the log on both sides,

L-1
og 1B IEIG]
log || 27 I — log |1 Z7 |15, < :
; "= " neTz

By contradiction, we see that for any ratio p € (0, 1), there can be at most pL layers where

log || X||F + log |G| F — log so
pL '

log || Ze|lp —log (| Zellop >

That is there is at least (1 — p) L layers where

. 52 7 2
2122 t—o1— | EHOP < 2log||Z||r — 21og || Zellop < 2

log | X||F + log |G|l F — log so
Zizl 87 1 Zel1%

pL

A.4.2 STRONG CONTROL ON ALMOST RANK 1 INPUT

The following result shows that if the input of the network is approximately rank-1, here encoded as
wvT 4+ X, where u, v are non-negative entry-wise vectors and X is a matrix of small norm IX||F <e
then all layers are approximately Rank-1 too at the optimal escape direction.

Proposition A.6. Consider the minimizer 0* = argmin|jg|2<r Tr [GTY[g(uvT + X)} where u,v €
R™, w,v > 0 entry wise and | X ||p < € for some € > 0. Then for all £ we have:

Dina 5t (W) Yisesi(27) 128 — Zi||% <3 G| F .

Zi21 s7(We)’ Zz>1 s:(Z27) N Zdlz ~ st~ [|Gllre
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T

Proof. In the case where the input is only the rank 1 matrix uv ' we can see that

Tr[G Yo(uww )] = Tr[v" GTYy(u)] = v G Yy(u)
and therefore the minimum is achieved when the alignment is maximized:

minjgje<rv’ G Yp(u) = —[|Goll||ul.
When ||0]|? < L it s true that

L
IYo(uvT) = Yo(uo™ + X)||r < [T IWellrIXr < e
{=1

as a consequence of the Cauchy-Schwarz inequality.
We can also see that

| Tr[GTYo(w " + X)] — Tt [GT Yo(uwvT)]| < |G| re.

At the minimum * = arg minyg 2, Tr[G T Yy(uv " + X )| we observe that

Tr[GTYg*(uvT +X)] < Tr[GTYé(uvT + X)] < —Gollllull + |G| re

where 6 = arg min Tr [GTYy(uvT)].
On the other direction we get
Tr [GTY(,* (wv” + X)) >—Tr I:GTYQ* (uvT)} — |G|lFe

>
> —[[Gull[IYe- (W)l = [|Gllre ©)

where we used the Cauchy-Schwarz inequality in the last line.

Combining the two, we get

o)l | 20Gle
] Gl

and since ||0]|?> < L it is also true that the LHS of the above inequality is upper bounded by 1.

‘We can also see that

il
¥y (wo " + )| Y5 (Dl —e _ TRl ~ Tl

u
luvT + X[ = JuoT|[+e 1+ arer

and by using the above inequality we get

T 20GIr 9 1
W Cwv” + X oy TGolllel ~ “Telllel, 4 _ o

luo™ + X L+ mir

|Gl 1
IGollull [lelflvl

)e.

Now we can expand the activations,

1Yy (o + X)|| _ 5

luvT + X||

| Zellr 1271117
Z7 \lF 1 Zeallr

g
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and using the fact that [ [, |[We||r < 1

L L
0Le—1||F (—1IlF 0Le—1||F |1 4p—11IF

11 WeZeillr 1274 >HHWZ | 1284l

o IWlE I ZEllp | Zealle — 5 1 2740lF 11 Ze-allF

We split the norm of the activations using the inequalities

IWeZg_illr _ [Wellopll ZZslle _ [ Wellop
IWellpllZg_1llr = IWellpllZZ_1 Il [IWellr

and
Wezg_ille _ IWellpllZ2_1llop _ 1281 llop
IWellpll Z7_1lle = IWellpllZZ_1llr - 12711l F
so we get
L
Wollon 1 Z7_1llop, |1 Z7_ G 1
[[min Wl 1220l 122 sl o LR
P IWellp " 127_1lp ~ | Ze-1lF [Golll[ull  [lul[[|v]

By squaring and rearranging the terms we get for the first ratio:

2122 ;( ) < 4( IGllF + )e
>iz1 51 (We) IGullllull [l
which further simplifies to
21‘225?(W€) |Gllr

<8 €.
2@1 s7(We) [Gollllull

Using inequality @ we observe that:

[Gollllull = s* = |Gl re

and hence

Zizzsf(Wf) <3 |GllF
i1 51 (We) = st — ||Gllre

We proceed similarly for the singular values of Z,.

For the matrices Z, and Z7 we note that their Frobenius inner product is zero, so

1ZelF =122 1% + 120 — 22 %

Re-arranging gives the inequality

Z7 — Zy||% G
127 - Zilt g 1Glr
1Z05 =5 = IGlre

20

&)



Under review as a conference paper at ICLR 2026

A.4.3 STRONG CONTROL

We can combine the above two statements to show that at the maximum escape speed, the final layers
will be almost rank-1. To prove that we first apply proposition[A.5]to find a layer ¢, that is almost
rank-1. We need an additional lemma that ensures that we can select non-negative singular vectors
for the largest singular value of the activation Z;, . Then we can apply proposition [A.6|to conclude
that all layers £ > ¢y will be approximately rank-1.

Lemma A.7. For A € R™*"™ with non-negative entries and s, its largest singular value we can find
right and left singular values u1, vy for s; which are non-negative entry-wise.

Proof. The right singular vector for s; satisfies

ATAul = S1U1
and since A is non-negative A" A is also non-negative. We can now apply an extended version of
the Perron-Frobenius theorem for non-negative matrices to select the eigenvector u; > 0 entry-wise.

Now we select
B Au1

S1

U1

which is a left singular vector as it satisfies Av; = sju; and since A, u are non-negative, v is also
non-negative. O

Theorem A.8. Consider an optimal escape direction

0* = arg min Tr I:GT}/Q}
lel2=L

with optimal speed s* = minjg2=, Tr [GTYQ], then for all layers £ we have:

D Si(We) Xiso8(Z7) (|28 — Zil|% - c
dis1 s7(We)’ D1 s:(Z28)" Nzl ~ st —ct2

where ¢ = v/2||X|[r||G||r/log [ X]|F +log |G]|r —log s™.

/—3

Proof. We denote Yy, .o, (X) = Wy,0(Wy,—1...0(Wy, X)...) the network when only the layers from
¢y to {5 are applied.

Using proposition[A.5]we can find layers ¢y < {1 < ... < £, < L that satisfy[3|and are approximately
rank-1. We can select the minimum of those, ¢;.

Because the argument is valid for at least (1 — p) L of the L total layers, the earliest layer £y must
occur on or before the pL-th layer.

It is true that Z7 is non-negative entry-wise and so we can apply lemmato find non-negative
singular vectors uj, v that additionally satisfy

- - - o 12 108 [| X || F +log |G| — log s*
128, = s1(Zg o 17 =Y 57 < 21128, 1% oL
=2

log || X||r + log |G| — log s*
pL ’

< 2| X%

We now use the fact that for the layers ¢ > ¢, we are at the optimal escape direction 6*.

0* = arg min TT[GTYL:KOH(ZZ))]'

102:eq+1112=L—4o
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‘We can do that since:

minyg2—p, Te[GTYp] < miny, s jemr—t T[GT Viety41(Z7,)]

We can now apply proposition on the sub-network Y7,.¢,+1. For all layers ¢ > £, we have that:

2122 s7(We) ZizQ 522(227) HZET*ZA@? <3 ¢ 1

Yz St We) Eimy 51(Z7)" 2l L= 7 VL

X X
where ¢ = 1X1£1Gle | /510 IXIFIGL.

We see that, since p € (0, 1) was chosen arbitrarily, we can choose p = % for any ¢. Then since
¢y < pL = ¢ the above inequality will hold for any ¢-th layer with £ > c2.

O
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B MNIST TRAINING DETAILS

We train a 6-layer fully connected neural network (multilayer perceptron, MLP) without biases on
the MNIST dataset, using the cross-entropy loss. The network comprises one input layer, four hidden
layers, and one output layer. Each hidden layer contains 1000 neurons. The weight matrices have the
following dimensions:

« Input layer: W; € R784x1000

« Hidden layers: 1V; € R1000x1000 for j — 2 3 4 5
 Output layer: W ¢ R1000x10

The weights are initialized from a normal distribution with mean 0 and standard deviation 1/1000.

We train the model for 1000 epochs using a batch size of 32. The learning rate at each step is adjusted
dynamically according to:

10
Ir(t) = ———

1o1*
where

6

1612 =D IIWi(@)lI%
i=1

and || - || p denotes the Frobenius norm.

Each MNIST image z is normalized using the dataset-wide mean p and standard deviation o of the
pixel values:

255 —
T /255 =t
g

This standardization ensures that the input distribution has approximately zero mean and unit variance,
which helps stabilize training.

A more complete picture of how the singular values of the weight matrices evolve during training is
presented in 3]

We repeated the same experiment with depth-4 fully connected network and we report our findings in
figure 4]
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Figure 3: Deeper layers show a stronger bias toward low-rank structure than earlier layers on
MNIST. Top two rows: Top 10 singular values of the weight matrices for layers 1-6 including input
and output layer over training time. Bottom: Training loss trajectory on MNIST.

C SUPPORTING MATERIAL FOR SECTION [4]

C.1 FINDING THE MAXIMAL RANK-ONE ESCAPE SPEED

Picking up the argument from the proof sketch of Example[I] we have a network function equal to
f(X) = £o(W1 X), where W, = [cos(¢), sin(¢)] and the sign is chosen to give a positive escape
speed. Applied to the dataset of Example [T]and noting that at most four points will have nonzero
function value at a given time, one finds an escape speed is equal to

s = ‘COS(f + g) —cos(§) + COS(5 - %) - cos({ B g)

where £ = ¢ mod (7). See Figure|5|for a depiction of this periodic function. Its maximal value of
s = /2 — 1 falls at multiples of Z.

) (6)
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Figure 4: Depth-4 MLP with small initialization on MNIST. Top two rows: Top 10 singular values
of the weight matrices for layers 1—4 including input and output layer over training time. Bottom:
Training loss trajectory on MNIST.
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Figure 5: Visualization of Equation@
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Figure 6: Visualization of all training runs of projected gradient descent on Example This plot

shows all training runs in the experiment of FigureEl
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