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Abstract001

Equipped with the capability to call functions,002
modern LLM agents can leverage external tools003
for addressing a range of tasks unattainable004
through language skills alone. However, the005
effective execution of these tools relies heav-006
ily not just on the advanced capabilities of007
LLM agents but also on precise user instruc-008
tions, which often cannot be ensured in the009
real world. To evaluate the performance of010
LLM agents tool-use under imperfect instruc-011
tions, we meticulously examine the real-world012
instructions queried from users, analyze the er-013
ror patterns, and build a challenging tool-use014
benchmark called Noisy ToolBench (Noisy-015
ToolBench). We find that due to the next-token016
prediction training objective, LLM agents tend017
to arbitrarily generate the missed argument,018
which may lead to hallucinations and risks.019
To address this issue, we propose a novel020
framework, Ask-when-Needed (AwN), which021
prompts LLM agents to ask questions to users022
whenever they encounter obstacles due to un-023
clear instructions. Moreover, to reduce the man-024
ual labor involved in user-LLM interaction and025
assess LLM agents’ performance in tool utiliza-026
tion from both accuracy and efficiency perspec-027
tives, we design an automated evaluation tool028
named ToolEvaluator. Our experiments demon-029
strate that the AwN significantly outperforms030
existing frameworks for tool learning in the031
NoisyToolBench. We will release all related032
code and datasets to support future research.033

1 Introduction034

LLMs have undergone remarkable development035

since OpenAI introduced ChatGPT-3.5 (Bang et al.,036

2023). This model demonstrates a significant ad-037

vancement in solving multiple tasks, including038

code generation (Dong et al., 2023; Sakib et al.,039

2023; Feng et al., 2023), machine translation (Jiao040

et al., 2023; Peng et al., 2023), even game play-041

ing (Wu et al., 2024). However, despite their im-042

pressive capabilities, LLMs often struggle with043

complex computations and delivering accurate, 044

timely information (Qu et al., 2024). Tool learn- 045

ing emerges as a promising solution to mitigate 046

these limitations of LLMs by enabling dynamic 047

interaction with external tools (Schick et al., 2024). 048

The incorporation of tool usage capabilities 049

marks a pivotal step towards enhancing the intel- 050

ligence of LLMs, pushing them closer to exhibit- 051

ing human-like intelligence. The integration of 052

tool usage allows LLMs to perform a broader ar- 053

ray of complex and varied tasks, including manag- 054

ing emails, designing presentations, and browsing 055

the web to gather real-time information. For ex- 056

ample, LLMs can perform complex calculations 057

using a calculator tool, access real-time weather 058

updates through weather APIs, and execute pro- 059

gramming code via interpreters (Qin et al., 2023a; 060

Schick et al., 2024; Mialon et al., 2023; Yang et al., 061

2023a). Toolformer (Schick et al., 2024) is a pio- 062

neering work in empowering language models with 063

self-learning capabilities for tool usage. Then, sig- 064

nificant research efforts have been directed toward 065

accessing a wider variety of tools or using multiple 066

tools simultaneously to resolve a single query, such 067

as Gorilla(Patil et al., 2023), RestGPT (Song et al., 068

2023) and ToolLLM (Qin et al., 2023b). 069

Despite the significant strides made, existing 070

frameworks and benchmarks often operate under 071

the assumption that user instructions are always 072

explicit and unambiguous, a premise that diverges 073

from real-world scenarios (Qin et al., 2023a; Song 074

et al., 2023; Patil et al., 2023). Due to the feature of 075

API calls, it requires precise user instructions since 076

the arguments for the function call can hardly toler- 077

ate ambiguity. We find that due to the next-token 078

prediction training objective, LLMs tend to arbitrar- 079

ily generate the missed argument, which may lead 080

to hallucinations and risks (as the example shown 081

in Figure 1a). Furthermore, as the tasks assigned to 082

LLMs grow in complexity, multiple and sequential 083

API calls are needed to resolve a single task. This 084
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(a) The execution process of previous frameworks.
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(b) The execution process of our framework.

Figure 1: The motivating example of our Ask-when-Needed (AwN) framework.

complexity amplifies the challenge, as any error in085

the sequence of API calls can culminate in an out-086

come that strays from the user’s original intention.087

Hence, LLMs tool-use under unclear instruction is088

an important but rarely investigated direction.089

To address this oversight, we conduct a system-090

atic analysis of actual user instructions, identifying091

and categorizing potential issues into several key092

areas. These include instructions lacking essen-093

tial information, instructions with ambiguous ref-094

erences, instructions containing inaccuracies, and095

instructions that are unfeasible for LLMs to execute096

due to the limitations of the tools available. Build-097

ing on this observation, we meticulously design098

a noisy instruction benchmark, named NoisyTool-099

Bench, which is pimarily used for assessing the100

capability of LLMs to detect ambiguities in user101

queries and to pose relevant questions for clarifi-102

cation accordingly. Specifically, NoisyToolBench103

includes a collection of provided APIs, ambiguous104

queries, anticipated questions for clarification, and105

the corresponding responses.106

To improve the performance of LLMs tool-use107

under unclear instructions, we propose a novel108

framework called Ask-when-Needed (AwN). Our109

key insight is encouraging LLMs to proactively ask110

questions to seek clarifications from users when111

uncertainties arise during instruction execution. By112

facilitating dialogue throughout the process, our113

method aims to ensure the accurate invocation of114

functions (See Figure 1b)115

To evaluate the performance of LLMs tool-use116

under unclear instruction, we design several inno-117

vative metrics from the accuracy and efficiency118

perspectives. For accuracy, we measure the LLMs’119

proficiency in asking appropriate clarifying ques-120

tions, their ability to execute the correct function121

calls, and their success in delivering final responses122

that meet the users’ needs. For efficiency, we calcu- 123

late the average number of redundant asked ques- 124

tions and the average number of actions required to 125

complete the instruction. An ideal LLM should 126

achieve higher accuracy with fewer number of 127

queries. Recognizing the labour-intensive nature of 128

manually communicating with LLMs and verifying 129

all execution results, we also innovatively design 130

an automatic evaluation system, ToolEvaluator, to 131

streamline the whole process. ToolEvaluator lever- 132

ages the advanced problem-solving capabilities of 133

GPT-4o to communicate with LLMs and automati- 134

cally evaluate the performance of LLMs’ tool-using 135

under unclear instruction. Our experiments on 6 136

LLMs and 2 tool-using frameworks demonstrate 137

that the AwN significantly outperforms existing 138

baseline methods for tool learning in the Noisy- 139

ToolBench. 140

The key contributions of this research are sum- 141

marized as follows: 142

• We conduct a systematic study on real-world user 143

instruction for tool utilization and categorize the 144

prevalent issues into four distinct categories. 145

• We create and release a novel benchmark, Noisy- 146

ToolBench, which can be used to evaluate the 147

performance of LLMs’ tool-using under imper- 148

fect user instruction. 149

• We design five evaluation metrics from both ac- 150

curacy and efficiency perspectives and introduce 151

an automatic evaluation system, ToolEvaluator, 152

that can proxy users to interact and assess LLMs. 153

• We introduce a novel framework, named AwN 154

method, to prompt LLMs to actively ask ques- 155

tions to request clarifications from users when 156

facing uncertainties. Experimental results show 157

that AwN can significantly improve the LLMs’ 158

tool-using under unclear instructions. 159
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2 Related Works160

Tool Learning for LLMs. LLMs have recently161

made significant advancements, with ChatGPT be-162

ing recognized as a major step towards achieving163

AGI (Wu et al., 2023; Lund and Wang, 2023; Jiao164

et al., 2023). These LLMs possess strong reason-165

ing capabilities, enabling them to perform increas-166

ingly complex tasks (Liu et al., 2023). However, to167

progress further towards AGI, it is crucial for LLMs168

to master the utilization of tools. Toolformer is the169

first innovative AI model designed to use several170

specialized tools, such as a web browser, a code in-171

terpreter, and a language translator, within a single172

framework (Schick et al., 2023). The model’s abil-173

ity to seamlessly switch between these tools and174

apply them contextually represents a significant ad-175

vancement in AI capabilities. Recent studies like176

RestGPT (Song et al., 2023) and ToolLLM (Qin177

et al., 2023b), have connected LLMs with real-life178

Application Programming Interfaces (APIs), allow-179

ing them to sequentially employ multiple external180

tools to solve user queries. The tool-augmented181

approach empowers LLMs to use various kinds182

of tools to do more sophisticated tasks, showcas-183

ing an enhanced level of capability compared to184

pure LLMs. Besides, API-Bank (Li et al., 2023),185

ToolAlpaca (Tang et al., 2023), ToolBench (Qin186

et al., 2023b), ToolQA (Zhuang et al., 2023) and187

RestBench (Song et al., 2023) are exemplary bench-188

marks to systematically evaluate the performance189

of tool-augmented LLMs performance in response190

to user’s queries. However, current models often191

ignore the situations in which users might not give192

exact instructions, which can result in the tools not193

working properly. Thus, our study aims to tackle194

this specific challenge by developing a new bench-195

mark specifically for ambiguous instructions.196

Prompting LLMs for Decision Making. In cer-197

tain situations, addressing user queries may re-198

quire more than a single API call. This necessi-199

tates the effective division of the overarching task200

into smaller, more manageable components, which201

presents a significant challenge. Prior research has202

focused extensively on enhancing LLMs’s ability203

to effectively plan and execute complex tasks. The204

’Chain of Thought’ prompting approach facilitates205

advanced reasoning by introducing intermediate206

steps in the reasoning process (Wei et al., 2022).207

The ReAct methodology improves the integration208

of reasoning and action, enabling LLMs to take209

informed actions based on environmental feedback210

(Yao et al., 2022). Meanwhile, Reflexion is de- 211

signed to reduce errors in the reasoning process 212

by revisiting and learning from previous mistakes 213

(Shinn et al., 2023). DFSDT expands upon Re- 214

flexion, allowing LLMs to evaluate various options 215

and choose the most viable path (Qin et al., 2023b). 216

In our work, we innovatively involve users in the 217

process of executing instructions. Our approach, re- 218

ferred to as AwN, motivates LLMs to consider the 219

necessity of requesting further information from 220

users during each tool invocation round. This strat- 221

egy aims at clarifying users’ ambiguous instruc- 222

tions to help execute the tasks in alignment with 223

the users’ intentions. 224

Learning to Ask. Since user queries may not al- 225

ways be clear, and the execution of LLMs may 226

encounter uncertainties and ambiguities, learning 227

to ask questions has emerged as a challenging yet 228

crucial research area (Rao and Daumé III, 2018; 229

Kuhn et al., 2022; Andukuri et al., 2024). For 230

example, some researchers introduce a learning 231

framework that empowers an embodied visual nav- 232

igation agent to proactively seek assistance(Zhang 233

et al., 2023). Recently, similar ideas have been 234

adopted in the software engineering, leveraging a 235

communicator to enhance the reliability and quality 236

of generated code (Wu, 2023). Our work focuses 237

on the tool-learning scenario, which is more sensi- 238

tive to the user’s unclear query. A concurrent study 239

(Qian et al., 2024) also focuses on the reliability 240

of tool-learning systems under unclear instruction. 241

However, they did not systematically examine real- 242

world user behavior, leading to the limited and bi- 243

ased nature of their dataset that doesn’t accurately 244

capture user errors. Our research addresses this 245

shortfall by starting with a user analysis. Addition- 246

ally, Qian’s methodology depends significantly on 247

human manual interaction and assessment of LLM 248

performances, which is time-consuming and hard 249

to reproduce. In contrast, we introduce an auto- 250

mated evaluation method that can proxy humans to 251

communicate with and automatically evaluate the 252

performance of LLMs. 253

3 Noisy ToolBench 254

Several tool-learning benchmarks have been intro- 255

duced to assess LLMs’ ability in tool utilization. 256

However, these benchmarks overlook the potential 257

ambiguity in users’ instruction, which might hin- 258

der LLMs from executing tasks as intended by the 259

user. For instance, as depicted in Figure 1a, if a 260
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user inquires, "How is today’s weather" without261

specifying the location, LLMs cannot accurately262

activate the APIs to fetch the correct weather in-263

formation. This scenario underscores the critical264

role of interaction between users and LLMs in exe-265

cuting instructions accurately. However, previous266

tool-learning benchmarks only contain perfect user267

instruction in a one-query-one-execution manner.268

To create a realistic benchmark for ambiguous269

instructions, the initial step involves a systematic270

examination of the common errors in user instruc-271

tions that could complicate correct execution by272

LLMs. Therefore, we first collect real-world user273

instructions that are problematic. Then, we classify274

these instructions into various categories based on275

their characteristics. Lastly, we manually create276

our dataset, ensuring it reflects the distribution of277

errors found in the real-world user instructions.278

3.1 User Instruction Analysis279

To analyze the issues in real-world user instruc-280

tion, we recruit human annotators to write user281

queries according to the API provided. Firstly, we282

select 100 APIs from the ToolBench (Qin et al.,283

2023b), containing real-world RESTful APIs span-284

ning 49 categories, ranging from sports to finance.285

Secondly, we hire 10 volunteers, who have a Bach-286

elor’s degree, are proficient in English, and have287

experience using LLMs. We provide them with the288

100 APIs, and then ask them to write down an in-289

struction to prompt LLMs to call each API, ending290

up with 1000 user queries. Finally, we manually291

identify the problematic user queries and catego-292

rized them as follows.293

• Instructions Missing Key Information (IMKI):294

These are user instructions that omit crucial de-295

tails necessary for the successful execution of a296

function. An example of IMKI would be, "Set297

an alarm to wake me up" without providing a298

specific time. Asking for more information is299

needed when encountering this issue.300

• Instructions with Multiple References (IMR):301

These user instructions include elements that can302

be interpreted in several ways, potentially lead-303

ing to confusion for LLMs in understanding the304

user’s actual intent. For example, an IMR in-305

stance is "I want to know the director of the306

movie ’The Matrix’," where the ambiguity arises307

because there are multiple versions of ’The Ma-308

trix’, each possibly having a different director.309

This issue is similar to IMKI but is more subtle310

and difficult to detect. Pointing out potential ref-311

Type of Issue Ratio
Instructions Missing Key Information (IMKI) 56.0%
Instructions with Multiple References (IMR) 11.3%
Instructions with Errors (IwE) 17.3%
Instructions Beyond Tool Capabilities (IBTC) 15.3%

Table 1: Distribution of problematic instructions.

erences and asking for clarification are needed 312

when encountering this issue. 313

• Instructions with Errors (IwE): This category 314

consists of user instructions that contain the nec- 315

essary information for executing a function, but 316

the information is incorrect. An example of IWE 317

is, "Please help me to log in to my Twitter. My 318

user account is ’abcde@gmail.com’ and the pass- 319

word is ’123456’," where the user might have 320

provided the wrong account details or password 321

due to typographical errors. Asking for the cor- 322

rect information is needed when encountering 323

this issue. 324

• Instructions Beyond Tool Capabilities (IBTC): 325

These are user instructions that request actions or 326

answers beyond what LLMs can achieve with the 327

available APIs. In such cases, the existing tool- 328

augmented LLM frameworks might randomly 329

choose an available API, leading to an incorrect 330

function call. This scenario highlights the need 331

for LLMs to recognize their limitations in tool 332

usage. Telling the user that the query is beyond 333

the capabilities and refusing to generate API calls 334

are needed when encountering this issue. 335

Table 1 shows the ratio of the four issues, where 336

the most common issue in the instructions is "In- 337

structions Missing Key Information", with a sig- 338

nificant 56.0% of all errors. This issue is a clear 339

indication that users often do not provide adequate 340

information to effectively use the APIs. Addition- 341

ally, issues such as "Instructions with Errors" and 342

"Instructions Beyond Tool Capabilities" were iden- 343

tified at rates of 17.3% and 15.3%, respectively. 344

3.2 Data Construction 345

Our user instruction analysis reveals that there are 346

four kinds of instruction issues that may lead to 347

LLMs’ tool utilization failures: Instructions Miss- 348

ing Key Information (IMKI), Instructions with Mul- 349

tiple References (IMR), Instructions with Errors 350

(IwE), and Instructions Beyond Tool Capabilities 351

(IBTC). So, we build our benchmark with the four 352

issues by intentionally modifying the problem-free 353

instructions from well-established datasets to prob- 354

lematic ones. We first select 200 data with problem- 355
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free instruction from ToolBench and then manually356

modify the user instructions to make them suffer357

from the four kinds of instruction issues. Then358

we annotate the expected questions that LLMs359

should ask when facing each imperfect user query,360

which will be used to measure whether LLMs can361

ask the right questions, as well as the answer to362

the question, which will be used to proxy the hu-363

man responses. We conduct a two-round cross-364

verification to ensure the quality of the annotation.365

Each data is annotated and verified by different peo-366

ple and any disagreement data will be re-annotated367

until reach a consensus. Finally, each data entry368

in NoisyToolBench has the following five compo-369

nents: the imperfect user query, the available APIs,370

the questions that LLMs should ideally ask, the an-371

swers to these questions, and the expected function372

calls along with their respective arguments.373

4 Ask-when-Needed Prompting374

Previous approaches to tool-using often overlooked375

the importance of user engagement during the376

reasoning and planning stages. To address this377

oversight, we introduce a new prompting strategy378

named Ask-when-Needed (AwN). The key insight379

is prompting LLMs to detect the potential flaws in380

user instructions and proactively seek clarifications381

by asking questions before generating the API call.382

AwN is built upon widely-used tool-using meth-383

ods, such as CoT and ReAct. As in Figure 2, we384

introduce an additional step before the generation385

of API calls. This step involves presenting all avail-386

able information to the LLMs, including the user387

query and API guideline, and prompting them to388

determine the adequacy and correctness of user in- 389

struction. If LLMs identify any missing argument 390

needed for function execution based on the API’s 391

requirements, they are encouraged to ask questions 392

to the user for this information. AwN prompts 393

LLMs not to generate any API call until obtaining 394

all the necessary information. In other words, only 395

if no further information is needed, they can bypass 396

the query step and directly initiate the API call. We 397

also provide various kinds of specific instructions 398

and demonstration examples for different kinds of 399

instruction issues. 400

You are AutoGPT, tasked with processing user
requests through a variety of APIs you have
access to. Sometimes, the information provided
by users may be unclear, incomplete, or
incorrect. Your main responsibility is to
determine if the user’s instructions are
sufficiently clear and detailed for effective
use of the APIs. Here’s your strategy:
1. If user instructions are missing crucial
details for the APIs, pose a question to obtain
the necessary information.
2. If the user’s instructions appear to be
incorrect, delve deeper by asking questions to
clarify and rectify the details.
3. If the user’s request falls outside the
capabilities of your current APIs, notify them
that you’re unable to meet the request by
stating: ”Due to the limitation of the toolset,
I cannot solve the question”.
...

401

5 Experiments 402

In this section, we evaluate the performance of our 403

Ask-when-Needed (AwN) prompting technique on 404

the NoisyToolBench dataset. We first introduce 405

the evaluation metrics, where we specify the crite- 406

ria used to assess the effectiveness of AwN. Then, 407

we describe the evaluation pipeline, detailing the 408

step-by-step process employed to measure AwN’s 409

performance. Lastly, we discuss the main experi- 410

ments, presenting the results and findings from our 411

comprehensive testing of the AwN technique. 412

5.1 Evaluation Metrics 413

We evaluate the performance of LLMs’ tool-using 414

under unclear instructions from two perspectives: 415

accuracy and efficiency. The accuracy assessment 416

aims to measure the LLMs’ capability to make 417

correct decisions during the instruction execution 418

phase and to generate accurate final answers. In 419

contrast, the efficiency assessment focuses on the 420

number of redundant decisions made by the LLMs, 421

considering that unnecessary communication could 422

lead to a waste of processing time. Specifically, we 423
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[Pre-Defined Answer]

Automatic Interaction

Figure 3: Illustration of the Auto-Interaction module.

design the following five metrics:424

• Accuracy 1 (A1). A1 evaluates the capability425

of LLMs to ask the anticipated questions that426

pinpoint the ambiguous elements in user instruc-427

tions. A1 is considered a success if the LLMs428

manage to ask the correct questions at any point.429

Conversely, it is deemed a failure if they do not.430

• Accuracy 2 (A2). A2 assesses the ability of431

LLMs to use all available information to invoke432

the correct API calls. It is deemed a success433

if the LLMs call all the anticipated APIs with434

the correct arguments. If they fail to do so, it is435

considered a failure.436

• Accuracy 3 (A3). A3 measures the ability of437

LLMs to extract the anticipated information from438

previous API calls to fulfill the user’s instruc-439

tions. This is achieved and considered a success440

if the user’s instructions are successfully exe-441

cuted. If not, it is regarded as a failure.442

• Average Redundant Asked questions (Re).443

This metric evaluates the quantity of irrelevant444

or redundant questions asked by LLMs during445

the instruction process. Irrelevant questions are446

those that do not meet the initial expectations of447

the query, and redundant questions include those448

that are repetitive or have previously been asked.449

This metric is crucial for assessing the LLMs’450

ability to precisely identify the ambiguous as-451

pects of user instructions and to formulate ap-452

propriate questions to clarify these uncertainties.453

The larger the value, the worse the performance.454

• Steps. Steps quantifies the average number of455

actions required to complete an instruction, in-456

cluding inference generation, asking questions,457

and conducting API calls. A smaller number in-458

dicates fewer unnecessary steps in the instruction459

execution process, signifying a more efficient460

and direct approach to accomplishing the task.461

5.2 Auto-Evaluation Pipeline 462

To assess how LLMs perform under unclear instruc- 463

tions, interacting with LLMs and making assess- 464

ments are needed. Previous work employs individ- 465

uals to interact with and evaluate LLMs throughout 466

the entire evaluation process, which is inefficient 467

and not reproducible. To address this, we design 468

an automated evaluation method named ToolEval- 469

uator to proxy this process. ToolEvaluator can 470

automatically interact with LLMs and assess their 471

performances. 472

Auto-Interaction. ToolEvaluator can proxy 473

the user’s communication with LLMs. When 474

LLMs post a question, ToolEvaluator calculates 475

the semantic similarity between the asked ques- 476

tion and the expected question by the sentence- 477

transformer (Reimers and Gurevych, 2019). If the 478

similarity is higher than a threshold, ToolEvaluator 479

replies with the predefined answer to the LLMs. 480

Otherwise, this question is treated as an irrelevant 481

question and ToolEvaluator replies with a standard 482

reply of "Sorry, I cannot provide additional infor- 483

mation about this.". This approach streamlines the 484

evaluation process by reducing the need for human 485

interaction with LLMs, as illustrated in Figure 3. 486

Auto-Assessment. ToolEvaluator can also auto- 487

matically assess how well LLMs perform under 488

ambiguous instructions according to the five met- 489

rics introduced above. A1 measures whether LLMs 490

can ask the right question. ToolEvaluator calculates 491

the semantic similarity between the LLMs-asked 492

question and the expected question to asses A1. A2 493

measures whether LLMs can conduct correct API 494

calls. Following the previous works (Yang et al., 495

2023b; Chiang and yi Lee, 2023; Wang et al., 2023; 496

Yuan et al., 2023), ToolEvaluator adopts GPT-4o 497

as a judge to identify whether the generated API 498
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Model Framework IMKI IMR IwE IBTC

A1(%) A2(%) A3(%) A1(%) A2(%) A3(%) A1(%) A2(%) A3(%) A1(%)

gpt-3.5

CoT 0.74 0.36 0.22 0.20 0.24 0.12 0.5 0.24 0.16 0.38
+ AwN 0.74 0.44 0.24 0.86 0.46 0.20 0.74 0.48 0.28 0.48

DFSDT 0.64 0.16 0.12 0.60 0.18 0.16 0.48 0.14 0.14 0.46
+ AwN 0.88 0.52 0.46 0.88 0.56 0.48 0.72 0.42 0.36 0.64

gpt-4

CoT 0.74 0.48 0.32 0.72 0.52 0.36 0.52 0.26 0.24 0.34
+ AwN 0.94 0.62 0.50 0.76 0.44 0.38 0.48 0.34 0.34 0.94

DFSDT 0.82 0.16 0.16 0.70 0.28 0.26 0.54 0.12 0.10 0.54
+ AwN 0.80 0.56 0.48 0.80 0.50 0.44 0.52 0.38 0.36 0.94

gpt-4o

CoT 0.52 0.48 0.34 0.18 0.28 0.16 0.12 0.12 0.10 0.10
+ AwN 0.90 0.58 0.36 0.80 0.46 0.30 0.60 0.44 0.32 0.92

DFSDT 0.58 0.20 0.18 0.26 0.18 0.16 0.18 0.06 0.04 0.08
+ AwN 0.88 0.60 0.46 0.90 0.52 0.36 0.64 0.46 0.38 0.94

deepseek-v3

CoT 0.44 0.40 0.20 0.24 0.28 0.24 0.10 0.14 0.14 0.30
+ AwN 0.70 0.52 0.36 0.70 0.54 0.46 0.40 0.30 0.26 0.98

DFSDT 0.42 0.30 0.26 0.60 0.20 0.18 0.22 0.12 0.12 0.48
+ AwN 0.72 0.52 0.42 0.82 0.52 0.48 0.54 0.38 0.36 0.98

gemini-1.5

CoT 0.22 0.18 0.10 0.22 0.10 0.02 0.08 0.12 0.06 0.52
+ AwN 0.86 0.40 0.18 0.74 0.24 0.08 0.58 0.28 0.22 0.68

DFSDT 0.62 0.02 0.02 0.6 0.08 0.04 0.36 0.06 0.02 0.48
+ AwN 0.82 0.40 0.12 0.76 0.28 0.04 0.66 0.36 0.26 0.70

claude-3.5

CoT 0.24 0.26 0.20 0.12 0.28 0.24 0.08 0.26 0.24 0.30
+ AwN 0.54 0.5 0.5 0.32 0.30 0.24 0.34 0.34 0.26 0.88

DFSDT 0.26 0.18 0.14 0.12 0.18 0.18 0.12 0.20 0.18 0.62
+ AwN 0.52 0.44 0.42 0.32 0.30 0.18 0.36 0.36 0.30 0.86

Table 2: Assessing the accuracy of various LLMs using different prompting methods in our benchmark.

calls are the same as the expected API calls. A3499

measures whether LLMs can correctly generate the500

final answer. ToolEvaluator adopts GPT-4o as a501

judge to identify whether the final answer aligns502

with the user’s intent. For measuring the efficiency,503

ToolEvaluator counts the number of generated irrel-504

evant questions as Re and counts the total number505

of actions during the process as Steps. All the de-506

tails can be found in the Appendix due to the space507

limitation.508

5.3 The Effectiveness of ToolEvaluator509

Since ToolEvaluator is an automatic evaluation510

method, the evaluation can be inaccurate due to511

the imperfect nature of AI techniques, such as sen-512

tence transformer or GPT-4o as the judge. In this513

section, we conduct a human annotation to validate514

the effectiveness of ToolEvaluator. Specifically,515

we randomly select 50 cases and ask annotators516

to assess the accuracy and efficiency, according to517

the evaluation metrics mentioned above. Then we518

compare the assessment results from ToolEvalua-519

tor and human annotators. ToolEvaluator achieves520

90% accuracy, indicating its effectiveness. 521

5.4 Experimental Setup 522

We evaluated the performance of AwN against two 523

baseline methods, chain-of-thought (CoT) (Wei 524

et al., 2022) and depth-first search-based decision 525

tree (DFSDT) (Qin et al., 2023b), which are two 526

widely-used tool-learning methods. All the ex- 527

periments are conducted with several LLMs as 528

engines, gpt-3.5-turbo-0125, gpt-4-turbo-2024-04- 529

09, gpt-4o-2024-11-20, deepseek-v3, gemini-1.5- 530

flash-latest and claude-3-5-haiku-20241022, using 531

the default setting. Since an ideal reaction under 532

Instructions Beyond Tool Capabilities (IBTC) is 533

telling the user that the query is beyond the ca- 534

pabilities and refusing to generate API calls, its 535

performance in A2 and A3 are measured neither. 536

5.5 Main Result 537

We evaluate the performance of AwN as well as the 538

baseline methods on our NoisyToolBench dataset. 539

The accuracy-related results are shown in Table 2 540

and the efficiency-related results are in Table 3. 541
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Model FrWork IMKI IMR IwE IBTC

Re Steps Re Steps Re Steps Re Steps

gp
t-

3.
5 CoT - 4.46 - 4.02 - 3.90 - 2.10

+ AwN 0.66 5.36 1.1 5.98 0.76 5.08 - 2.40

DFSDT - 12.82 - 12.80 - 13.82 - 5.50
+ AwN 1.44 16.94 0.98 11.24 0.94 11.68 - 3.94

gp
t-

4

CoT - 4.00 - 3.98 - 3.34 - 2.04
+ AwN 0.16 3.94 0.20 3.94 0.36 3.46 - 1.16

DFSDT - 83.96 - 21.04 - 22.40 - 4.06
+ AwN 0.48 9.82 0.74 13.08 0.62 9.42 - 2.10

gp
t-

4o

CoT - 3.00 - 2.98 - 2.48 - 1.28
+ AwN 0.62 3.86 0.70 3.96 0.46 3.18 - 1.10

DFSDT - 5.98 - 9.58 - 5.78 - 8.98
+ AwN 0.86 6.70 1.18 7.68 0.88 8.56 - 1.14

de
ep

se
ek

-v
3 CoT - 4.20 - 3.52 - 3.12 - 1.18

+ AwN 0.20 3.88 0.06 3.60 0.04 2.92 - 1.10

DFSDT - 59.08 - 41.70 - 24.24 - 11.64
+ AwN 1.16 15.86 1.80 24.60 1.20 11.82 - 1.32

ge
m

in
i-

1.
5 CoT - 4.00 - 4.12 - 2.86 - 4.52

+ AwN 0.42 6.44 0.68 6.36 0.48 4.54 - 1.46

DFSDT - 750.80 - 685.00 - 725.14 - 559.78
+ AwN 5.34 445.16 9.08 532.56 1.94 411.18 - 1.46

cl
au

de
-3

.5 CoT - 2.64 - 3.40 - 3.04 - 1.90
+ AwN 0.18 3.74 0.33 1.03 0.36 3.76 - 1.68

DFSDT - 3.34 - 9.64 - 5.98 - 4.26
+ AwN 0.76 6.74 0.80 17.46 1.04 13.08 - 2.76

Table 3: Assessing the efficiency of various LLMs using
different prompting methods in our benchmark.

AwN enhances the capability of LLM Agents542

to ask pertinent questions across different is-543

sues. For example, as is shown in Table 2, AwN544

improved the A1 scores from 0.52 to 0.90, from545

0.18 to 0.80, from 0.12 to 0.60, and from 0.10 to546

0.92 for gpt-4o-based CoT as well as from 0.58 to547

0.88, from 0.26 to 0.90, from 0.18 to 0.64 and from548

0.08 to 0.94 for gpt-4o-based DFSDT.549

Asking the right question leads to the better550

generation and execution of API calls. Besides551

the significant improvements on A1, AwN also552

achieves considerable performance in generating553

correct API calls (A2) and returning the expected554

final answer (A3). For example, AwN improved555

the A2 scores from 0.48 to 0.58, from 0.28 to 0.46,556

from 0.12 to 0.44 for gpt-4o-based CoT as well as557

from 0.20 to 0.60, from 0.18 to 0.52, from 0.06 to558

0.46 for gpt-4o-based DFSDT.559

AwN can improve most of the LLM agents560

without generating excessive unnecessary ques-561

tions. As is shown in Table 3, AwN only leads562

to 0.16, 0.20, and 0.36 redundant questions for563

gpt-4-based-CoT, as well as 0.48, 0.74, and 0.62564

redundant questions for gpt-4-based-DFSDT.565

However, a few LLM agents tend to ask more566

irrelevant or redundant questions, as indicated by 567

the higher Re scores in Table 3. For example, in 568

Gemini-1.5-based DFSDT, where the average num- 569

ber of redundant questions is 5.34, 9.08, and 1.94. 570

This suggests that while the AwN aids in identify- 571

ing and addressing ambiguities in user instructions, 572

it also leads to a less efficient querying process. 573

AwN can reduce the average cost of LLM’s 574

tool-using. The average number of steps mea- 575

sures the cost of LLMs’ tool-using. As is shown 576

in Table 3, adopting AwN can reduce the num- 577

ber of actions, especially for gpt-4-based DFSDT, 578

deepseek-v3-based-DFSDT and gemini-1.5-based- 579

DFSDT. Although AwN can lead to a higher cost 580

for a few LLM agents, such as claude-3.5, con- 581

sidering the significant performance improvements 582

achieved, the moderate increase in cost is justifiable 583

and worthwhile. 584

6 Conclusion 585

This study explores how unclear user instructions 586

hinder modern LLMs’ tool usage. To investi- 587

gating the common error patterns in real-world 588

instructions, we propose: (1) Noisy ToolBench 589

(NoisyToolBench), a novel benchmark for evalu- 590

ating LLM performance under ambiguous instruc- 591

tions; (2) Ask-when-Needed (AwN), an innovative 592

approach enabling LLMs to request clarification 593

when uncertain; and (3) an automated evaluator 594

(ToolEvaluator) to assess accuracy and efficiency. 595

Experimental results show that the AwN algorithm 596

markedly surpasses existing methods in the Noisy- 597

ToolBench dataset and significantly improves the 598

performance of LLMs’ tool-using under unclear 599

user instructions. 600

Limitations 601

This paper has two limitations: 602

1. Although AwN can improve the performance, 603

there is still a big gap to perfect. We hope that 604

this work can serve as the first stepping stone, 605

inspiring future researchers to delve deeper into 606

this field of study. 607

2. The automatic evaluation process is not 100% 608

accurate, leading to some potential false neg- 609

atives and false positives. In the future, more 610

efforts are needed to build a more reliable auto- 611

evaluation method. 612
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