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Abstract

We consider robustness to distribution shifts in the context of diagnostic models in healthcare,
where the prediction target Y, e.g., the presence of a disease, is causally upstream of
the observations X, e.g., a biomarker. Distribution shifts may occur, for instance, when
the training data is collected in a domain with patients having particular demographic
characteristics while the model is deployed on patients from a different demographic group.
In the domain of applied ML for health, it is common to predict Y from X without considering
further information about the patient. However, beyond the direct influence of the disease
Y on biomarker X, a predictive model may learn to exploit confounding dependencies
(or shortcuts) between X and Y that are unstable under certain distribution shifts. In
this work, we highlight a data generating mechanism common to healthcare settings and
discuss how recent theoretical results from the causality literature can be applied to build
robust predictive models. We theoretically show why ignoring covariates as well as common
invariant learning approaches will in general not yield robust predictors in the studied setting,
while including certain covariates into the prediction model will. In an extensive simulation
study, we showcase the robustness (or lack thereof) of different predictors under various data
generating processes. Lastly, we analyze the performance of the different approaches using
the PTB-XL dataset, a public dataset of annotated ECG recordings.

1 Introduction

As predictive machine learning models are being increasingly relied upon in high-stakes domains, understanding
their robustness under distribution shifts is crucial. In this work, we discuss this aspect in the context
of the diagnostic setting in healthcare, where the goal is to diagnose the presence of disease Y given a
reading of a relevant biomarker X. Importantly, this setting implies that the target of the prediction Y is
causally upstream from the covariates X, which is why in the machine learning literature, this setting is
commonly referred to as anti-causal (Scholkopf et al., [2012). Additionally, we may have access to a patient’s
metadata V', e.g., age or body mass index (BMI), which often also affect the biomarker as well as the disease
prevalence. In this case, V gives rise to confounding dependencies between X and Y which may change
under certain distribution shifts. If a predictive model that only takes the biomarker X as input learns to
exploit such dependencies, often referred to as “shortcuts”, performance may deteriorate under distribution
shifts. Distribution shifts may occur, for instance, when the training data is collected in a domain with
patients having particular demographic characteristics while the model is deployed on patients from a different
demographic group, a common issue that needs to be considered in most applications of machine learning for
healthcare.

1.1 Related work

Recently, there has been growing interest in studying the robustness of machine learning models under
distribution shifts (e.g. |Quionero-Candela et al| (2009); |Storkey| (2009)); Koh et al.| (2021)); |Geirhos et al.
(2020)). One way to circumvent the adverse effects of distribution shift is in a data-driven way, by learning
representations invariant to the shift by training the model on data coming from multiple “environments”



Under review as submission to TMLR

patd / 8 /
B0

(a) Spurious relation V < Y (b) Causal relation V — Y

Figure 1: Data generating processes considered in this work. Iy is an intervention variable, which describes
the assumed distribution shift. (a) The “spurious relation process” features a spurious relation between Y
and V, through a confounding variable C, and has been considered in the ML literature (Heinze-Deml &
[Meinshausen, 2021} [Veitch et al., 2021; Makar et al. [2022} [Puli et al., 2022). This setting requires that the
marginal P(Y') remains invariant across distribution shifts. (b) In the “causal relation process”, the shortcut
variable V' is a direct cause of the outcome Y, shifting the marginal P(Y') when Iy shifts the marginal P(V).

or “domains” (Ganin et al., 2016; Peters et al., 2016} [Heinze-Deml et al., 2018} |Rothenhéusler et al., 2021}
|Arjovsky et all [2019; Magliacane et al., |2018; Krueger et al.| [2021)) where the relevant distribution shifts are
already present in some form. The caveat of this approach is that it requires training data from a range of
distribution shifts, which might not always be available.

In settings without annotated training data from various environments, but access to domain knowledge,
another line of work focuses on modelling the full data generating mechanism along with the expected
distribution shifts to derive modelling strategies that ensure robustness under such shifts (Pearl & Bareinboim)
[2011}; [Subbaswamy et all, 2019, [Subbaswamy & Sarial, [Subbaswamy et al.l 2022} [Heinze-Deml &
Meinshausen| 2021} [Veitch et al., [2021; Makar et al., [2022; Puli et al., [2022). Recently, there has been a
special focus on a particular kind of spurious relation between covariate V and Y as depicted in Fig.
However, in many applications of interest—such as the diagnostic setting in health—there can exist not only
spurious relations between V' and Y (Fig. [la)), but also ones where V has causal influence on Y (Fig.

One illustrative example for a causal relationship between V and Y is that the body mass index (BMI) is
causally related to a host of conditions, e.g., left ventricular hypertrophy (LVH) (Lorell & Carabellol [2000)).
BMI is not “spurious” in the sense that it is merely associated with LVH, but can directly cause changes in left
ventricular mass, which in turn can lead to LVH (Himeno et al., 1996)). However, a shift in the prevalence of
elevated BMI can shift the association between a signal—e.g., an electrocardiogram (ECG)—that is influenced
by both BMI and LVH.

In the literature on applications of ML to healthcare diagnostics, many works do not take advantage of
additional covariates V when designing their predictors, and use solely the key biomarker X without an
explicit explanation for this design choice. For example, there is a long line of work using machine learning
to predict cardiovascular diseases from the ECG signal without considering usage of the available auxiliary
covariates such as age, BMI, or sex (Strodthoff et al., 2021} Mehari & Strodthoff, M Smigiel et al., M';
KKiyasseh et al., |2021; Nonaka & Seital 2021} |Attia et al., [2019bga; \Galloway et al., 2019; Hannun et al., 2019),
while there exists evidence from the medical literature that the underlying process follows Fig. (Rodgers
let al., 2019; Lorell & Carabellol [2000; [Himeno et al., [1996)). In other diagnostic problems, e.g., diagnosing
diseases from chest X-rays, we find the same pattern in the literature where the available auxiliary covariates
are ignored (Rajpurkar et al., [2017} [Suriyakumar et al., 2023} [Adam et al. [2022; Jiao et al [2021). This array
of applied work in the health domain shows that it is not standard practice to include additional covariates
such as demographics into prediction models, but instead many works choose to not include certain or any
of them. In this work, we highlight that this can lead to unrobust predictors whose performance can be
negatively affected by distribution shifts around these additional covariates, as summarized below.

1A similar problem setting is considered by the fairness literature QKilbertus et al.L |2017t |Kusner et al.L |2017D.
“Storkey| (2009) considers similar settings, where X causes Y, under the names of source component shift and mizture
component shift.
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1.2 Contributions

We analyze the possible consequences of omitting certain covariates on the performance of predictive models
under distribution shift in each of the settings in Fig. [l To that end, we leverage recent theoretical results
from the causality literature (Pfister et al.,|2021; |Subbaswamy et al., |2022]) and provide an extensive simulation
study on a synthetic data generating process. We find that in the causal relation setting, (Fig. , learning
predictors based on representations invariant to auxiliary covariates V', or not using those covariates at all,
can result in predictors that lack robustness with respect to shifts in the distribution of V. The solution that
achieves the optimal robustness is to include the auxiliary covariates V' as inputs to the predictor. On the
other hand, our simulation study also highlights that including V' in the spurious relation setting (Fig.
can make predictors less robust than simply ignoring V—in this setting invariant learning techniques should
still be preferred. This highlights the importance of determining which of the settings the problem under
consideration belongs to. Lastly, we consider PTB-XL (Wagner et al., [2020), a publicly available dataset of
annotated ECG recordings, and we outline a procedure one can use to diagnose which of the settings applies,
in cases when data from the target domain is available.

With this work, we aim to didactically highlight the difference between the two settings, draw the attention
of the community to this phenomenon, and reconsider the common design choices in this area—we advise
that ML practitioners in the healthcare domain carefully model the data generating process to assess whether
including auxiliary covariates is appropriate in their setting.

2 Problem Setting

Consider predicting the outcome Y (e.g., the presence of a disease) from a biomarker X (e.g., an ECG
recording) in the presence of an auxiliary covariate V' (e.g., age or BMI), in a setting where the data generating
process between Y and X is anti-causal, i.e., where Y has a causal effect on X. We also assume V has
a causal effect on X. The two considered settings in Fig. [1| differ in their relationship between V and Y:
in Fig. [Ta] there is a spurious relation between V and Y, while in Fig. V has a causal effect on Y. We
consider distribution shifts that occur under interventions on V' (e.g. shifts in the age or BMI distribution).
These distribution shifts are indicated via the intervention variable Iy, (Pearl, [2009). In each setting, the
goal is then to seek a predictor that performs well across the class of distributions that are generated by the
interventions which we contrast below:

Spurious relation V <> Y In the setting illustrated by the graph in Fig. the goal is to develop a
predictor that is robust to shifts across the family of related probability distributions

Papur = {Ps(X[Y, V) P(Y) P (V[Y)}, (1)

for a source distribution, denoted by s, and shifted target distributions, indexed by ¢ € T*P*" as in
Makar et al.| (2022). All target distributions in this family of distributions thus factor as P;(X,Y,V) =
P(X|Y,V)P,(Y) P(V|Y), i.e., they vary from the source distribution only in P(V|Y"), while P(X|Y,V) and
P(Y) remain unchanged. Notably, the assumption that P(Y) remains the same across all potential shifted
distributions can be unrealistic in applications like healthcare. For example, we would expect the prevalence
of heart diseases (Y') to be higher in an older population (V).

Causal relation V — Y If] instead, the auxiliary covariate V is a direct causal parent of the outcome Y,
as depicted in Fig. we wish to be robust to distribution shifts inside the following family of distributions,
indexed by t € Teeuse:

Peause = {PS(X|K V)PS(Y|V)Pt(V)} (2)

where we allow for a changing marginal distribution of P(V'), while holding the conditional distributions
P(Y|V) and P(X|Y,V) fixed.

Methods introduced in [Pfister et al.| (2021); |Subbaswamy et al.| (2022) allow to derive stability properties
of predictors from the causal graph, relying on d-separation (Pearl, 2009). In the following, we first apply
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the notion of stable sets from |Pfister et al.| (2021 before also providing a direct derivation for readers not
familiar with d-separation.

Exploiting the notion of stable sets, we can derive which sets of predictors are associated with the same
conditional distribution of Y across different interventions on V' by observing which sets of covariates
d-separate Iy and Y in the graph in Fig. [[B] All such stable sets must contain the covariate V to d-separate
Iy and Y (as the path Iy — V — Y needs to be blocked (Pearl, 2009))). The predictive distribution derived
from the source distribution that conditions on X and V is then invariant across the entire family, i.e.,
P.(Y|X,V) = P(Y|X,V), whereas the predictive distribution that only conditions on X is, in general, not
invariant, i.e., Ps(Y|X) # P,(Y|X). Similarly, since the empty set is not stable, we have that P,(Y) # P.(Y)
in general.

We summarize this insight in the following proposition and provide a direct derivation for readers not familiar
with the graphical notions used above in Appendix [A]

Proposition 1 For any element Py € Peqyse as defined in Eq. (2)), it holds that P,(Y|X,V) = Ps(Y|X, V).
Furthermore, for such a P, in general P,(Y|X) # Ps(Y|X) as well as P,(Y) # Ps(Y) .

Hence, in a scenario in which the data generating mechanism from Fig. applies, {V, X} should be used
as input to the predictive model and a predictor using only {X} would not be robust to the considered
distribution shifts. Finally, the assumption of P,(Y) = Ps(Y') as required by [Makar et al.| (2022) does not
hold for P.yyuse in general.

Remark 1 Proposition 1 generalizes to an arbitrary (finite) number of auziliary covariates Vi, ..., Vpy,
as long as they each cause both Y and X, in a way such that the resulting distribution shifts are of the
form P2 . ={Ps(X|Y,V1,..., Vi) Ps(Y V1, ..., Vi) Pe(V1, ..., Vi) }. The proof is analogous to the proof of
Proposition 1. Note that this does not assume any particular relationship between the different V;, i.e. their

joint Py(Vi, ..., V) can factor in an arbitrary way for this to hold.

3 Simulation study

To illustrate our theoretical claims about the consequences of distribution shift in a data generating process
with causally influencing covariates V', we set up a synthetic model:

PV =1)=p, P(Y =0|V =0) = po,

PIXY = .V = ) = N ity 1), PY =1V =1)=p1. )

This model is constructed to allow to analyze the shifts of the family P.qyse, where P(V') can be shifted by
varying p, while P(Y|V) and P(X|Y,V) remain fixed. We obtain P(Y|X) and P(Y|X,V) in closed form,
which allow us to form predictors with argmax, P(Y =y|-)—we will refer to these as “predictor P(Y|-)".
The performance metrics, area under the receiver operating curve (AUC) and accuracy, are estimated based
on 2'¢ samples drawn from the target joint distribution P,(X,Y, V).

Throughout this section, we will compare the performance of two distinct kinds of predictors: target and
source predictors, using distributions P;(Y|-) and Ps(Y]-), respectively. The target predictors P;(Y]-) are
oracle predictors: they are obtained from the target joint distribution P;(X,Y,V) itself, and so they are
not influenced by the distribution shift. Hence, the performance of P;(Y|-) will be the upper bound on
the distribution shift robustness of any predictor conditioned on the same information. Nevertheless, the
performance metrics of predictors P;(Y|-) will change as we vary the parameter p which we use to vary the
degree of distribution shift, because it is the exact form of the distribution P,(X,Y, V) that decides about
the intrinsic difficulty of the regression or classification problem. On the other hand, the source predictors
P,(Y]-) are trained on the source joint distribution Ps(X,Y, V) and evaluated on the samples from the
target joint distribution P;(X,Y,V), and so they exhibit both degradation due to the distribution shift as
well as the variation in performance due to the change in the intrinsic difficulty of the target distribution.
Considering P;(Y|-) and Ps(Y|-) in tandem allows us to disentangle both effects.
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Figure 2: The four likelihood conditionals P(X|Y, V'), one for each combination of Y, V, for all three scenarios.

We also compare the performance of those predictors to a representative of the invariant learning methods
mentioned in Section a predictor P, (Y|X) trained according to the method introduced by Makar et al.
(2022). This method involves learning a representation of covariate X such that it is distributed independently
of the covariate which is assumed to be spuriously correlated with Y, in our case V', and then forming a
predictor based on that learned representation. Since this method entails a learned, rather than analytically
derived, predictor, we perform a sweep over the relevant training hyperparameters. In order to consider the
most optimistic case for the P, (Y|X) baseline’s performance, we consider the hyperparameter setting most
optimal according to the area under the accuracy-vs-P; (V') curve, which would have typically not be available
as a selection criterium during the training procedure. In each of the figures, we present the mean and
standard deviation over 100 training runs with the best hyperparameter setting. For details, see Appendix

The predictors P(Y|-) are computed analytically while the invariant predictor P,,(Y|X) has to be learned
empirically, which raises the question—is there a gap in performance between the analytical predictor and
the empirically learned ones? In Appendix [C] we show that for all three scenarios the empirically learned
predictors P!(Y|-) corresponding to the closed-form P,(Y|-), with hyperparameters chosen in the same
fashion as for P, (Y]X), reach performance very close to that of Ps(Y|-).

Even for a model as simple as Eq. , we can obtain qualitatively different behaviors for different choices of
the parameters of the data generating process. Below, we consider two illustrative scenarios for the model in
Eq. and then consider the behavior of the presented estimators in the setting of a spuriously correlated
features model as per Py, in Eq. and Fig.

3.1 Scenario 1: P(Y|X,V) recovers lacking robustness of P(Y'|X) for shifts in P,yyse

Firstly, we consider a case where the performance of the predictor P(Y|X) is severely impacted by the
distribution shift, and, as the result, the robust predictor Ps(Y|X, V) can shine. We choose the parameter
values resulting in likelihoods presented in Fig. PY=0V=0)=02, P(Y =1V=1)=0.9, poo=
=1, p10=1,p0,1=3, p1,1,=—3.

In this setting, there are two effects worth paying attention to. Firstly, the relationship between X and Y is
opposite for the two different values of V' in that for V' = 0, the larger the value of X, the higher the likelihood
of Y = 1, while for V" = 1, the lower the value of X, the higher the likelihood of ¥ = 1. The predictor
P(Y|X), which does not have access to the value of V', is not able to account for this effect. Secondly, for
V =1 (dashed), the conditionals for Y = 0 and Y = 1 are separated more than when V = 0 (solid), hence
making the classification problem P(Y|X, V) easier.

In Fig. |3l we compare the performance of the predictors Ps(Y|X) and Ps(Y|X,V) across the family of
distributions Pequyse, where the marginal P;(V = 1) has been shifted w.r.t. the source distribution marginal
P,(V =1) =0.4. As predicted by theory, Ps(Y|X,V)’s performance does not degrade w.r.t. the optimal
P.(Y|X,V) in neither accuracy, nor AUC, as P;(V) shifts further away from Ps(V'). On the other hand, the
performance of Ps(Y|X) degrades w.r.t. the optimal P;(Y|X) in terms of both accuracy and AUC, even
performing worse than a random predictor for strong distribution shift at p > 0.8. Again, note that the
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Figure 3: Scenario 1: AUC (left) and accuracy (right) of the models P,(Y|X) and Ps(Y|X,V), the oracle
predictors P, (Y|X) and P,(Y|X,V), and the invariant predictor P,,(Y]X) of [Makar et al.| (2022)), as a
function of the target marginal P,(V) = p, with source Ps(V) = 0.4 (grey dashed vertical line). Note that
P.(Y|X,V) and P,(Y|X,V) almost perfectly overlap, up to the stochasticity of the estimation procedure.
For P,,(Y|X), we present the mean and std. dev. of the best hyperparameter setting according to the area
under the accuracy-vs-P; (V) curve over 100 training runs. See the main text for details.

focus here is not on the comparison of the absolute performance between the predictors P.(Y|X,V) and
P.(Y|X), but on the difference between the empirical performance of the trained predictors Ps(Y|-) and their
corresponding optimal predictors P(Y'|-)—this gap quantifies the loss of performance of a given predictor
due to distribution shift. The absolute performance of individual predictors P(Y|-) is changing due to the
change in intrinsic difficulty of the classification problem, as discussed at the beginning of Section [3] In
comparison, the invariant predictor P, (Y|X) of Makar et al.| (2022)) may perform better or worse than
P,(Y|X) for varying distribution shift, but generally lacks robustness w.r.t. P;(Y|X), similarly to P(Y|X).

3.2 Scenario 2: Marginal difference in robustness of P(Y|X,V) vs. P(Y|X) for shifts in P.yyse

Next, we consider a scenario where the effect of the distribution shift on the performance of the standard
predictor P(Y'|X) is limited, even if the shift follows P.qyse. This can happen when knowing V' in addition to
X does not help the predictive performance to begin with, e.g., because under all distribution shifts the effect
of Y on X is much more pronounced than the effect of V on Y, or in the trivial case when V' can be expressed
as a deterministic function of X and therefore P(Y|X,V) = P(Y|X). In our simulation, the former case
can be achieved with parameter values: P(Y =0V =0)=0.15, P(Y =1V =1)=0.3, poo0=—1, t1,0=0.92,
to,1=0.07, 1.1, =1.38, Ps(V =1)=0.5. We display the likelihoods P(X|Y,V) for this scenario in Fig.

We present the results for this scenario in Fig. [ In this scenario, while the generated shifts do belong to
Peause and one of the generative model’s parameters varies significantly, there is little to no difference in
downstream predictive performance, even under strong distribution shift. What is more, the performance
of the optimal predictors P;(Y|X) and P,(Y|X,V) is almost identical, and so is the performance of all the
other predictors, including the invariant predictor P, (Y|X), which perform at a level close to the theoretical
optimum through the entire spectrum of the distribution shift. Still, in general, while not improving over
P,(Y|X), using Ps(Y|X,V) does not hurt the performance even in this scenario, as indicated by the theoretical
results in Section [2 as long as the shifts under consideration remain in the family Peqyse-

3.3 Scenario 3: Neither P(Y|X,V) nor P(Y|X) robust for shifts in P,,,,, in general

In the two previous scenarios considered, we saw that for shifts of Pequse, the use of predictor P(Y|X,V)
instead of P(Y]X) can lead to large benefits in distribution shift robustness, and even if that is not the case,
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Figure 4: Scenario 2: AUC (left) and accuracy (right) of the models P, (Y |X) and Ps(Y|X,V), the oracle
predictors P;(Y|X) and P,(Y|X,V), and the invariant predictor P, (Y]X) of [Makar et al.| (2022), as a
function of the target marginal P;(V') = p, with source Ps(V) = 0.1 (grey dashed vertical line). For P, (Y |X),
we present the mean and std. dev. of the best hyperparameter setting according to the area under the
accuracy-vs-P; (V) curve over 100 training runs. See the main text for details.
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Figure 5: Scenario 3: AUC (left) and accuracy (right) of the models P, (Y |X) and Ps(Y|X,V), the oracle
predictors P;(Y|X) and P(Y|X,V), and the invariant predictor P, (Y|X) of [Makar et al.| (2022)), as a
function of the distribution shift under Pypyr: P(V = 1Y = 1) = P(V = 0]Y = 0) = p, with source
P, (V=1Y =1) = P(V =0]Y =0) = 0.2 (grey dashed vertical line). For P,,(Y|X), we present the mean
and std. dev. of the best hyperparameter setting according to the area under the accuracy-vs-P;(V) curve
over 100 training runs. See the main text for details.

it does not hurt the performance. However, what happens if the underlying shift does not belong to Pequse,
but rather to Psp,,? To investigate that question, we adjust the generative model in Eq. such that it
follows the distribution shift of the family Pspy,, where P(V|Y') can be shifted by varying p while P(Y") and
P(X]Y,V) will remain the same:

P(Y =1) = ps, P(V =0]Y =0) =p,

P(X|Y =,V = 0) = Njiyo, 1), PV =1y =1)=p. “
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Note that we keep P(V =0]Y =0) = P(V = 1|Y = 1) = p such that we can easily vary the degree of the
distribution shift using a single parameter p, drawing inspiration from Makar et al.| (2022]).

We present the results for one representative instantiation of this model in Fig. ol The parameters used are
P(Y=1)=0.22, po,0=—3.4, p1,0=—0.5, po,1=—1.7, p11,=0.0, Ps(V=0|Y =0)=P;(V=1|Y =1)=0.2, and
we display the likelihoods corresponding to this model in Fig. The most important observation is that
neither Ps(Y'|X) nor Ps(Y|X, V) are robust in this setting. Depending on the exact parameters of the model,
the source distribution parameter p, and the degree of the distribution shift, it is possible for either of the
two predictors to perform better than the other. In this setting, both predictors might exhibit a significant
gap between the source and the target variant, unlike in the P.qyse family. Also, in this setting, there is
no theoretical guarantee on the superiority of P(Y|X,V) and so if the shifts belong to Pspyr, conditioning
the predictor on V can lead to results that are less robust than for P(Y|X). Lastly, as expected, in this
particular setting, the invariant predictor Py, (Y |X) is slightly more robust than Py(Y|X).

3.4 Discussion

The predictive performance of a predictor that learns P(Y|X) on the source distribution can be strongly
impaired by a distribution shift in P(V') in the anti-causal setting. For the data generating process from Fig.
as showcased in Section using a predictor that learns P(Y|X, V) can recover the desired robustness.

On the other hand, there exist scenarios in which the distribution shift follows the setting from Fig. [ID] but
the resulting performance improvement is negligible (Section . Still, in this setting, using P(Y|X, V) does
not hurt the performance in comparison to P(Y|X).

Lastly, as expected, using a predictor P(Y|X, V) can harm performance if the data generating process follows
the spurious setting Pgpyr (Eq. & Fig. . Therefore, it is important to characterize the data generating
process and the shift as well as possible to choose an appropriate predictor.

4 Experiments on health data

In this section, we conduct experiments on real, publicly available health data, the PTB-XL data set of
annotated ECG recordings (Wagner et all, 2020)). We induce synthetic distribution shifts of varying strength
in the test sets. Our goal is to showcase how the proposed theory and the learnings from the simulation
study can be applied in practice. Firstly, we verify that the shift we induce belongs to Peqyse, rather than
the Pgpyr family. Then, supported by the theory, we add V' to the model input. As shown by the simulation
study, we know that the impact on performance may vary depending on whether this combination of data
generating process and induced distribution shift resembles more Scenario 1 or Scenario 2. In this case, the
results yield evidence that we are in Scenario 2 and adding V' improves the performance only marginally and
not consistently, however as expected without hurting the performance compared to P(Y|X).

4.1 Experimental setup

Data We use the PTB-XL data set (Wagner et al. [2020). It contains 21,837 clinical 12-lead ECG recordings
from 18,885 patients. Each recording is 10 seconds long and is processed following previous literature at a
frequency of 100 Hz (Strodthoff et all 2021). Each ECG recording is annotated with an ECG statement
that can be grouped into 5 classes of superdiagnostics: normal ECG (NORM), conduction disturbance (CD),
myocardial infarction (MI), hypertrophy (HYP), and ST/T changes (STTC). We set up our experiment as a
multi-label binary classification problem for the 4 superdiagnostic categories that indicate abnormal ECG.
Furthermore, the data set contains an annotation of patient’s age for 21,748 of the recordings, rounded to
integer values. We use these annotations as a V' variable.

Model and training We use the best performing model in the supervised deep learning benchmark analysis
by |Strodthoff et al.| (2021)), a xresnet1d101 model. We use the publicly available tsai library (Oguizal [2022)
to implement the xresnet1d101 model and obtain test set performance that is similar to the one reported in
Strodthoff et al.| (2021) (using the same training, validation, and test splits). When incorporating the integer
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Figure 6: Validation of shifts for V=Age. For each of the 4 superdiagnostics (subplots), we show P(Y|V4 = v)
per v € {< 50, 50 — 63, 63 — 74, 74+} (leftmost group of bars in subplot to rightmost group of bars in
subplot) for the original, unshifted test set (dark purple) and the shifts introduced in Section Equal
height of bars inside each group of bars is indicative for constant P(Y|V') across evaluation sets.

valued V' as input to the predictors P(Y'|X, V), we use FILM (Perez et al., 2018) to account for the influence
of V. We explored other methods of incorporating information about V' (e.g., concatenating its value to the
last layer representations before the linear mapping to logits) but found them to be less effective than FiLM.

Inducing distribution shifts We induce a distribution shift in the test set by changing P(V') in comparison
to the original test set, which follows the same distribution as the training set. To this end, we discretise
age such that V4 € {< 50, 50-63, 63-74, 74+} serves as a demographic variable. These age thresholds
were chosen to yield sufficient samples per bin, and approximately correspond to the quartiles of the age
distribution. We deliberately sample subsets of the test set such that the subsets contain a specific percentage
of data points belonging to the highest age quartile, i.e., above 74 years. We increase this percentage from 25%
(corresponding to the original training and test distributions) to 90%. For example, the shifted evaluation set
“T0% 74+ consists of 70% of samples from the test set from people that are over 74, and 30% from people
that are at most 74 years old. We account for the resulting variance in the results by running evaluations
over 10,000 independently sampled subsets, and reporting averages and standard deviations.

4.2 Verifying that shifts belong to P.,,s. rather than P,

As discussed in Section it is important to first verify that the (target) distributions resulting from the
shifts induced belong to the family Pegyse, i-€., that while P(V) changes, P(Y|V) and P(X|Y,V) remain
unchanged. In our case, we have access to some amount of V)Y data from the target domain at the time of
the development of the system. In this case, we can verify that P(Y|V) remains unchanged by counting. In
Fig. [6] we verify that indeed P,(Y|Va) & Ps(Y|Vy4) for all ¢ under inspection. Here, the source distribution s
is the one of the subsampled according to the original training and test distribution, i.e., with 25% of the
samples being older than 74 years (column ‘25% 74+’). We can see that for all the target distributions ¢
introduced by the shifts in Section (remaining columns), P(Y|V4 = v) remains roughly constant for all
v € {< 50, 50-63, 63-74, 74+}. Also, the difference between P(Y|Vy = v;) and P(Y|V4 = v;) remains
prominent for all v; # v; € {< 50, 50-63, 63-74, 744} for all superdiagnostics and all shifts. As a result, we
can exclude Scenario 3 (Section .

Of course, data from the target domain is not always available. However in the health domain, in many cases
medical domain knowledge can be used to determine that P(Y|V) remains unchanged, even when data from
the target domain is not available. For example, we might know that the probability of a heart condition (V)
given patient age (V') is the same for country A (source) and country B (target).
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Figure 7: Comparison of the performance of predictors Ps(Y|X) and Ps(Y|X,V) on the PTB-XL dataset in
terms of AUC (left) and accuracy (right), as a function of the target marginal P;(V'), with source Ps(V) at
25% 74+, corresponding to the entire training dataset. Random predictor accuracy baseline omitted for clarity:
for HYP, starting at 0.88 decreasing to 0.84, and for all others, starting at < 0.80 and decreasing to < 0.70.

4.3 Results

As shown in the simulation study in Section [3] the impact of including V' into the model may vary even when
Peause applies. In Scenario 1, adding V' will make the predictor indeed more robust, while in Scenario 2,
adding V' will not improve the robustness but it will not hurt it either.

Fig. shows the area under the ROC curve (AUC) and predictive accuracy under the shifts in the family Pegyse,
comparing the performance of the learned predictors P(Y|X) and P,(Y|X,V). Unlike in the simulation
setting, with this dataset we cannot compare to oracle predictors P;(Y|-), as for the shifted distributions the
available subsets of the training set become too small (around 3500 points) to reasonably train our xresnet101
on P, directly. Thus, both methods here are trained on the full training set and evaluated by the mean of the
performance metrics they achieve on 10,000 draws of the shifted evaluation sets for each training run. Mean
and standard errors over 100 training runs are shown.

With the exception of AUC for the CD superdiagnostic, for both predictors Ps(Y|X) and Ps(Y|X,Y), and
for all remaining superdiagnostic categories, we observe a decrease in AUC and accuracy relative to a model
evaluated on the source population (‘25% 74+’).

We observe that to some extent, and in particular for MI and CD, performance under shift can be slightly
improved by incorporating V into our prediction, but overall, the relative gains are not very pronounced,
and not consistent throughout all superdiagnostic categories. Importantly, however, as predicted including
V' hurts neither original nor shifted test set AUC. This complies with our theory and the results of the
simulation study, and yields evidence that for this shift on PTB-XL, we find ourselves in Scenario 2. We
tested whether this is due to the fact that V' can be perfectly predicted from X, but found that this is not
the case—setting up a regression problem of predicting age V' using signal X allowed to infer V only up to
64% of explained variance. Similar as in Section the reason may be that the effect of Y on X is much
stronger than that of V' on Y, and at the same time that relationship is not changed much by changes in V.
Finally, since the theoretical considerations in Section [2| only concern population quantities, our estimates
based on finite samples may not inherit their robustness properties due to estimation errors. For example, it
is possible that our model has not learned the conditioning on V' correctly.
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5 Conclusion

In anti-causal prediction problems for diagnostic health applications, beyond the observation X (e.g., ECG,
X-ray), we often have additional covariates V (e.g., patient metadata) at our disposal. In many existing
works applying machine learning to health, these are ignored, or even used to make predictors invariant to
them. However, we show that in anti-causal settings in which covariates V' causally influence the outcome of
interest Y, rather than being spuriously related to them, P(Y|X) in general does not remain stable across
shifts in P(V), while P(Y|X,V) does. As such, regressing Y only on X to learn P(Y|X), or invariant
variations thereof, will lead to predictions that might not be robust under such shifts, while regressing Y on
X and V leads to the desired robustness. In a simulation study we identify both a scenario in which this
is particularly important, as well as a scenario in which the effect on robustness is negligible. Importantly,
we demonstrate that as long as the distribution shift does not belong to the spurious setting as per Fig.
learning P(Y'|X, V') can improve, but not decrease robustness over learning P(Y|X). Lastly, we analyze a
real world healthcare application of predicting diagnostic statements from ECG recordings. We show that
the (synthetically) induced shifts of patient age distributions indeed fall into the family Peyyse. Thus, our
theory and synthetic simulation predict that we can safely include the auxiliary covariates. We confirm this
also for this particular dataset where the gain is limited but the robustness is not weakened (akin to Scenario
2). We hope for our work to raise awareness when auxiliary covariates are useful to make machine learning
deployment in healthcare more robust to distribution shifts.

11



Under review as submission to TMLR

References

Hammaad Adam, Ming Ying Yang, Kenrick Cato, Ioana Baldini, Charles Senteio, Leo Anthony Celi, Jiaming
Zeng, Moninder Singh, and Marzyeh Ghassemi. Write it like you see it: Detectable differences in clinical
notes by race lead to differential model recommendations. In Proceedings of the 2022 AAAI/ACM Conference
on Al, Ethics, and Society, pp. 7-21, 2022.

Martin Arjovsky, Léon Bottou, Ishaan Gulrajani, and David Lopez-Paz. Invariant risk minimization. arXiv
preprint arXiv:1907.02893, 2019.

Zachi 1T Attia, Suraj Kapa, Francisco Lopez-Jimenez, Paul M McKie, Dorothy J Ladewig, Gaurav Satam,
Patricia A Pellikka, Maurice Enriquez-Sarano, Peter A Noseworthy, Thomas M Munger, et al. Screening for
cardiac contractile dysfunction using an artificial intelligence—enabled electrocardiogram. Nature Medicine,
25(1):70-74, 2019a.

Zachi I Attia, Peter A Noseworthy, Francisco Lopez-Jimenez, Samuel J Asirvatham, Abhishek J Deshmukh,
Bernard J Gersh, Rickey E Carter, Xiaoxi Yao, Alejandro A Rabinstein, Brad J Erickson, et al. An artificial
intelligence-enabled ecg algorithm for the identification of patients with atrial fibrillation during sinus
rhythm: a retrospective analysis of outcome prediction. The Lancet, 394(10201):861-867, 2019b.

Conner D Galloway, Alexander V Valys, Jacqueline B Shreibati, Daniel L Treiman, Frank L Petterson, Vivek P
Gundotra, David E Albert, Zachi I Attia, Rickey E Carter, Samuel J Asirvatham, et al. Development
and validation of a deep-learning model to screen for hyperkalemia from the electrocardiogram. JAMA
Cardiology, 4(5):428-436, 2019.

Yaroslav Ganin, Evgeniya Ustinova, Hana Ajakan, Pascal Germain, Hugo Larochelle, Francois Laviolette,
Mario Marchand, and Victor Lempitsky. Domain-adversarial training of neural networks. Journal of
Machine Learning Research (JMLR), 17(1), 2016.

Robert Geirhos, Jorn-Henrik Jacobsen, Claudio Michaelis, Richard Zemel, Wieland Brendel, Matthias Bethge,
and Felix A Wichmann. Shortcut learning in deep neural networks. Nature Machine Intelligence, 2(11):
665-673, 2020.

Awni Y Hannun, Pranav Rajpurkar, Masoumeh Haghpanahi, Geoffrey H Tison, Codie Bourn, Mintu P
Turakhia, and Andrew Y Ng. Cardiologist-level arrhythmia detection and classification in ambulatory
electrocardiograms using a deep neural network. Nature Medicine, 25(1):65-69, 2019.

C. Heinze-Deml, J. Peters, and N. Meinshausen. Invariant causal prediction for nonlinear models. Journal of
Causal Inference, 6:1-35, 2018.

Christina Heinze-Deml and Nicolai Meinshausen. Conditional variance penalties and domain shift robustness.
Machine Learning, 110:303-348, 2021.

Etsuro Himeno, Kenji Nishino, Yoshiyuki Nakashima, Akio Kuroiwa, and Masaharu ITkeda. Weight reduction
regresses left ventricular mass regardless of blood pressure level in obese subjects. American Heart Journal,
131(2):313-319, 1996.

Zhicheng Jiao, Ji Whae Choi, Kasey Halsey, Thi My Linh Tran, Ben Hsieh, Dongcui Wang, Feyisope
Eweje, Robin Wang, Ken Chang, Jing Wu, et al. Prognostication of patients with covid-19 using artificial
intelligence based on chest x-rays and clinical data: a retrospective study. The Lancet Digital Health, 3(5):
€286-e294, 2021.

Niki Kilbertus, Mateo Rojas Carulla, Giambattista Parascandolo, Moritz Hardt, Dominik Janzing, and
Bernhard Scholkopf. Avoiding discrimination through causal reasoning. In Advances in Neural Information
Processing Systems (NeurIPS), 2017.

Dani Kiyasseh, Tingting Zhu, and David A Clifton. CLOCS: Contrastive learning of cardiac signals across
space, time, and patients. In Proceedings of the International Conference on Machine Learning (ICML),
2021.

12



Under review as submission to TMLR

Pang Wei Koh, Shiori Sagawa, Henrik Marklund, Sang Michael Xie, Marvin Zhang, Akshay Balsubramani,
Weihua Hu, Michihiro Yasunaga, Richard Lanas Phillips, Irena Gao, Tony Lee, Etienne David, Ian Stavness,
Wei Guo, Berton Earnshaw, Imran Haque, Sara M Beery, Jure Leskovec, Anshul Kundaje, Emma Pierson,
Sergey Levine, Chelsea Finn, and Percy Liang. WILDS: A benchmark of in-the-wild distribution shifts. In
Proceedings of the International Conference on Machine Learning (ICML), 2021.

David Krueger, Ethan Caballero, Joern-Henrik Jacobsen, Amy Zhang, Jonathan Binas, Dinghuai Zhang,
Remi Le Priol, and Aaron Courville. Out-of-distribution generalization via risk extrapolation (rex). In
Proceedings of the International Conference on Machine Learning (ICML), 2021.

Matt J Kusner, Joshua Loftus, Chris Russell, and Ricardo Silva. Counterfactual fairness. Advances in Neural
Information Processing Systems (NeurIPS), 2017.

Beverly H Lorell and Blase A Carabello. Left ventricular hypertrophy: pathogenesis, detection, and prognosis.
Circulation, 102(4):470-479, 2000.

Ilya Loshchilov and Frank Hutter. Decoupled weight decay regularization. In International Conference on
Learning Representations (ICLR), 2019.

Sara Magliacane, Thijs Van Ommen, Tom Claassen, Stephan Bongers, Philip Versteeg, and Joris M Mooij.
Domain adaptation by using causal inference to predict invariant conditional distributions. In Advances in
Neural Information Processing Systems (NeurIPS), 2018.

Maggie Makar, Ben Packer, Dan Moldovan, Davis Blalock, Yoni Halpern, and Alexander D’Amour. Causally
motivated shortcut removal using auxiliary labels. In Proceedings of The International Conference on
Artificial Intelligence and Statistics (AISTATS), 2022.

Temesgen Mehari and Nils Strodthoff. Self-supervised representation learning from 12-lead ecg data. Computers
in biology and medicine, 141:105114, 2022.

Naoki Nonaka and Jun Seita. In-depth benchmarking of deep neural network architectures for ecg diagnosis.
In Machine Learning for Healthcare Conference (MLHC), 2021.

Ignacio Oguiza. tsai - a state-of-the-art deep learning library for time series and sequential data. Github,
2022. URL https://github.com/timeseriesAI/tsai.

Judea Pearl. Causality. Cambridge University Press, Cambridge, UK, 2 edition, 2009.

Judea Pearl and Elias Bareinboim. Transportability of causal and statistical relations: A formal approach. In
Proceedings of the AAAI Conference on Artificial Intelligence, 2011.

Ethan Perez, Florian Strub, Harm De Vries, Vincent Dumoulin, and Aaron Courville. Film: Visual reasoning
with a general conditioning layer. In Proceedings of the AAAI Conference on Artificial Intelligence, 2018.

J. Peters, P. Bithlmann, and N. Meinshausen. Causal inference using invariant prediction: identification and
confidence intervals. Journal of the Royal Statistical Society, Series B, 78:947-1012, 2016.

Niklas Pfister, Evan G. Williams, Jonas Peters, Ruedi Aebersold, and Peter Biihlmann. Stabilizing variable
selection and regression. The Annals of Applied Statistics, 15(3):1220 — 1246, 2021.

Aahlad Manas Puli, Lily H Zhang, Eric Karl Oermann, and Rajesh Ranganath. Out-of-distribution general-
ization in the presence of nuisance-induced spurious correlations. In International Conference on Learning
Representations (ICLR), 2022.

Joaquin Quionero-Candela, Masashi Sugiyama, Anton Schwaighofer, and Neil D. Lawrence. Dataset Shift in
Machine Learning. The MIT Press, 2009.

Pranav Rajpurkar, Jeremy Irvin, Kaylie Zhu, Brandon Yang, Hershel Mehta, Tony Duan, Daisy Ding, Aarti
Bagul, Curtis Langlotz, Katie Shpanskaya, et al. Chexnet: Radiologist-level pneumonia detection on chest
x-rays with deep learning. arXiv preprint arXiv:1711.05225, 2017.

13


https://github.com/timeseriesAI/tsai

Under review as submission to TMLR

Jennifer L. Rodgers, Jarrod Jones, Samuel I Bolleddu, Sahit Vanthenapalli, Lydia E Rodgers, Kinjal Shah,
Krishna Karia, and Siva K Panguluri. Cardiovascular risks associated with gender and aging. Journal of
cardiovascular development and disease, 6(2):19, 2019.

D. Rothenhéusler, N. Meinshausen, P. Bithlmann, and J. Peters. Anchor regression: heterogeneous data
meets causality. Journal of the Royal Statistical Society, Series B, 83:215-246, 2021.

Bernhard Schélkopf, Dominik Janzing, Jonas Peters, Eleni Sgouritsa, Kun Zhang, and Joris Mooij. On causal
and anticausal learning. In Proceedings of the International Conference on Machine Learning (ICML),
2012.

Sandra Smigiel, Krzysztof Palczynski, and Damian Ledzinski. ECG signal classification using deep learning
techniques based on the PTB-XL dataset. Entropy, 23(9):1121, 2021.

Amos Storkey. When training and test sets are different: characterizing learning transfer. Dataset shift in
machine learning, 30(3-28):6, 2009.

Nils Strodthoff, Patrick Wagner, Tobias Schaeffter, and Wojciech Samek. Deep learning for ECG analysis:
Benchmarks and insights from PTB-XL. [EEE Journal of Biomedical and Health Informatics, 25(5):
1519-1528, 2021.

Adarsh Subbaswamy and Suchi Saria. Counterfactual normalization: Proactively addressing dataset shift
using causal mechanisms. In Proceedings of the Conference on Uncertainty in Artificial Intelligence (UAI),
2018.

Adarsh Subbaswamy, Peter Schulam, and Suchi Saria. Preventing failures due to dataset shift: Learning

predictive models that transport. In The International Conference on Artificial Intelligence and Statistics
(AISTATS), 2019.

Adarsh Subbaswamy, Bryant Chen, and Suchi Saria. A unifying causal framework for analyzing dataset
shift-stable learning algorithms. Journal of Causal Inference, 10(1):64-89, 2022.

Vinith Menon Suriyakumar, Marzyeh Ghassemi, and Berk Ustun. When personalization harms performance:
reconsidering the use of group attributes in prediction. In International Conference on Machine Learning,

pp. 33209-33228. PMLR, 2023.

Victor Veitch, Alexander D’Amour, Steve Yadlowsky, and Jacob Eisenstein. Counterfactual invariance
to spurious correlations in text classification. In Advances in Neural Information Processing Systems
(NeurIPS), 2021.

Patrick Wagner, Nils Strodthoff, Ralf-Dieter Bousseljot, Dieter Kreiseler, Fatima I. Lunze, Wojciech Samek,
and Tobias Schaeffter. PTB-XL, a large publicly available electrocardiography dataset. Scientific Data, 7
(1):154, 2020.

14



Under review as submission to TMLR

A Proof of Proposition 1

First, we show that for any element P, of this family, it holds that P,(Y|X,V) = Ps(Y|X,V). Remember
that by the definition of Peayse, we have that P(X | Y, V) = Py(X |Y,V) and P.(Y | V) = Ps(Y | V). From
this, it quickly follows that

P(X|V) = /ﬂamvmwwwy (5)
_ /aamunawwa (6)
- P(X|V) (7)

Then, using basic probability calculus, it follows

) Py(X|Y,V)P(Y|V)P,(V) (9)
P(X|V)P(V)

B Py(X|Y,V)P,(Y|V)

= P(X|V) 1

B P(X|Y,V)P,(Y|V)

= P, (X|V )

) Py(X|Y,V)P,(Y|V)Py(V) (12)
Py(X|V)Py(V)

_ P,(Y[X,V) (13)

Next, we show that for such an element P; of this family, in general P,(Y|X) # Ps(Y|X). Using the above
result, this is indeed easy to see when marginalising over V:

P(Y|X) = /Pt(Y|X, V)P(V|X)dV (14)
— /PS(Y|X, V)P, (V|X)dV (15)

- /PS(Y|X, V)de (16)

— /PS(Y\X, V)PS(X|V)§:E?) dv (17)

(18)

Since in general 283 #* 583, this also implies that in general P,(Y]X) # Ps(Y|X).

Similarly,
B(Y) = //aamwawwmwmwv (19)

and since in general P;(V') # Ps(V), this also implies that in general P,(Y) # Ps(Y).
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B Details on learning predictors empirically

We train the predictors with stochastic optimization using AdamW optimizer (Loshchilov & Hutter| [2019))
with batch size 2! for 1024 gradient steps, with most training runs plateauing in terms of loss value at latest
around 150 gradient steps. Each sample and each batch are independently sampled from the assumed data
generating process.

We perform a random search sweep over the learning rate (range: 1072--10") and the MMD regularization
coefficient o (range: 10719-10%) using 2048 randomly sampled values, and present the results for the
hyperparameter setting with the highest area under the accuracy-vs-P, (V') curve.

C Comparison of the predictors: closed-form P,(Y|-) vs. empirically learned P/(Y|-)

In all three cases, Figs. 8 to we see that the performance of P!(Y|-) follows the performance of closed-form
predictor Ps(Y]-), and we conclude that indeed the empirically learned predictors can match the performance
of the closed-form predictors. In the case of Scenario 3 (Fig. , we notice a slight divergence between the
learned and the analytical predictor of P(Y|X,V) as the distribution shift becomes more extreme, which
is likely due to slight underfitting of P/(Y|X,V) on the source distribution that it benefits from as the
spuriousity is reversed more extremely. However, the performance of P!(Y|X, V) qualitatively still follows
the one of Ps(Y'|X,V) even for those more extreme shifts, confirming the conclusions drawn in Section
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Figure 8: Scenario 1: AUC (left) and accuracy (right) of the closed-form predictors Py(Y|X) and Ps(Y|X,V),
and the empirically learned predictors P!(Y|X) and PL(Y|X,V), as a function of the target marginal
Pi(V) = p, with source Ps(V) = 0.4 (grey dashed vertical line). For P!(Y|-), we display the standard
deviation over 10 lowest-training-loss runs varying random seed and hyperparameters.
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Figure 9: Scenario 2: AUC (left) and accuracy (right) of the closed-form predictors Ps(Y|X) and Ps(Y|X,V),
and the empirically learned predictors P!(Y|X) and PY(Y|X,V), as a function of the target marginal
Py(V) = p, with source Ps(V) = 0.1 (grey dashed vertical line). For P!(Y|-), we display the standard
deviation over 10 lowest-training-loss runs varying random seed and hyperparameters.
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Figure 10: Scenario 3: AUC (left) and accuracy (right) of the closed-form predictors Ps(Y|X) and Ps(Y|X, V),
and the empirically learned predictors P!(Y|X) and PL(Y|X,V), as a function of the distribution shift under
Pspur: P(V =1Y =1) = P(V = 0|Y = 0) = p, with source P;(V =1]Y =1) = P,(V=0]Y =0) =0.2
(grey dashed vertical line). For P(Y|-), we display the standard deviation over 10 lowest-training-loss runs
varying random seed and hyperparameters.
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