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Abstract

We propose a framework, which aims at construction of explainable data embedding
methods. It is specifically based on the low-dimensional embedding techniques which
are connecting higher-order geometric analysis, topological data analysis and natural
language processing methods.
We consider the applications of our framework to the navigation of the knowledge
scape is non-trivial in the everyday context, when knowledge/data growth is beyond
exponential. Moreover our framework supports methods for generating knowledge
graph (node) embeddings, and temporal knowledge graph embeddings.
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1. Introduction

In the era of information abundance, navigating the knowledge scape and utilizing large
language models (LLMs) trained on vast amounts of textual data has become a
significant challenge [1-3]. The exponential growth of data sources necessitates the
development of robust and explainable dimensionality reduction techniques to process
this high-dimensional data effectively.

Despite their remarkable performance in various natural language processing tasks,
large language models (LLMs) [3, 6] are trained on general-purpose data and have
lower performance in domain-specific tasks. Additionally, LLMs suffer from hallucination
problems, and they are opaque models that lack interpretability. A potential solution to
these problems is to induce the knowledge from knowledge graphs to LLMs [6]. TDA
studies the shape by going beyond the standard measures defined on data points
pairs. We move from networks with simple edges to simplicial complexes. Simplicial
complexes are obtained from elementary objects called simplices. Simplices can be
built from simple points, line segments, triangles, and other higher order structures all
glued together. This representation in latent space provides more interpretable results
to visualize relationships in data. To uncover hidden patterns and relationships in data
that may not be apparent through traditional analysis methods, we explore higher-order
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data analysis [8]. By considering higher-order interactions, we aim to gain deeper
insights into complex datasets.

This paper proposes the use of low-dimensional embedding techniques for working
with LLMs at various stages, including training and analysis of latent space. These
techniques are crucial for understanding and managing the complex relationships
between entities in the knowledge graph, which is essential for effective knowledge
representation and reasoning [6].

The need for such techniques arises from the fact that LLMs are trained on massive
datasets, making it difficult to interpret their behavior and decisions. By reducing the
dimensionality of the data, we can gain insights into the underlying patterns and
structures that govern the behavior of these models. In the contemporary era, where
knowledge and data growth is beyond exponential, navigating the knowledge scape
becomes a non-trivial task. To address this challenge, in this methodological survey
paper we propose to use low-dimensional embedding techniques connected to
knowledge graph mapping and grounded in the theory of topological data analysis and
higher-order structures. This approach aims to provide a more comprehensive
understanding of complex relationships within high-dimensional datasets and
specifically in the context of designing explainable frameworks for LLMs. In the
Methods section we explain about the main methodological framework of topology
infused embeddings. In the Results and Discussions section we describe the main
methodological advances and possible perspectives.

Section Methods

Our proposed approach for explainable mathematical foundations for AI systems
models, such as LLMs, is based on the idea of combination of neural network latent
space investigation using hypergraph approaches and dimensionality reduction
techniques. For demonstrating our approach we use several embedding models
(BERT, general autoencoder architectures) [3] applying them to the high-dimensional
textual data with some ground-truth information about the datasets. By ground-truth we
mean the information about the interconnection in data. The main idea behind the
method is that then using our approach the results of the embeddings to texts then can
be studied as geometrical structures, such as manifolds or hypergraphs (Figure 1),
which generally simplifies and creates yet another language for analysis of LLMs and
evaluation of LLMs.

The method of topology infused embeddings consists of several main stages:

● Data preprocessing: we preprocess the data by cleaning and normalizing it to
improve the quality of the input.



● Embedding models, when we use embedding models, such as BERT or general
autoencoder architectures, to transform the high-dimensional textual data into
low-dimensional embeddings. These embeddings capture the semantic
relationships between words and phrases in the text.

● Next, we study the neural network latent space using higher-order data analysis
(hypergraph theory) and geometry infused topological properties of such
structures.
We analyze the embeddings using topological methods, such as manifold
learning or hypergraph analysis. These methods allow us to identify patterns
and structures in the data that are not visible in the original high-dimensional
space. Then we interpret the results of the topological analysis to understand
the underlying semantics of the data. For example, we can identify clusters of
similar words or phrases, or we can visualize the relationships between different
concepts.

The topological properties of some of the regions of such embeddings then can be
directly linked and related to the projected content from texts, which helps us to relate
the higher-order information (in this context, it is text) with some geometrical and
topological properties of such learned embedded objects (such as manifolds). Overall
we believe that this brings us to the next level of data analysis, where neural networks
architectures of embedding methods can be linked with topological data analysis
dimensionality reduction techniques [4,5]. Hence this may be a pathway towards
resolving some aspects of explainability issues in LLMs or over-reliance on training
data in LLMs, since with such an approach we aim to find some invariant
correspondence between textual and non-textual structures. The system may not have
been trained directly on the benchmark, but on similar items that necessitate
comparable reasoning patterns. We extend our method by investigating some of the
benchmarks and knowledge databases. Moreover we demonstrate its applications in
mapping of news ideas that appear through time and how knowledge grows [1], as well
as generally map and represent high dimensional (textual) data in the lower
dimensional representation with the explainable AI methods. In one of the previous
applications of our method in previous research papers [1] we looked at millions of
articles in science, to see how the knowledge landscape evolves [1,2].



Figure 1. The development of the method, where the data used for training LLMs is
curated using low-dimensional topology infused embedding methods. At the later
stages of the LLMs generating content, this would also enable analysis of the latent
space of LLMs (here we consider specifically the autoencoder type of architecture).

Section Discussions and conclusions

One of the key advantages of higher-order interaction analysis is its ability to capture
non-linear and non-monotonic relationships between variables. This allows us to model
more complex phenomena and make more accurate predictions. For example,
higher-order interactions could reveal how the combination of different demographic
factors (e.g., age, gender, income) influences consumer behavior, or in the context of
scientometrics project [1,2] it can be simply a combination of new scientific fields
emerging.

The approach combines neural network latent space investigation using hypergraph
approaches and dimensionality reduction techniques, which allows us to study the
results of embeddings as geometrical structures. This simplifies and creates yet
another language for analysis of LLMs, making it easier to relate higher-order
information (text) with geometrical and topological properties of embedded objects.

This method can be used to explore the potential for using LLMs as tools for
knowledge discovery and information retrieval. By mapping news ideas that appear
over time, we can see how knowledge grows and evolves. This approach can also be
applied to other types of high-dimensional data, such as scientific articles or social
media posts.

In conclusion, the proposed method is a promising approach for explainable
mathematical foundations for AI systems models, such as LLMs. It provides a
framework for understanding how LLMs process and generate text, and it can be used
for exploring the potential of LLMs for knowledge discovery and information retrieval.



Future research could focus on applying this method to more diverse datasets and
exploring its limitations and potential applications.
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