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Abstract

Generative Artificial Intelligence (AI) has en-001
abled the development of sophisticated mod-002
els that are capable of producing high-caliber003
text, images, and other outputs through the004
utilization of large pre-trained models. Nev-005
ertheless, assessing the quality of the gener-006
ation is an even more arduous task than the007
generation itself, and this issue has not been008
given adequate consideration recently. This009
paper proposes a novel evaluation framework,010
GPTSCORE, which utilizes the emergent abil-011
ities (e.g., in-context learning, zero-shot in-012
struction) of generative pre-trained models to013
score generated texts. There are 19 pre-trained014
models explored in this paper, ranging in size015
from 80M (e.g., FLAN-T5-small) to 175B (e.g.,016
GPT3). Experimental results on four text gen-017
eration tasks, 22 evaluation aspects, and cor-018
responding 37 datasets demonstrate that this019
approach can effectively allow us to achieve020
what one desires to evaluate for texts simply by021
natural language instructions. This nature helps022
us overcome several long-standing challenges023
in text evaluation–how to achieve customized,024
multi-faceted evaluation without model train-025
ing. We make our code publicly available. 1026

1 Introduction027

The advent of generative pre-trained models, such028

as GPT3 (Brown et al., 2020), has precipitated a029

shift from analytical AI to generative AI across030

multiple domains (Sequoia, 2022). Take text as031

an example: the use of a large pre-trained model032

with appropriate prompts (Liu et al., 2021) has033

achieved superior performance in tasks defined034

both in academia (Sanh et al., 2021) and scenarios035

from the real world (Ouyang et al., 2022). While036

text generation technology is advancing rapidly,037

techniques for evaluating the quality of these texts038

lag far behind. This is especially evident in the039

following ways:040

1https://github.com/anonymous4nlp/GPTScore
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<latexit sha1_base64="d6DuXmTB47WH34b3cJQdUTOsUwU=">AAAB9HicbVBNSwMxEJ31s9avqkcvwSJ4WnaLqHgqePFYwX5Au5Rsmrah2eyazBbK0t/hxYMiXv0x3vw3ZtsetPXBwMt7M2TmhYkUBj3v21lb39jc2i7sFHf39g8OS0fHDROnmvE6i2WsWyE1XArF6yhQ8laiOY1CyZvh6C73m2OujYjVI04SHkR0oERfMIpWCm6JUAZ1yvJXt1T2XG8Gskr8BSnDArVu6avTi1kacYVMUmPavpdgkFGNgkk+LXZSwxPKRnTA25YqGnETZLOlp+TcKj3Sj7UthWSm/p7IaGTMJAptZ0RxaJa9XPzPa6fYvwkyoZIUuWLzj/qpJBiTPAHSE5ozlBNLKNPC7krYkGrK0OZUtCH4yyevkkbF9a/cy4dKueou4ijAKZzBBfhwDVW4hxrUgcETPMMrvDlj58V5dz7mrWvOYuYE/sD5/AHCwJIL</latexit>

: instruction
<latexit sha1_base64="kJc5BT4Q/Z8ktw8cEukQm5ywk2o=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0iKqHgqePFYwX5AGspmu2mXbnbD7qRQQn+GFw+KePXXePPfuG1z0NYHA4/3ZpiZF6WCG/C8b6e0sbm1vVPereztHxweVY9P2kZlmrIWVULpbkQME1yyFnAQrJtqRpJIsE40vp/7nQnThiv5BNOUhQkZSh5zSsBKwR1mEyIyAkr3qzXP9RbA68QvSA0VaParX72BolnCJFBBjAl8L4UwJxo4FWxW6WWGpYSOyZAFlkqSMBPmi5Nn+MIqAxwrbUsCXqi/J3KSGDNNItuZEBiZVW8u/ucFGcS3Yc5lmgGTdLkozgQGhef/4wHXjIKYWkKo5vZWTEdEEwo2pYoNwV99eZ20665/7V491msNt4ijjM7QObpEPrpBDfSAmqiFKFLoGb2iNwecF+fd+Vi2lpxi5hT9gfP5AwUHkQg=</latexit>

: evaluator

<latexit sha1_base64="h7RVPu+kfbWte/HCgPFqWcIfA+k=">AAAB+XicbVDLSgNBEJz1GeNr1aOXwSB4WnaDqHgKePEYwTwgWcLsbCcZMvtgpjcYlvyJFw+KePVPvPk3TpI9aGJBQ1HVTXdXkEqh0XW/rbX1jc2t7dJOeXdv/+DQPjpu6iRTHBo8kYlqB0yDFDE0UKCEdqqARYGEVjC6m/mtMSgtkvgRJyn4ERvEoi84QyP1bPuWwpjJjCGEFOEJe3bFddw56CrxClIhBeo9+6sbJjyLIEYumdYdz03Rz5lCwSVMy91MQ8r4iA2gY2jMItB+Pr98Ss+NEtJ+okzFSOfq74mcRVpPosB0RgyHetmbif95nQz7N34u4jRDiPliUT+TFBM6i4GGQgFHOTGEcSXMrZQPmWIcTVhlE4K3/PIqaVYd78q5fKhWak4RR4mckjNyQTxyTWrkntRJg3AyJs/klbxZufVivVsfi9Y1q5g5IX9gff4ACDSTOA==</latexit>

: evaluated text
<latexit sha1_base64="IFEnrdGNSPAHGH6AWjpTS/l5dcQ=">AAAB/HicbVDLSsNAFL2pr1pf0S7dDBbBVUiKqLgquHFZwT6gDWUynbRDJ5MwMymEUn/FjQtF3Poh7vwbp2kW2npg4Mw593LvPUHCmdKu+22VNja3tnfKu5W9/YPDI/v4pK3iVBLaIjGPZTfAinImaEszzWk3kRRHAaedYHK38DtTKhWLxaPOEupHeCRYyAjWRhrY1VtEp5in+RdhlVCiB3bNddwcaJ14BalBgebA/uoPY5JGVGjCsVI9z020P8NSM8LpvNJPFU0wmeAR7RkqcESVP8uXn6NzowxRGEvzhEa5+rtjhiOlsigwlRHWY7XqLcT/vF6qwxt/xkSSairIclCYcqRjtEgCDZk0x/LMEEwkM7siMsYSE23yqpgQvNWT10m77nhXzuVDvdZwijjKcApncAEeXEMD7qEJLSCQwTO8wpv1ZL1Y79bHsrRkFT1V+APr8wdkKJSO</latexit>

: evaluation aspect

<latexit sha1_base64="zL/LXTYRTHVvhM2E8l2FUB4GZkw=">AAAB6HicdVDLSgNBEOyNrxhfUY9eBoPgadmNmzW5Bbx4TMA8IFnC7GQ2GTP7YGZWDCFf4MWDIl79JG/+jbNJBBUtaCiquunu8hPOpLKsDyO3tr6xuZXfLuzs7u0fFA+P2jJOBaEtEvNYdH0sKWcRbSmmOO0mguLQ57TjT64yv3NHhWRxdKOmCfVCPIpYwAhWWmreD4oly6zZbtW1kGVWLhynkhHXvag6NWSb1gIlWKExKL73hzFJQxopwrGUPdtKlDfDQjHC6bzQTyVNMJngEe1pGuGQSm+2OHSOzrQyREEsdEUKLdTvEzMcSjkNfd0ZYjWWv71M/MvrpSqoejMWJamiEVkuClKOVIyyr9GQCUoUn2qCiWD6VkTGWGCidDYFHcLXp+h/0i6btms6TadUL6/iyMMJnMI52HAJdbiGBrSAAIUHeIJn49Z4NF6M12VrzljNHMMPGG+fYiqNTA==</latexit>x
<latexit sha1_base64="zL/LXTYRTHVvhM2E8l2FUB4GZkw=">AAAB6HicdVDLSgNBEOyNrxhfUY9eBoPgadmNmzW5Bbx4TMA8IFnC7GQ2GTP7YGZWDCFf4MWDIl79JG/+jbNJBBUtaCiquunu8hPOpLKsDyO3tr6xuZXfLuzs7u0fFA+P2jJOBaEtEvNYdH0sKWcRbSmmOO0mguLQ57TjT64yv3NHhWRxdKOmCfVCPIpYwAhWWmreD4oly6zZbtW1kGVWLhynkhHXvag6NWSb1gIlWKExKL73hzFJQxopwrGUPdtKlDfDQjHC6bzQTyVNMJngEe1pGuGQSm+2OHSOzrQyREEsdEUKLdTvEzMcSjkNfd0ZYjWWv71M/MvrpSqoejMWJamiEVkuClKOVIyyr9GQCUoUn2qCiWD6VkTGWGCidDYFHcLXp+h/0i6btms6TadUL6/iyMMJnMI52HAJdbiGBrSAAIUHeIJn49Z4NF6M12VrzljNHMMPGG+fYiqNTA==</latexit>x

<latexit sha1_base64="zL/LXTYRTHVvhM2E8l2FUB4GZkw=">AAAB6HicdVDLSgNBEOyNrxhfUY9eBoPgadmNmzW5Bbx4TMA8IFnC7GQ2GTP7YGZWDCFf4MWDIl79JG/+jbNJBBUtaCiquunu8hPOpLKsDyO3tr6xuZXfLuzs7u0fFA+P2jJOBaEtEvNYdH0sKWcRbSmmOO0mguLQ57TjT64yv3NHhWRxdKOmCfVCPIpYwAhWWmreD4oly6zZbtW1kGVWLhynkhHXvag6NWSb1gIlWKExKL73hzFJQxopwrGUPdtKlDfDQjHC6bzQTyVNMJngEe1pGuGQSm+2OHSOzrQyREEsdEUKLdTvEzMcSjkNfd0ZYjWWv71M/MvrpSqoejMWJamiEVkuClKOVIyyr9GQCUoUn2qCiWD6VkTGWGCidDYFHcLXp+h/0i6btms6TadUL6/iyMMJnMI52HAJdbiGBrSAAIUHeIJn49Z4NF6M12VrzljNHMMPGG+fYiqNTA==</latexit>x

<latexit sha1_base64="zL/LXTYRTHVvhM2E8l2FUB4GZkw=">AAAB6HicdVDLSgNBEOyNrxhfUY9eBoPgadmNmzW5Bbx4TMA8IFnC7GQ2GTP7YGZWDCFf4MWDIl79JG/+jbNJBBUtaCiquunu8hPOpLKsDyO3tr6xuZXfLuzs7u0fFA+P2jJOBaEtEvNYdH0sKWcRbSmmOO0mguLQ57TjT64yv3NHhWRxdKOmCfVCPIpYwAhWWmreD4oly6zZbtW1kGVWLhynkhHXvag6NWSb1gIlWKExKL73hzFJQxopwrGUPdtKlDfDQjHC6bzQTyVNMJngEe1pGuGQSm+2OHSOzrQyREEsdEUKLdTvEzMcSjkNfd0ZYjWWv71M/MvrpSqoejMWJamiEVkuClKOVIyyr9GQCUoUn2qCiWD6VkTGWGCidDYFHcLXp+h/0i6btms6TadUL6/iyMMJnMI52HAJdbiGBrSAAIUHeIJn49Z4NF6M12VrzljNHMMPGG+fYiqNTA==</latexit>x
<latexit sha1_base64="zL/LXTYRTHVvhM2E8l2FUB4GZkw=">AAAB6HicdVDLSgNBEOyNrxhfUY9eBoPgadmNmzW5Bbx4TMA8IFnC7GQ2GTP7YGZWDCFf4MWDIl79JG/+jbNJBBUtaCiquunu8hPOpLKsDyO3tr6xuZXfLuzs7u0fFA+P2jJOBaEtEvNYdH0sKWcRbSmmOO0mguLQ57TjT64yv3NHhWRxdKOmCfVCPIpYwAhWWmreD4oly6zZbtW1kGVWLhynkhHXvag6NWSb1gIlWKExKL73hzFJQxopwrGUPdtKlDfDQjHC6bzQTyVNMJngEe1pGuGQSm+2OHSOzrQyREEsdEUKLdTvEzMcSjkNfd0ZYjWWv71M/MvrpSqoejMWJamiEVkuClKOVIyyr9GQCUoUn2qCiWD6VkTGWGCidDYFHcLXp+h/0i6btms6TadUL6/iyMMJnMI52HAJdbiGBrSAAIUHeIJn49Z4NF6M12VrzljNHMMPGG+fYiqNTA==</latexit>x

Figure 1: An overview of text evaluation approaches.

(a) Existing studies evaluate text quality with lim- 041

ited aspects (e.g., semantic equivalence, fluency) 042

(Fig. 1-(a)), which are usually customized pro- 043

hibitively, making it harder for users to evaluate 044

aspects as they need (Freitag et al., 2021). (b) A 045

handful of studies have examined multi-aspect eval- 046

uation (Yuan et al., 2021; Scialom et al., 2021; 047

Zhong et al., 2022) but have not given adequate at- 048

tention to the definition of the evaluation aspect and 049

the latent relationship among them. Instead, the 050

evaluation of an aspect is either empirically bound 051

with metric variants (Yuan et al., 2021) or learned 052

by supervised signals (Zhong et al., 2022). (c) Re- 053

cently proposed evaluation methods (Mehri and 054

Eskénazi, 2020a; Rei et al., 2020; Li et al., 2021; 055

Zhong et al., 2022) usually necessitate a compli- 056

cated training procedure or costly manual annota- 057

tion of samples (Fig. 1-(a,b)), which makes it hard 058

to use these methods in industrial settings due to 059

the amount of time needed for annotation and train- 060

ing to accommodate a new evaluation demand from 061

the user. 062

In this paper, we demonstrated the talent of 063

the super large pre-trained language model (e.g., 064

GPT-3) in achieving multi-aspect, customized, and 065

training-free evaluation (Fig. 1-(c)). In essence, it 066

skillfully uses the pre-trained model’s zero-shot in- 067

struction (Chung et al., 2022), and in-context learn- 068

ing (Brown et al., 2020; Min et al., 2022) ability 069

to deal with complex and ever-changing evaluation 070

needs so as to solve multiple evaluation challenges 071

that have been plagued for many years at the same 072

1
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Figure 2: The framework of GPTSCORE. We include two evaluation aspects relevance (REL) and informative (INF)
in this figure and use the evaluation of relevance (REL) of the text summarization task to exemplify our framework.

time. Specifically, given a text generated from a073

certain context, and desirable evaluation aspects074

(e.g., fluency), the high-level idea of the proposed075

framework is that the higher-quality text of a cer-076

tain aspect will be more likely generated than un-077

qualified ones based on the given context, where078

the “likely” can be measured by the conditional079

generation probability.080

How to perform an evaluation as the user de-081

sires? As illustrated in Fig. 2, to capture users’082

true desires, an evaluation protocol 2 will be ini-083

tially established based on (a) the task specification,084

which typically outlines how the text is generated085

(e.g., generate a response for a human based on the086

conversation); (b) aspect definition that documents087

the details of desirable evaluation aspects (e.g., the088

response should be intuitive to understand); (c)089

demonstrated samples: a handful of well-labeled090

samples are required to teach the model which091

sample is qualified. Subsequently, each evalua-092

tion sample will be presented with the evaluated093

protocol with optionally moderate exemplar sam-094

ples, which could facilitate the model’s learning.095

Lastly, a large generative pre-trained model will096

be used to calculate how likely the text could be097

generated based on the above evaluation protocol,098

thus giving rise to our model’s name: GPTSCORE.099

Given the plethora of pre-trained models, we in-100

stantiate our framework with different backbones:101

GPT2 (Radford et al., 2019), OPT (Zhang et al.,102

2022b), FLAN (Chung et al., 2022), and GPT3103

(instruction-based (Ouyang et al., 2022)) due to104

their superior capacity for zero-shot instruction and105

their aptitude for in-context learning.106

2To better understand how to design the evaluation pro-
tocols, we give all the evaluation protocols for the different
tasks and aspects studied in this work in the Appendix F.

Experimentally, we ran through almost all com- 107

mon natural language generation tasks in NLP, and 108

the results showed the power of this new paradigm. 109

The main observations are listed as follows: (1) 110

Evaluating texts with generative pre-training mod- 111

els can be more reliable when instructed by the 112

definition of task and aspect, providing a degree 113

of flexibility to accommodate various evaluation 114

criteria. Furthermore, incorporating exemplified 115

samples with in-context learning will further en- 116

hance the process. (2) Different evaluation as- 117

pects exhibit certain correlations (e.g., an inter- 118

esting (INT) dialogue response is also a fluent 119

(FLU) and coherent (COH) response.) Combin- 120

ing definitions with other highly correlated aspects 121

can improve evaluation performance. (3) The per- 122

formance of GPT3-text-davinci-003, which is 123

tuned based on human feedback, is inferior to 124

GPT3-text-davinci-001 in the majority of the 125

evaluation settings, necessitating deep explorations 126

on the working mechanism of human feedback- 127

based instruction learning (e.g., when it will fail). 128

2 Related Work 129

Similarity-based Metrics measures the similar- 130

ity between the generated text and the reference 131

text. It includes two types: (1) lexical overlap- 132

based metrics, e.g., BLEU (Papineni et al., 2002) 133

and ROUGE (Lin, 2004); (2) embedding-based 134

metrics, e.g., BERTScore (Zhang et al., 2020) and 135

MoverScore (Zhao et al., 2019). 136

Single-aspect Evaluator refers to evaluators de- 137

signed to evaluate the quality of a specific as- 138

pect or overall of the generated text. For exam- 139

ple, DEAM (Ghazarian et al., 2022) and Quan- 140

tiDCE (Ye et al., 2021) were proposed for the eval- 141

uation of the coherence of the dialogue system; 142

2



several evaluators (Cao et al., 2020; Durmus et al.,143

2020; Wang et al., 2020a) are designed for the eval-144

uation of the consistency of text summarization.145

Multi-aspect Evaluator refers to one evaluator146

handle several evaluation aspects by using different147

input and output text pair (Yuan et al., 2021), dif-148

ferent prompt designed by the aspect name (Zhong149

et al., 2022; Mehri and Eskénazi, 2020a), (Mehri150

and Eskénazi, 2020b), different formulas (Scialom151

et al., 2021). Unlike (Zhong et al., 2022; Mehri and152

Eskénazi, 2020a) which only consider the aspect153

name, we fully considered the aspect definition.154

Like Yuan et al. (2021), our scoring function is155

based on the probability of text generation. In con-156

trast, we are the first to consider the emergent abil-157

ity of large language models by using in-context158

learning and zero-shot instructions.159

Emergent Ability Recent works progressively160

reveal a variety of emergent abilities of genera-161

tive pre-trained language models with appropriate162

tuning or prompting methods, such as in-context163

learning (Min et al., 2022), chain-of-thought rea-164

soning (Wei et al., 2022), and zero-shot instruc-165

tion (Ouyang et al., 2022). One core commonal-166

ity of these abilities is to allow for handling cus-167

tomized requirements with a few or even zero an-168

notated examples. It’s the appearance of these abil-169

ities that allows us to re-invent a new way for text170

evaluation–evaluating from the textual description,171

which can achieve customizable, multi-faceted, and172

train-free evaluation.173

3 Generative Pretraining Score174

(GPTScore)175

The core idea of GPTSCORE is that a generative176

pre-training model will assign a higher probability177

of high-quality generated text following a given178

instruction and context. In our method, the instruc-179

tion is composed of the task description d and the180

aspect definition a. Specifically, suppose that the181

text to be evaluated is h = {h1, h2, · · · , hm}, the182

context information is S (e.g., source text or ref-183

erence text), then GPTSCORE is defined as the184

following conditional probability:185

GPTScore(h|d, a,S) =186

m∑
t=1

wt log p(ht|h<t, T (d, a,S), θ),187

where wt is the weight of the token at position t.188

In our work, we treat each token equally. T (·) is a189

prompt template that defines the evaluation proto- 190

col, which is usually task-dependent and specified 191

manually through prompt engineering. 192

Few-shot with Demonstration The genera- 193

tive pre-trained language model can better perform 194

tasks when prefixed with a few annotated samples 195

(i.e., demonstrations). Our proposed framework is 196

flexible in supporting this by extending the prompt 197

template T with demonstrations. 198

Choice of Prompt Template Prompt tem- 199

plates define how task description, aspect defini- 200

tion, and context are organized. Minging desirable 201

prompts itself is a non-trivial task and there are 202

extensive research works there (Liu et al., 2021; 203

Fu et al., 2022). In this work, for the GPT3- 204

based model, we opt for prompts that are officially 205

provided by OpenAI.3 For instruction-based pre- 206

trained models, we use prompts from NaturalIn- 207

struction (Wang et al., 2022) since it’s the main 208

training source for those instruction-based pre-train 209

models. Taking the evaluation of the fluency of the 210

text summarization task as an example, based on 211

the prompt provided by OpenAI,4 the task prompt 212

is “{Text} Tl;dr {Summary}”, the definition of flu- 213

ency is “Is the generated text well-written and gram- 214

matical?” (in Tab. 1), and then the final prompt tem- 215

plate is “Generate a fluent and grammatical 216

summary for the following text: {Text} 217

Tl;dr {Summary}”, where demonstrations could 218

be introduced by repeating instantiating “{Text} 219

Tl;dr {Summary}” In Appendix F, we list the 220

prompts for various aspects of all tasks studied 221

in this work and leave a more comprehensive ex- 222

ploration on prompt engineering as a future work. 223

Selection of Scoring Dimension GPTSCORE 224

exhibits different variants in terms of diverse 225

choices of texts being calculated. For example, 226

given a generated hypothesis, we can calculate 227

GPTSCORE either based on the source text (i.e., 228

src->hypo, p(hypo|src)) or based on the gold ref- 229

erence (i.e., ref->hypo, p(hypo|ref)). In this pa- 230

per, the criteria for choosing GPTSCORE variants 231

are mainly designed to align the protocol of hu- 232

man judgments (Liu et al., 2022) that are used to 233

evaluate the reliability of automated metrics. We 234

will detail this based on different human judgment 235

datasets in the experiment section. 236

3https://beta.openai.com/examples
4https://beta.openai.com/examples/

default-tldr-summary

3

https://beta.openai.com/examples
https://beta.openai.com/examples/default-tldr-summary
https://beta.openai.com/examples/default-tldr-summary


Aspect Task Definition

Semantic Coverage (COV) Summ How many semantic content units from the reference text are covered by the generated text?
Factuality (FAC) Summ Does the generated text preserve the factual statements of the source text?
Consistency (CON) Summ, Diag Is the generated text consistent in the information it provides?
Informativeness (INF) Summ, D2T, Diag How well does the generated text capture the key ideas of its source text?
Coherence (COH) Summ, Diag How much does the generated text make sense?
Relevance (REL) Diag, Summ, D2T How well is the generated text relevant to its source text?
Fluency (FLU) Diag, Summ, D2T, MT Is the generated text well-written and grammatical?
Accuracy (ACC) MT Are there inaccuracies, missing, or unfactual content in the generated text?
Multidimensional MT How is the overall quality of the generated text?Quality Metrics (MQM)
Interest (INT) Diag Is the generated text interesting?
Engagement (ENG) Diag Is the generated text engaging?
Specific (SPE) Diag Is the generated text generic or specific to the source text?
Correctness (COR) Diag Is the generated text correct or was there a misunderstanding of the source text?
Semantically Diag Is the generated text semantically appropriate?appropriate (SEM)
Understandability (UND) Diag Is the generated text understandable?
Error Recovery (ERR) Diag Is the system able to recover from errors that it makes?
Diversity (DIV) Diag Is there diversity in the system responses?
Depth (DEP) Diag Does the system discuss topics in depth?
Likeability (LIK) Diag Does the system display a likeable personality?
Flexibility (FLE) Diag Is the system flexible and adaptable to the user and their interests?
Inquisitiveness (INQ) Diag Is the system inquisitive throughout the conversation?

Table 1: The definition of aspects evaluated in this work. Semantic App. denotes semantically appropriate aspect.
Diag, Summ, D2T, and MT denote the dialogue response generation, text summarization, data to text and machine
translation, respectively.

4 Experimental Settings237

4.1 Meta Evaluation238

Meta evaluation aims to evaluate the reliability of239

automated metrics by calculating how well auto-240

mated scores (yauto) correlate with human judgment241

(yhuman) using correlation functions g(yauto, yhuman)242

such as spearman correlation. In this work, we243

adopt two widely-used correlation measures: (1)244

Spearman correlation (ρ) (Zar, 2005) measures245

the monotonic relationship between two variables246

based on their ranked values. (2) Pearson cor-247

relation (r) (Mukaka, 2012) measures the linear248

relationship based on the raw data values of two249

variables.250

4.2 Tasks, Datasets, and Aspects251

To achieve a comprehensive evaluation, in this pa-252

per, we cover a broad range of natural language253

generation tasks: Dialogue Response Generation,254

Text Summarization, Data-to-Text, and Machine255

Translation, which involves 37 datasets and 22 eval-256

uation aspects in total. Tab. 8 summarizes the tasks,257

datasets, and evaluation aspects considered by each258

dataset. The definition of different aspects can be259

found in Tab. 1. More detailed illustrations about260

the datasets can be found in Appendix D.261

(1) Dialogue Response Generation aims to au-262

tomatically generate an engaging and informative263

response based on the dialogue history. Here, we264

choose to use the FED (Mehri and Eskénazi, 2020a)265

datasets and consider both turn-level and dialogue-266

level evaluations. (2) Text Summarization is a 267

task of automatically generating informative and 268

fluent summary for a given long text. Here, we con- 269

sider the following four datasets, SummEval (Bhan- 270

dari et al., 2020), REALSumm (Bhandari et al., 271

2020), NEWSROOM (Grusky et al., 2018), and 272

QAGS_XSUM (Wang et al., 2020b), covering 10 as- 273

pects. (3) Data-to-Text aims to automatically gen- 274

erate a fluent and factual description for a given 275

table. Our work considered BAGEL (Mairesse et al., 276

2010) and SFRES (Wen et al., 2015) datasets. (4) 277

Machine Translation aims to translate a sentence 278

from one language to another. We consider a 279

subdatasets of Multidimensional Quality Metrics 280

(MQM) (Freitag et al., 2021), namely, MQM-2020 281

(Chinese->English). 282

4.3 Scoring Models 283

ROUGE (Lin, 2004) is a popular automatic gen- 284

eration evaluation metric. We consider three 285

variants ROUGE-1, ROUGE-2, and ROUGE-L. 286

PRISM (Thompson and Post, 2020) is a reference- 287

based evaluation method designed for machine 288

translation with pre-trained paraphrase systems. 289

BERTScore (Zhang et al., 2020) uses contextual 290

representation from BERT to calculate the sim- 291

ilarity between the generated text and the refer- 292

ence text. MoverScore (Zhao et al., 2019) con- 293

siders both contextual representation and Word 294

Mover’s Distance (WMD, (Kusner et al., 2015)) 295

DynaEval (Zhang et al., 2021) is a unified auto- 296

matic evaluation framework for dialogue response 297
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generation tasks on the turn level and dialogue298

level. BARTScore (Yuan et al., 2021) is a text-299

scoring model based on BART (Lewis et al., 2020)300

without fine-tuning. BARTScore+CNN (Yuan301

et al., 2021) is based on BART fine-tuned on302

the CNNDM dataset (Hermann et al., 2015).303

BARTScore+CNN+Para (Yuan et al., 2021) is304

based on BART fine-tuned on CNNDM and Para-305

phrase2.0 (Hu et al., 2019). GPTSCORE is our306

evaluation method, which is designed based on dif-307

ferent pre-trained language models. Specifically,308

we considered GPT3, OPT, FLAN-T5, and GPT2309

in this work. Five variants are explored for each310

framework. For a fair comparison with the decoder-311

only model, such as GPT3 and OPT, only four vari-312

ant models of GPT2 with a parameter size of at313

least 350M are considered. Tab. 2 shows all model314

variants we used in this paper and their number of315

parameters.316

GPT3 Param. OPT Param.

text-ada-001 350M OPT350M 350M
text-babbage-001 1.3B OPT-1.3B 1.3B
text-curie-001 6.7B OPT-6.7B 6.7B
text-davinci-001 175B OPT-13B 13B
text-davinci-003 175B OPT-66B 66B

FLAN-T5 Param. GPT2 Param.

FT5-small 80M GPT2-M 355M
FT5-base 250M GPT2-L 774M
FT5-L 770M GPT2-XL 1.5B
FT5-XL 3B GPT-J-6B 6B
FT5-XXL 11B

Table 2: Pre-trained backbones used in this work.

4.4 Scoring Dimension317

Specifically, (1) For aspects INT, ENG, SPC, REL,318

COR, SEM, UND, and FLU of FED-Turn datasets from319

the open domain dialogue generation task, we320

choose the src->hypo variant since the human judg-321

ments of the evaluated dataset (i.e., FED-Turn) are322

also created based on the source. (2) For aspects323

COH, CON, and INF from SummEval and Newsroom,324

since data annotators labeled the data based on325

source and hypothesis texts, we choose src->hypo326

for these aspects. (3) For aspects INF, NAT, and FLU327

from the data-to-text task, we choose ref->hypo.328

Because the source text of the data-to-text task329

is not in the standard text format, which will be330

hard to handle by the scoring function. (4) For331

aspects ACC, FLU, and MQM from the machine trans-332

lation task, we also choose ref->hypo. Because the333

source text of the machine translation is a different334

language from the translated text (hypo). In this 335

work, we mainly consider the evaluation of the En- 336

glish text. In the future, we can consider designing 337

a scoring function based on BLOOM (Scao et al., 338

2022) that can evaluate texts in a cross-lingual set- 339

ting. 340

4.5 Evaluation Dataset Construction 341

Unlike previous works (Matiana et al., 2021; Xu 342

et al., 2022a,b; Castricato et al., 2022) that only 343

consider the overall text quality, we focus on evalu- 344

ating multi-dimensional text quality. In this work, 345

we studied 37 datasets according to 22 evaluation 346

aspects. Due to the expensive API cost of GPT3, 347

we randomly extract and construct sub-datasets for 348

meta-evaluation. For the MQM dataset, since many 349

aspects of samples lack human scores, we extract 350

samples with human scores in ACC, MQM, and FLU 351

as much as possible. 352

5 Experiment Results 353

In this work, we focus on exploring whether 354

language models with different structures and 355

sizes can work in the following three scenar- 356

ios. (a) vanilla (VAL): with non-instruction and 357

non-demonstration; (b) instruction (IST): with 358

instruction and non-demonstration; (c) instruc- 359

tion+demonstration (IDM): with instruction and 360

demonstration. We studied four text generation 361

tasks introduced in Sec. 4.2. Due to the limited 362

space, we moved the evaluation results and anal- 363

ysis of the machine translation task into the Ap- 364

pendix A. 365

Significance Tests To examine the reliability and 366

validity of the experiment results, we conducted 367

the significance test based on bootstrapping.5 Our 368

significance test is to check (1) whether the per- 369

formance of IST (IDM) is significantly better than 370

VAL, and values achieved with the IST (IDM) set- 371

tings will be marked † if it passes the significant 372

test (p-value <0.05). (2) whether the performance 373

of IDM is significantly better than IST, if yes, mark 374

the value with IDM setting with ‡. 375

Average Performance Due to space limitations, 376

we keep the average performance of GPT3-based, 377

GPT2-based, OPT-based, and FT5-based models. 378

The full results of various variants can be found in 379

Appendix G. 380

5https://en.wikipedia.org/wiki/Bootstrapping_
(statistics)

5
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Model

SummEval RSumm

COH CON FLU REL COV

VAL IST VAL IST VAL IST VAL IST VAL IST

ROUGE-1 14.1 - 20.8 - 14.8 - 26.2 - 46.4 -
ROUGE-2 9.1 - 17.2 - 12.0 - 17.4 - 37.3 -
ROUGE-L 12.9 - 19.8 - 17.6 - 24.7 - 45.1 -
BERTSc 25.9 - 19.7 - 23.7 - 34.7 - 38.4 -
MoverSc 11.5 - 18.0 - 15.7 - 24.8 - 34.4 -
PRISM 26.5 - 29.9 - 26.1 - 25.2 - 32.3 -
BARTSc 29.7 - 30.8 - 24.6 - 28.9 - 43.1 -
+CNN 42.5 - 35.8 - 38.1 - 35.9 - 42.9 -
+CNN+Pa 42.5 - 37.0 - 40.5 - 33.9 - 40.9 -

GPT3-a01 39.3 39.8† 39.7 40.5† 36.1 35.9 28.2 27.6 29.5 29.8†

GPT3-b01 42.7 45.2† 41.0 41.4† 37.1 39.1† 32.0 33.4† 35.0 35.2†

GPT3-c01 41.3 40.8 44.6 45.1† 38.9 39.5† 31.6 33.2† 36.1 45.1†

GPT3-d01 40.0 40.1 46.6 47.5† 40.5 41.0† 32.4 34.3† 36.0 33.9
GPT3-d03 43.7 43.4 45.2 44.9 41.1 40.3 36.3 38.1† 35.2 38.0†

GPT2-M 36.0 39.2† 34.6 35.3† 28.1 30.7† 28.3 28.3 41.8 43.3†

GPT2-L 36.4 39.8† 33.7 34.4† 29.4 31.5† 27.8 28.1† 39.6 41.3†

GPT2-XL 35.3 39.9† 35.9 36.1† 31.2 33.1† 28.1 28.0 40.4 41.0†

GPT-J-6B 35.5 39.5† 42.7 42.8† 35.5 37.4† 31.5 31.9† 42.8 43.7†

OPT350m 33.4 37.6† 34.9 35.5† 29.6 31.4† 29.5 28.6 40.2 42.3†

OPT-1.3B 35.0 37.8† 40.0 42.0† 33.6 35.9† 33.5 34.2† 42.0 39.7
OPT-6.7B 35.7 36.8† 42.1 45.7† 35.5 37.6† 35.4 35.4 38.0 41.9†

OPT-13B 33.5 34.7† 42.5 45.2† 35.6 37.3† 33.6 33.9 37.6 41.0†

OPT-66B 32.0 35.9† 44.0 45.3† 36.3 38.0† 33.4 33.7† 40.3 41.3†

FT5-small 35.0 35.4† 37.0 38.0† 35.6 34.7 27.3 28.0† 33.6 35.7†

FT5-base 39.2 39.9† 36.7 37.2† 37.3 36.5 29.5 31.2† 36.7 38.6†

FT5-L 42.3 45.1† 41.0 42.5† 39.3 41.6† 31.2 35.3† 31.4 39.3†

FT5-XL 42.8 47.0† 41.0 43.6† 39.7 42.1† 31.4 34.4† 34.8 43.8†

FT5-XXL 42.1 45.6† 43.7 43.8 39.8 42.4† 32.8 34.3† 40.2 41.1†

Avg. 38.0 40.2 40.4 41.4 35.8 37.2 31.3 32.2 37.4 39.8

Table 3: Spearman correlation of different aspects on
text summarization datasets. VAL and IST are the abbre-
viations of vanilla and instruction, respectively. Values
with † denote the evaluator with instruction significantly
outperforms with vanilla. Values in bold are the best
performance in a set of variants (e.g., GPT3 family).

5.1 Text Summarization381

The evaluation results of 28 (9 baseline models382

(e.g., ROUGE-1) and 19 variants of GPTScore383

(e.g., GPT3-d01)) scoring functions for the text384

summarization task on SummEval and RealSumm385

datasets are shown in Tab. 3. Due to the space386

limitation, we move the performance of the NEWS-387

ROOM and QXSUM datasets to the Appendix G.388

Fig. 3 shows the evaluation results of five GPT3389

variant models on four text summarization datasets,390

where QXSUM uses the Pearson correlation and391

other datasets use the Spearman correlation metric.392

The main observations are summarized as follows:393

(1) Evaluator with instruction significantly394

improves the performance (values with † in395

Tab. 3). What’s more, small models with in-396

struction demonstrate comparable performance397

to supervised learning models. For example,398

OPT350m, FT5-small, and FT5-base outperform399

BARTScore+CNN on the CON aspect when using400

the instructions. (2) The benefit from instruction401

is more stable for the decoder-only models. In 402

Tab. 3, the average Spearman score of both the 403

GPT2 and OPT models, 9 out of 10 aspects are 404

better than the vanilla setting (VAL) by using in- 405

struction (IST), while the equipment of instruction 406

(IST) to the encoder-decoder model of FT5 on the 407

NEWSROOM dataset fails to achieve gains. (3) As 408

for the GPT3-based models, (a) the performance 409

of GPT3-d01 is barely significantly better than 410

GPT3-c01, which tries to balance power and speed. 411

(b) GPT3-d03 performs better than GPT3-d01 412

significantly. We can observe these conclusions 413

from Fig. 3, and both conclusions have passed the 414

significance test at p < 0.05. 415
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Figure 3: Experimental results for GPT3-based variants
in text summarization task. Here, blue, orange, green,
pink, and cyan dot denote that GPTSCORE is built based
on a01 (○), b01 (○), c01 (○), d01 (○), and d03 (○),
respectively. The red lines (—) denote the average per-
formance of GPT3-based variants.

5.2 Data to Text 416

We consider the BAGEL and SFRES datasets for 417

the evaluation of data to text task. The average 418

Spearman correlations of the GPT3-based, GPT2- 419

based, OPT-based, and FT5-based models are listed 420

in Tab. 4. VAL, IST, and IDM denote the vanilla, 421

using instruction, and using both instruction and 422

demonstration settings, respectively. Due to the 423

space limitation, the detailed performance of each 424

evaluator considered in this work can be found in 425

Tab. 15 and Tab. 16. The main observations are 426

listed as follows: 427

(1) Introducing instruction (IST) can signif- 428

icantly improve performance, and introducing 429

6



demonstration (DM) will further improve per-430

formance. In Tab. 4, the average performance on431

the three aspects is significantly improved when432

adapting to the instruction, and the performance of433

using demonstration on NAT and FLU has further sig-434

nificantly improved. (2) The decoder-only model435

is better at utilizing demonstration to achieve436

high performance. In Tab. 4, compare to the437

encoder-decoder model FT5, the performance has438

a more significant improvement for the decoder-439

only model of GPT2 and OPT on NAT and FLU440

aspects after introducing DM, which holds for both441

BAGEL and SFRES. (3) GPT3 has strong com-442

patibility with unformatted text. Named entities443

of the BAGEL dataset are replaced with a special444

token (e.g, X and Y ). For example, “X is a cafe445

restaurant”, where “X” denotes the name of the446

cafe. When introducing IST and DM (IDM), the447

variants of GPT3 achieve much higher average per-448

formance than GPT2, OPT, and FT5.449

Model
INF NAT FLU

VALIST IDM VALIST IDM VALIST IDM

BAGEL

GPT3 35.4 38.3†43.6†,‡21.7 26.5†36.9†,‡30.5 32.9†43.4†,‡

GPT2 40.8 43.2†40.2 31.4 33.0†33.5†,‡36.7 39.3†41.3†,‡

OPT 38.7 39.3†38.6 31.4 30.0 33.7†,‡37.7 37.1†41.5†,‡

FT5 41.5 41.5 39.1 26.5 29.7†28.6† 38.1 41.1†40.3†

Avg. 39.1 40.6†40.3† 27.7 29.8†33.2†,‡35.8 37.6†41.6†,‡

SFRES

GPT3 30.4 25.1 31.5†,‡25.0 30.4†26.5† 31.2 30.9 26.1
GPT2 22.5 25.1†20.5 31.0 31.9†37.0†,‡20.0 33.1†36.2†,‡

OPT 25.2 26.9†24.3 26.2 30.0†36.6†,‡21.3 25.6†30.6†,‡

FT5 24.0 21.9 19.7 34.3 34.6†36.8†,‡22.0 17.8 19.7‡

Avg. 25.5 24.7 24.0 29.1 31.7†34.2†,‡23.6 26.8†28.2†,‡

Table 4: The average of Spearman correlation the mod-
els based on GPT3, GPT2, OPT, and FT5 on BAGEL
and SFRES datasets in data-to-text task.

5.3 Dialogue Response Generation450

To test if GPTSCORE can generalize to more as-451

pects, we choose the task of dialogue response452

generation as a testbed, which usually requires eval-453

uating generated texts from a variety of dimensions454

(i.e., “interesting” and “fluent”). To reduce the455

computational cost, in this experiment, we focus456

on GPT3-based metrics since they have achieved457

superior performance as we observed in the previ-458

ous experiments.459

Tab. 5 shows the Spearman correlation of dif-460

ferent aspects on FED turn- and dialogue-level461
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Figure 4: Experimental results for GPT3-based variants
in data-to-text task. Here, blue, orange, green, pink,
and cyan dot denote that GPTSCORE is built based
on a01 (○), b01 (○), c01 (○), d01 (○), and d03 (○),
respectively. The red lines (—) denote the average per-
formance of GPT3-based variants.

datasets. The main observations are listed as fol- 462

lows. 463

(1) The performance of GPT3-d01 is much 464

better than GPT3-d03, even though both of 465

them have the same model size. The average 466

Spearman correlation of GPT3-d01 outperforms 467

GPT3-d03 by 40.8 on the FED Turn-level dataset, 468

and 5.5 on the FED dialogue-level. (2) The GPT3- 469

based model demonstrate stronger generaliza- 470

tion ability. BART-based models failed in the eval- 471

uation of the dialogue generation task, while the 472

GPT3-a01 with 350M parameters achieved compa- 473

rable performance to FED and DE models on both 474

the FED turn-level and dialogue-level datasets. 475

6 Ablation Study 476

6.1 Effectiveness of Demonstration 477

To investigate the relationship between the demon- 478

stration sample size (denote as K) and the evalua- 479

tion performance, we choose the machine transla- 480

tion task and the GPT3-based variants with model 481

sizes ranging from 350M to 175B for further study. 482

The change of Spearman correlation on the 483

MQM-2020 dataset with different demonstration 484

sample size are shown in Fig. 5. The main obser- 485

vations are summarized as follows: (1) The uti- 486

lization of demonstration significantly improves 487

the evaluation performance, which holds for these 488

three aspects. (2) There is an upper bound on the 489

performance gains from the introduction of the 490

demonstration. For example, when K>4, the per- 491

formance of ACC is hard to improve further. (3) 492

When DM has only a few samples (such as K=1), 493

small models (e.g., GPT3-a01) are prone to perfor- 494

mance degradation due to the one-sidedness of the 495

given examples. 496
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Aspect
Baseline GPTScore

BT BTC BTCP FED DE a01 b01 c01 d01 d03

FED dialogue-level

COH 1.7 -14.9 -18.9 25.7 43.7 18.7 15.0 22.5 56.9 13.4
ERR 9.4 -12.2 -13.7 12.0 30.2 35.2 16.8 21.3 45.7 9.40
CON 2.6 -6.7 -10.2 11.6 36.7 33.7 9.9 18.4 32.9 18.1
DIV 13.3 -2.5 -13.9 13.7 37.8 14.9 5.20 21.5 62.8 -6.6
DEP 8.2 -6.6 -17.6 10.9 49.8 9.00 12.9 28.2 66.9 34.1
LIK 9.9 -6.3 -11.8 37.4 41.6 26.2 22.0 32.1 63.4 18.4
UND -11.5 -17.6 -18.2 -0.3 36.5 31.2 40.0 40.0 52.4 19.6
FLE 9.3 -10.2 -10.3 24.9 38.3 32.7 44.9 34.6 51.5 7.20
INF 9.2 -7.5 -10.5 42.9 42.6 6.80 8.0 18.8 60.2 31.7
INQ 6.2 -0.6 -14.8 24.7 41.0 44.2 38.7 49.2 50.3 -10.1

Avg. 5.8 -8.5 -14.0 20.4 39.8 25.3 21.3 28.6 54.3 13.5

FED turn-level

INT 15.9 -3.3 -10.1 32.4 32.7 16.6 6.4 30.8 50.1 22.4
ENG 22.6 1.1 -2.5 24.0 30.0 10.2 6.2 29.4 49.6 35.5
SPE 8.3 -7.9 -16.2 14.1 34.6 33.7 16.1 31.7 21.4 15.1
REL 11.9 10.0 19.4 19.9 26.3 8.6 10.3 23.8 45.2 38.0
COR 7.6 1.8 12.4 26.2 24.2 29.7 11.2 27.0 43.4 42.8
SEM 10.0 18.8 26.1 -9.4 20.2 6.8 8.1 23.1 44.4 40.5
UND 12.0 8.1 4.5 1.3 20.0 6.6 14.8 23.4 36.5 31.1
FLU 14.0 17.2 28.4 -13.4 17.1 16.5 5.7 14.0 16.0 36.7

Avg. 12.8 5.7 7.7 11.9 25.6 16.1 9.9 25.4 38.3 32.8

Table 5: Spearman correlation of different aspects on the
FED turn- and dialogue-level datasets. BT, BTC, BTCP,
and DE denote BARTSCORE, BARTSCORE+CNN,
BARTSCORE+CNN+Para, and DynaEval model, re-
spectively. Values in bold indicate the best performance.

6.2 Partial Order of Evaluation Aspect497

To explore the correlation between aspects, we con-498

ducted an empirical analysis with INT (interesting)499

on the dialogue response generation task of the500

FED-Turn dataset. Specifically, take INT as the501

target aspect and then combine the definitions of502

other aspects with the definition of INT as the final503

evaluation protocols. The x-axis of Fig. 6-(a) is504

the aspect order achieved based on the Spearman505

correlation between INT and that aspect’s human506

score. Fig. 6-(b) is the Spearman correlation o INT507

as the modification of the INT definition, and the508

scoring function is GPT3-c01.509

The following table illustrates the definition com-510

position process, where Sp denotes Spearman.511

X Aspect Aspect Definition Sp

1 INT Is this response interesting to the
conversation?

30.8

3 INT, ENG,
SPE

Is this an interesting response that
is specific and engaging?

48.6

512

513

Specifically, the definition of INT is “Is this re-514

sponse interesting to the conversation? ” at x=1515

in Fig. 6-(b). When INT combines with ENG, SPE516
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Figure 5: Results of the GPT3 family models with dif-
ferent numbers of examples (K) in the demonstration on
the MQM-2020 dataset. Here, blue, orange, green, red,
and cyan lines denote that GPTSCORE is built based on
GPT3-a01 (▲), GPT3-b01 (⋆), GPT3-c01 (○), GPT3-
d01 (é), and GPT3-d03 (+), respectively.

(at x=3 in Fig. 6-(b)), its definition can be “Is this 517

an interesting response that is specific and engag- 518

ing?”. And the new aspect definition boosts the 519

performance from 30.8 (at x=1 in Fig. 6-(b)) to 520

48.6 (at x=3 in Fig. 6-(b)). The best performance 521

of 51.4 (x=5 in Fig. 6-(b)) is achieved after com- 522

bining five aspects (INT, ENG, SPE, COR, REL), 523

which already exceeded 50.1 of the most potent 524

scoring model GPT3-d01 with aspect definition 525

built only on INT. Therefore, combining definitions 526

with other highly correlated aspects can improve 527

evaluation performance. 528
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Figure 6: (a) Descending order of Spearman correlation
between INT and other aspects’ human scoring. (b)
The Spearman correlation of INT changes as its aspect
definition is modified in combination with other aspects.

7 Conclusion 529

In this paper, we propose to leverage the emer- 530

gent abilities from generative pre-training mod- 531

els to address intricate and ever-changing eval- 532

uation requirements. The proposed framework, 533

GPTSCORE, is studied on multiple pre-trained lan- 534

guage models with different structures, including 535

the GPT3 (175B). GPTSCORE has multiple bene- 536

fits: customizability, multi-faceted evaluation, and 537

train-free, which enable us to flexibly craft a metric 538

that can support 22 aspects on 37 datasets with- 539

out any learning process yet attain competitive per- 540

formance. This work opens a new way to audit 541

generative AI by utilizing generative AI. 542
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8 Limitations543

The limitations of this work include: (1) The pre-544

trained language models considered in our work545

were released before GPT-3.5 (included), while546

some recently released popular LLMs (such as547

ChatGPT and GPT-4) are not studied in this work.548

(2) GPT3-text-davinci-003 performs worse than549

GPT3-text-davinci-001, which holds in many550

evaluation settings. However, we cannot explain551

this conclusion well until OpenAI discloses the552

model and training in more details. (3) Due to the553

cost limitation of using the OpenAI API, we only554

consider evaluating four traditional NLP genera-555

tion tasks. The evaluation of some complex text556

generation tasks (e.g., story generation, a long text557

generation task) can be studied in the future.558
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A Machine Translation898

The average sample-level Spearman (ρ) scores of899

GPT3-based, GPT2-based, OPT-based, and FT5-900

based models on the MQM-2020 machine trans-901

lation dataset are shown in Tab. 6, where values902

with † denote that the evaluator equipped with IST903

(or IDM) significantly outperforms the VAL set-904

ting, and ‡ indicate that the evaluator equipped905

with IDM (the combination of IST and DM) sig-906

nificantly outperforms the IST setting. The Spear-907

man correlations for the GPT3-based variants are908

shown in Fig. 7. For the full evaluation results909

of 28 models (including 9 baseline scoring mod-910

els, such as ROUGE-1) can be found in Tab. 14.911

Following Thompson and Post (2020) and Yuan912

et al. (2021), we treat the evaluation of machine913

translation as the paraphrasing task. The main ob-914

servations are listed as follows:915

(1) The introduction of instruction (IST) sig-916

nificantly improve the performance in three dif-917

ferent aspects of ACC, FLU, and MQM. In Tab. 6, the918

average performance of 19 GPTSCORE based eval-919

uators with instruction (IST) significantly outper-920

forms vanilla (VAL). (2) The combination of in-921

struction and demonstration (IDM) brings gains922

for the evaluator with different model struc-923

tures. In Tab. 6, the performance of GPT3, GPT2,924

OPT, and FT5 improves a lot when instruction and925

demonstration (IDM) are introduced. (3) The eval-926

uator built based on GPT3-c01 achieves compa-927

rable performance with GPT3-d01 and GPT3-928

d03. This can be found in Fig. 7. Since the GPT3-929

d01 and GPT3-d03 are most expensive variant of 930

GPT3, the cheaper and comparative GPT3-c01 is a 931

good choice for machine translation task. 932

Model
ACC FLU MQM

VALIST IDM VALIST IDM VALIST IDM

GPT3 27.2 27.1 29.7†,‡ 11.3 10.4 16.4†,‡ 30.3 31.2† 32.3†,‡

GPT2 25.8 27.0† 30.3†,‡ 9.8 10.8† 15.8†,‡ 30.1 30.3† 33.5†,‡

OPT 28.7 29.4† 30.3†,‡ 10.0 12.2† 16.3†,‡ 32.5 34.6† 35.1†,‡

FT5 27.7 27.8† 28.3†,‡ 9.6 11.0† 15.4†,‡ 31.0 32.3† 32.3

Avg. 27.4 27.8† 29.7†,‡ 10.2 11.1† 16.0†,‡ 31.0 32.1† 33.3†,‡

Table 6: The average Spearman correlation of the GPT3-
based, GPT2-based, OPT-based, and FT5-based models
in machine translation task of MQM-2020 dataset.
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Figure 7: Experimental results for GPT3-based variants
in the machine translation task. Here, blue, orange,
green, pink, and cyan dot denote that GPTSCORE is
built based on a01 (○), b01 (○), c01 (○), d01 (○), and
d03 (○), respectively. The red lines (—) denote the
average performance of GPT3-based variants.

B Evaluation Strategy 933

Evaluation strategies define different aggregation 934

methods when we calculate the correlation scores. 935

Specifically, suppose that for each source text 936

si, i ∈ [1, 2, · · · , n] (e.g., documents in text sum- 937

marization task or dialogue histories for dialogue 938

generation task), there are J system outputs hi,j , 939

where j ∈ [1, 2, · · · , J ]. fauto is an automatic scor- 940

ing function (e.g., ROUGE (Lin, 2004)), and fhuman 941

is the gold human scoring function. For a given 942

evaluation aspect a, the meta-evaluation metric F 943

can be formulated as follows. 944

Sample-level defines that a correlation value is 945

calculated for each sample separately based on out- 946

puts of multiple systems, then averaged across all 947

samples. 948

F
sample
fauto,fhuman

=
1

n

n∑
i=1

(
g
(
[fauto(hi,1), · · · , fauto(hi,J)] ,

[fhuman(hi,1), · · · , fhuman(hi,J)]
))

,

949
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where g can be instantiated as Spearman or Pearson950

correlation.951

Dataset-level indicates that the correlation value952

is calculated on system outputs of all n samples.953

F data
fauto,fhuman

= g
(
[fauto(h1,1), · · · , fauto(hn,J)] ,

[fhuman(h1,1), · · · , fhuman(hn,J)]
)954

In this work, we select the evaluation strategy for a955

specific task based on previous works (Yuan et al.,956

2021; Zhang et al., 2022a). We use the sample-957

level evaluation strategy for text summarization,958

data-to-text, and machine translation tasks. For the959

dialogue response generation task, the dataset-level960

evaluation strategy is utilized.961

C Metric Comparison962

Tab. 7 summarize several popular generated text963

evaluation methods.964

D Tasks, Datasets, and Aspects965

To achieve a more comprehensive evaluation, in966

this paper, we cover a broad range of natural lan-967

guage generation tasks: Dialogue Response Gener-968

ation, Text Summarization, Data-to-Text, and Ma-969

chine Translation, which involves 9 datasets and 22970

evaluation aspects in total. Tab. 8 summarizes the971

tasks, datasets, and evaluation aspects considered972

by each dataset. The definition of different aspects973

can be found in Tab. 1.974

Dialogue Response Generation aims to auto-975

matically generate an engaging and informative976

response based on the dialogue history. (1)977

FED (Mehri and Eskénazi, 2020a) collects 124978

conversations, including both human-machine979

(Meena (Adiwardana et al., 2020), Mitsuku6) and980

human-human dialogues, and manually annotated 9981

and 11 evaluation aspects at the turn- and dialogue-982

level, respectively.983

Text Summarization is a task of automatically984

generating an informative and fluent summary for985

a given long text. Here, we consider the fol-986

lowing four datasets covering 6 evaluation as-987

pects: semantic coverage, informativeness, rel-988

evance, fluency, coherence, and factuality. (1)989

SummEval (Bhandari et al., 2020) collects human990

judgments on 16 model-generated summaries on991

6https://medium.com/pandorabots-blog/
mitsuku-wins-loebner-prize-2018-3e8d98c5f2a7

the CNN/Daily Mail dataset, covering aspects of 992

coherence, consistency, fluency, and relevance. (2) 993

REALSumm (Bhandari et al., 2020) evaluates the re- 994

liability of automatic metrics by measuring the 995

pyramid recall of text generated by 25 systems. 996

(3) NEWSROOM (Grusky et al., 2018) covers news, 997

sports, entertainment, finance, and other topics and 998

evaluates the quality of summaries generated by 7 999

systems, including informativeness, relevance, flu- 1000

ency, and coherence. (4) QAGS_XSUM (Wang et al., 1001

2020b) is another dataset focusing on the factuality 1002

aspect. It has 239 samples from XSUM and their 1003

summaries are generated by a fine-tuned BART 1004

model. 1005

Data-to-Text aims to automatically generate a 1006

fluent and factual description for a given table. (1) 1007

BAGEL (Mairesse et al., 2010) contains 202 samples 1008

about restaurants in Cambridge. (2) SFRES (Wen 1009

et al., 2015) contains 581 samples about restaurants 1010

in San Francisco. These two datasets consider three 1011

evaluation aspects: informativeness, naturalness 1012

(relevance), and quality (fluency). 1013

Machine Translation aims to translate a sen- 1014

tence from one language to another. We consider a 1015

sub-datasets of Multidimensional Quality Metrics 1016

(MQM) (Freitag et al., 2021), namely, MQM-2020 1017

(Chinese->English). Due to limited annotations, 1018

here, we only consider three evaluation aspects: 1019

accuracy, fluency, and MQM with diverse scores. 1020

E Ablation Study 1021

E.1 Effectiveness of Demonstration 1022

The in-context learning helps a lot to achieve a 1023

good performance. However, how does the number 1024

of samples in the demonstration impact the per- 1025

formance? We conduct a case study on the five 1026

GPT3-based models explored in this work. The 1027

experimental results are shown in Fig. 5, and the 1028

specific performance values can be seen in Tab. 9. 1029

E.2 Partial Order of Evaluation Aspect 1030

We have investigated the combination of different 1031

evaluation aspects to achieve further performance 1032

gains in § 6.2. Tab. 10 summarizes the aspect defi- 1033

nition and Spearman correlation changes for INT, 1034

with the introduction of other aspects. 1035

F Prompt Design 1036

In this work, we have studied four popular text gen- 1037

eration tasks: text summarization, machine transla- 1038
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Metrics Custom Function (f ) Additional text (S) Training-free Application
Representation Formulation Source Reference

ROUGE (Lin, 2004) ✗ Token Matching No Required ✓ SUM
BLEU (Papineni et al., 2002) ✗ Token Matching No Required ✓ MT
CHRF (Popovic, 2015) ✗ Character Matching No Required ✓ MT
BERTScore (Zhang et al., 2020) ✗ BERT Matching No Required ✓ MUL(2)
MoverScore (Zhao et al., 2019) ✗ BERT Matching No Required ✓ MUL(4)
BLEURT (Sellam et al., 2020) ✗ BERT Regression No Required ✓ MT

PRISM (Thompson and Post, 2020) ✗ Embedding Paraphrase Optional Optional ✓ MT
UNIEVAL (Zhong et al., 2022) ✗ T5 Boolean QA Optional Optional ✗ MUL(2)
COMET (Rei et al., 2020) ✗ BERT Regress, Rank Optional Optional ✗ MT
BARTScore (Yuan et al., 2021) ✗ BART Generation Optional Optional ✓ MUL(3)
FED (Mehri and Eskénazi, 2020a) ✗ DialoGPT Generation Required Optional ✓ Dialogue
HolisticEval (Pang et al., 2020) ✗ GPT2 Generation Optional Optional ✓ Dialogue

GPTScore ✓ GPT3/OPT Any Optional Optional ✓ MUL(5)

Table 7: A comprehensive comparison of existing research on automated evaluation of generated texts. MUL(k)
denotes multiple (k) applications explored. Custom denotes Custom Aspects.

Tasks Dataset Aspect

Diag
FED-Diag

COH, DIV, FLE, UND,INQ
CON, INF, LIK, DEP, ERR

FED-Turn
INT, ENG, SPE, REL,
COR, SEM, UND, FLU

Summ

SummEval COH, CON, FLU,REL
Newsroom FLU, REL, INF, COH
REALSumm COV
Q-XSUM FAC

D2T
BAGEL FLU, REL, INF
SFRES FLU, REL, INF

MT MQM-2020 FLU, COH, INF

Table 8: An overview of tasks, datasets, and evaluation
aspects. Summ. denote the text summarization task,
D2T denotes the Data-to-Text task, MT denotes the
machine translation. Tab. 1 summarized the definitions
of the aspects explored in this work.

tion, data-to-text, and dialogue response generation.1039

The instructions for these tasks on different evalua-1040

tion aspects are summarized in Tab. 11 and Tab. 12.1041

Here, we convert the dialogue response generation1042

task as a boolean question-answering task and in-1043

corporate the aspect definition into the question of1044

the boolean question-answering task.1045

G Experiment Results1046

This section lists the full experimental re-1047

sults for the explored text generation tasks.1048

The models considered here include the 91049

baseline models: ROUGE-1, ROUGE-2,1050

ROUGE-L, BERTScore, MoverScore, PRISM,1051

BARTSCORE, BARTSCORE+CNN, and1052

BARTSCORE+CNN+Para, and 19 GPTScore1053

models built based on the GPT3-based, GPT2- 1054

based, OPT-based, and FLAN-T5-based pre- 1055

trained models. 1056

Tab. 13 lists the results of the text summarization 1057

datasets. Tab. 14 lists the results of the machine 1058

translation datasets. Tab. 15 shows the results of the 1059

data-to-text task on the BAGEL dataset. Tab. 16 1060

shows the results of the data-to-text task on the 1061

SFRES dataset. 1062
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Model K ACC FLU MQM

GPT3-ada

0 23.7 6.3 24.1
1 22.5 4.9 26.1
2 21.5 12.8 25.6
4 27.9 12.2 24.3
8 27.9 11.6 24.4
12 29.5 10.6 24.7

GPT3-babbage

0 25.0 10.9 29.6
1 23.4 11.9 30.2
2 24.0 13.3 30.9
4 29.7 14.7 31.5
8 29.8 14.0 31.2
12 31.0 14.9 32.6

GPT3-curie

0 30.3 9.3 34.8
1 29.8 12.5 31.9
2 30.2 16.4 32.9
4 33.1 15.8 33.2
8 30.2 17.9 34.5
12 32.3 18.8 34.3

GPT3-davinci001

0 26.9 8.6 32.6
1 27.2 12.5 33.4
2 27.8 16.2 35.3
4 30.3 16.1 37.7
8 31.2 17.5 38.3
12 31.7 17.5 39.1

GPT3-davinci003

0 29.5 21.3 32.8
1 30.7 19.3 31.4
2 30.1 21.6 32.9
4 29.5 19.1 33.5
8 29.3 21.5 32.2
12 29.8 21.8 32.5

Table 9: Spearman correlation of the GPT3-based mod-
els (e.g, text-ada-001 and text-davinci-001) with differ-
ent demonstration sample numbers on the MQM-2020
dataset .K denotes the number of samples in the demon-
stration.
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X Aspect Aspect Definition Spear

1 Interesting (INT) Is this response interesting to the convsersation? 36.9
2 Engaging (ENG) Is this an interesting response that is engaging? 40.7
3 Specific (SPE) Is this an interesting response that is specific and engaging? 48.6
4 Correct (COR) Is this an interesting response that is engaging, specific, and correct? 50.0
5 Relevant (REL) Is this an interesting response that is specific, engaging, relevant, and correct? 51.3
6 Understandable (UND) Is this an interesting response that is specific, engaging, relevant, correct,

and understandable?
50.9

7 Semantically appropriate (SEM) Is this an interesting response that is specific, engaging, relevant, correct,
understandable, and semantically appropriate?

51.4

8 Fluent (FLU) Is this an interesting response that is specific, engaging, relevant, correct,
understandable, semantically appropriate, and fluent?

50.3

Table 10: The aspect definition and Spearman correlation of INT. X denotes the number of aspects combined with
the INT. The scoring model is GPT3-c01.

Aspect Function Instruction

Text Summarization

FAC
src->hypo Generate a summary with consistent facts for the following text: {src}\n\nTl;dr{hypo}
ref<->hypo Rewrite the following text with consistent facts. {ref/hypo} In other words, {hypo/ref}

COV src->hypo Generate a summary with as much semantic coverage as possible for the following text:
{src}\n\nTl;dr{hypo}

ref<->hypo Rewrite the following text with the same semantics. {ref/hypo} In other words, {hypo/ref}

CON src->hypo Generate factually consistent summary for the following text: {src}\n\nTl;dr{hypo}
ref<->hypo Rewrite the following text with consistent facts. {ref/hypo} In other words, {hypo/ref}

INF src->hypo Generate an informative summary that captures the key points of the following text:
{src}\n\nTl;dr{hypo}

ref<->hypo Rewrite the following text with its core information. {ref/hypo} In other words, {hypo/ref}

COH src->hypo Generate a coherent summary for the following text: {src}\n\nTl;dr{hypo}
ref<->hypo Rewrite the following text into a coherent text. {ref/hypo} In other words, {hypo/ref}

REL src->hypo Generate a relevant summary with consistent details for the following text: {src}\n\nTl;dr{hypo}
ref<->hypo Rewrite the following text with consistent details. {ref/hypo} In other words, {hypo/ref}

FLU
src->hypo Generate a fluent and grammatical summary for the following text: {src}\n\nTl;dr{hypo}
ref<->hypo Rewrite the following text into a fluent and grammatical text. {ref/hypo} In other words, {hypo/ref}

Machine Translation

Acc ref<->hypo Rewrite the following text with its core information and consistent facts:{ref/hypo} In other words,
{hypo/ref}

FLU ref<->hypo Rewrite the following text to make it more grammatical and well-written:{ref/hypo} In other words,
{hypo/ref}

MQM ref<->hypo Rewrite the following text into high-quality text with its core information:{ref/hypo} In other words,
{hypo/ref}

Data to Text

INF ref<->hypo Convert the following text to another expression that preserves key information:\n\n{ref/hypo} In
other words, {hypo/ref}

NAT ref<->hypo Convert the following text into another expression that is human-like and natural:\n\n{ref/hypo} In
other words, {hypo/ref}

FLU ref<->hypo Convert the following text into another expression that preserves key information and is human-like
and natural:\n\n{ref/hypo} In other words, {hypo/ref}

Table 11: Instruction design on different aspects for text summarization, machine translation, and data-to-text tasks.
src, hypo, and ref denote the source text, hypothesis text, and reference text, respectively. a->b (a<-b) denotes to
evaluate the quality of b (a) text based on the given a (b) text.
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Aspect Instruction

FED Turn-Level

INT
Answer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI interesting? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

ENG
Answer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI engaging? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

UND
Answer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI understandable? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

REL Answer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI relevant to the conversation? (a) Yes. (b) No.backslashnConversation: {History}\nAnswer: Yes.

SPE Answer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI generic or specific to the conversation? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

COR Answer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI correct to conversations? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.]

SEM Answer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI semantically appropriate? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

FLU Answer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI fluently written? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

FED Dialog-Level

COH Answer the question based on the conversation between a human and AI.\nQuestion: Is the AI coherent
and maintains a good conversation flow throughout the conversation? (a) Yes. (b) No.\nConversation:
{History}\nAnswer: Yes.

DIV Answer the question based on the conversation between a human and AI.\nQuestion: Is there diversity in
the AI responses? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

FLE Answer the question based on the conversation between a human and AI.\nQuestion: Is the AI flexible and
adaptable to human and their interests? (a) Yes. (b) No. \nConversation: {History}\nAnswer: Yes.

UND Answer the question based on the conversation between a human and AI.\nQuestion: Does the AI seem to
understand the human? (a) Yes. (b) No. \nConversation: {History}\nAnswer: Yes.

INQ Answer the question based on the conversation between a human and AI.\nQuestion: Is the AI inquisitive
throughout the conversation? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

CON Answer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI consistent in the information it provides throughout the conversation? (a) Yes. (b) No.\nConversation:
{History}\nAnswer: Yes.

INF nswer the question based on the conversation between a human and AI.\nQuestion: Are the responses of
AI informative throughout the conversation? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

LIK Answer the question based on the conversation between a human and AI.\nQuestion: Does the AI display a
likeable personality? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

DEP Answer the question based on the conversation between a human and AI.\nQuestion: Does the AI discuss
topics in depth? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

ERR Answer the question based on the conversation between a human and AI.\nQuestion: Is the AI able to
recover from errors that it makes? (a) Yes. (b) No.\nConversation: {History}\nAnswer: Yes.

Table 12: Instruction design on various aspects for dialogue response generation task at the turn- and dialogue-level.
History indicates the conversation history. We convert the evaluation of the response generation task as a question-
answering task, and the aspect definition is incorporated into the question of the question-answering task.
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Model

NEWSROOM QXSUM

COH CON FLU REL COV
VAL IST VAL IST VAL IST VAL IST VAL IST

ROUGE-1 27.3 - 26.1 - 25.9 - 34.4 - 3.6 -
ROUGE-2 10.9 - 11.7 - 11.2 - 14.4 - 9.9 -
ROUGE-L 24.7 - 25.7 - 24.4 - 32.5 - 5.2 -
BERTScore 31.7 - 31.7 - 27.2 - 33.7 - -4.6 -
MoverScore 17.7 - 14.2 - 16.0 - 18.9 - 5.4 -
PRISM 60.7 - 56.5 - 59.2 - 61.9 - 2.5 -
BARTSCORE 70.3 - 67.2 - 63.1 - 68.8 - 0.9 -
+CNN 68.5 - 64.9 - 60.4 - 66.3 - 18.4 -
+CNN+Para 69.0 - 65.5 - 62.5 - 67.3 - 6.4 -

GPT3

GPT3-a01 71.6 71.9† 69.7 70.0† 66.0 67.0† 69.6 69.2 10.3 9.2
GPT3-b01 73.6 72.9 70.2 70.3 66.8 68.3† 71.5 71.2 8.5 14.2
GPT3-c01 73.8 72.8 70.5 70.9† 65.9 68.6† 71.0 71.1 15.2 22.1†

GPT3-d01 72.6 73.4† 68.5 70.0† 65.9 66.9† 71.1 72.1† 24.0 22.7
GPT3-d03 73.8 73.1 70.4 70.0 67.4 68.9† 74.1 73.3 21.7 22.0†

Avg. 73.1 72.8 69.9 70.2† 66.4 67.9† 71.4 71.4 15.9 18.0†

GPT2

GPT2-M 68.9 71.7† 66.4 68.0† 61.1 62.3† 67.0 66.8 18.1 18.7†

GPT2-L 70.5 72.3† 66.6 68.3† 60.2 61.4† 66.8 67.8† 19.2 19.6†

GPT2-XL 71.0 70.5 66.6 66.6 61.4 60.7 67.2 66.9 21.2 21.2
GPT-J-6B 71.8 71.4 69.8 69.5 65.5 65.5 69.4 69.3 21.6 22.0†

Avg. 70.5 71.5† 67.4 68.1† 62.0 62.5† 67.6 67.7 20.0 20.4†

OPT

OPT-350M 70.6 71.5† 69.2 69.9† 67.3 68.1† 70.8 71.6† 13.5 13.3
OPT-1.3B 73.2 73.6† 70.9 71.3† 67.2 67.8† 72.5 72.4 21.1 19.9
OPT-6.7B 71.9 71.9 69.0 69.0 67.7 67.1 71.7 71.3 21.2 19.9
OPT-13B 71.9 71.9 68.9 69.6† 65.4 66.0† 71.2 71.5† 23.1 22.1
OPT-66B 72.8 72.8 70.0 69.5 66.0 65.9 71.9 71.9 24.0 23.1

Avg. 72.1 72.3† 69.6 69.9† 66.7 67.0† 71.6 71.8† 20.6 19.6

FLAN-T5

FT5-S 68.3 69.2† 64.6 64.1 59.8 60.4† 64.6 65.5† 14.4 15.1†

FT5-B 68.9 69.0 64.8 64.6 59.6 59.9† 66.5 66.5 13.6 16.3†

FT5-L 70.5 69.1 66.1 64.6 60.9 60.0 66.6 65.4 27.2 28.8†

FT5-XL 72.1 70.1 66.7 65.6 61.0 60.5 68.3 67.5 18.9 25.6†

FT5-XXL 70.7 69.3 65.7 65.2 60.2 60.4† 67.6 67.8† 23.9 27.8†

Avg. 70.1 69.3 65.6 64.8 60.3 60.2 66.7 66.5 19.6 22.7†

Overall Avg 71.5 71.5 68.1 68.3 64.0 64.5† 69.4 69.4 19.0 20.2†

Table 13: Spearman correlations on NEWSROOM and QXSUM datasets for text summarization task. VAL and IST
denote the evaluator with vanilla and instruction, respectively. Values with † denote the evaluator with instruction
significantly outperforms with vanilla. Values in bold are the best performance in a set of variants (e.g., GPT3
family).
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Model
ACC FLU MQM

VAL IST IDM VAL IST IDM VAL IST IDM

ROUGE-1 21.3 - - 1.7 - - 17.5 - -
ROUGE-2 15.0 - - 5.8 - - 15.4 - -
ROUGE-L 16.6 - - 8.7 - - 15.7 - -
BERTScore 26.1 - - 8.2 - - 23.6 - -
MoverScore 18.2 - - 1.2 - - 17.2 - -
PRISM 25.9 - - 9.1 - - 27.4 - -
BARTSCORE 26.1 - - 8.2 - - 23.6 - -
+CNN 26.2 - - 8.1 - - 28.7 - -
+CNN+Para 31.0 - - 10.8 - - 29.9 - -

GPT3

GPT3-a01 24.9 23.7 27.9†,‡ 5.9 6.3† 11.6†,‡ 27.0 24.1 24.4‡

GPT3-b01 25.9 25.0 29.8†,‡ 10.7 10.8 14.0†,‡ 29.4 29.6 31.2†,‡

GPT3-c01 29.4 30.3† 30.2† 10.7 9.3 17.9†,‡ 33.3 34.8† 34.5†

GPT3-d01 28.6 26.5 31.2†,‡ 11.3 8.6 17.5†,‡ 32.0 32.5† 38.3†,‡

GPT3-d03 27.2 30.1† 29.5† 18.0 17.1 21.3†,‡ 29.9 34.8† 32.8†

Avg. 27.2 27.1 29.7†,‡ 11.3 10.4 16.4†,‡ 30.3 31.2† 32.3†,‡

GPT2

GPT2-M 25.7 24.6 29.6†,‡ 8.6 9.4† 15.1†,‡ 32.1 29.4 34.1†,‡

GPT2-L 27.2 28.5† 32.2†,‡ 11.1 10.4 14.9†,‡ 31.2 30.9 33.9†,‡

GPT2-XL 24.2 27.6† 29.7†,‡ 9.4 12.0† 17.4†,‡ 28.6 32.2† 35.8†,‡

GPT-J-6B 26.2 27.2† 29.5†,‡ 9.9 11.2† 15.9†,‡ 28.5 28.8† 30.3†,‡

Avg. 25.8 27.0† 30.3†,‡ 9.8 10.8† 15.8†,‡ 30.1 30.3† 33.5†,‡

OPT

OPT-350M 29.3 28.1 28.6‡ 11.7 11.9 15.7†,‡ 31.5 32.5† 31.8
OPT-1.3B 27.9 27.7 28.0‡ 8.8 13.3† 15.9†,‡ 32.6 33.6† 32.9†

OPT-6.7B 29.6 30.7† 30.6† 10.7 12.2† 15.0†,‡ 34.2 36.4† 36.9†,‡

OPT-13B 27.5 29.5† 30.8†,‡ 9.6 11.7† 17.9†,‡ 31.9 35.5† 37.5†,‡

OPT-66B 29.5 31.0† 33.4†,‡ 9.1 12.1† 16.8†,‡ 32.1 35.3† 36.4†,‡

Avg. 28.7 29.4† 30.3†,‡ 10.0 12.2† 16.3†,‡ 32.5 34.6† 35.1†,‡

FLAN-T5

FT5-S 27.6 28.7† 27.0 12.6 9.4 15.0†,‡ 33.5 33.3 31.3
FT5-B 25.5 25.4 27.4†,‡ 10.4 10.2 15.9†,‡ 29.8 29.6 30.0‡

FT5-L 28.5 28.5 28.8†,‡ 7.9 13.0† 15.6†,‡ 30.7 31.6† 32.1†,‡

FT5-XL 28.1 27.0 28.1‡ 9.4 10.2† 14.0†,‡ 30.4 33.5† 34.2†,‡

FT5-XXL 29.0 29.4† 30.5†,‡ 7.6 12.2† 16.2†,‡ 30.7 33.3† 33.8†,‡

Avg. 27.7 27.8 28.3†,‡ 9.6 11.0† 15.4†,‡ 31.0 32.3† 32.3†

Overall Avg 27.4 27.8† 29.7†,‡ 10.2 11.1† 16.0†,‡ 31.0 32.1† 33.3†,‡

Table 14: Spearman correlations on MQM-2020 dataset for machine translation task. VAL, IST, and IDM denote
the evaluator with vanilla, instruction, and the combination of instruction and demonstration, respectively. Values
with † denote the evaluator with instruction significantly outperforms with vanilla, and values with ‡ denote the
evaluator with the combination of instruction and demonstration significantly outperforms with only instruction.
Values in bold are the best performance in a set of variants (e.g., GPT3 family).
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Model
INF NAT FLU

VAL IST IST+DM VAL IST IST+DM VAL IST IST+DM

ROUGE-1 28.7 - - 5.0 - - 8.3 - -
ROUGE-2 24.0 - - 15.2 - - 16.0 - -
ROUGE-L 26.3 - - 10.5 - - 11.0 - -
BERTScore 37.2 - - 16.0 - - 18.7 - -
MoverScore 30.7 - - 20.4 - - 14.8 - -
PRISM 36.8 - - 28.7 - - 34.4 - -
BARTSCORE 29.5 - - 24.0 - - 29.7 - -
+CNN 37.7 - - 30.1 - - 34.4 - -
+CNN+Para 39.2 - - 31.0 - - 44.9 - -

GPT3

GPT3-a01 33.3 37.0† 42.5†,‡ 20.5 28.7† 41.7†,‡ 28.8 35.1† 40.2†,‡

GPT3-b01 39.2 44.5† 42.2† 18.2 29.8† 39.1†,‡ 30.0 33.8† 40.3†,‡

GPT3-c01 30.6 40.9† 47.5†,‡ 24.8 26.5† 39.9†,‡ 27.4 34.2† 44.2†,‡

GPT3-d01 41.2 39.4 43.6†,‡ 25.4 26.2† 36.6†,‡ 29.7 27.1 47.9†,‡

GPT3-d03 32.9 29.8 42.0†,‡ 19.5 21.4† 27.5†,‡ 36.6 34.2 44.4†,‡

Avg. 35.4 38.3† 43.6†,‡ 21.7 26.5† 36.9†,‡ 30.5 32.9† 43.4†,‡

GPT2
GPT2-M 39.4 42.9† 38.6 31.2 33.2† 34.3†,‡ 38.9 38.9 39.6†,‡

GPT2-L 39.7 42.2† 41.8† 30.1 33.5† 33.1† 34.0 40.0† 39.6†

GPT2-XL 41.2 42.0† 38.7 31.7 33.7† 34.8†,‡ 38.0 40.6† 44.2†,‡

GPT-J-6B 42.8 45.6† 41.6 32.5 31.5 31.9‡ 35.9 37.7† 42.0†,‡

Avg. 40.8 43.2† 40.2 31.4 33.0† 33.5†,‡ 36.7 39.3† 41.3†,‡

OPT

OPT-350M 37.0 36.8 37.9†,‡ 33.9 32.5 31.1 39.9 39.5 39.9‡

OPT-1.3B 36.7 39.3† 38.2† 28.8 30.0† 32.9†,‡ 37.3 34.9 40.9†,‡

OPT-6.7B 40.4 39.3 38.3 31.6 27.2 35.2†,‡ 36.0 34.4 43.6†,‡

OPT-13B 37.9 37.6 38.9†,‡ 31.4 30.3 34.6†,‡ 39.2 39.0 41.2†,‡

OPT-66B 41.4 43.2† 39.6 31.3 30.2 34.7†,‡ 36.3 37.6† 42.0†,‡

Avg. 38.7 39.3 38.6 31.4 30.0 33.7†,‡ 37.7 37.1 41.5†,‡

FLAN-T5

FT5-S 39.8 37.6 38.2 33.0 29.5 26.6 46.1 34.7 36.1‡

FT5-B 39.7 43.6† 37.7 26.4 30.3† 27.3† 37.8 40.6† 37.9
FT5-L 42.0 42.8† 38.9 23.6 31.0† 32.6†,‡ 35.3 43.3† 44.5†,‡

FT5-XL 41.0 42.8† 43.3†,‡ 24.8 28.9† 27.8† 37.4 44.4† 41.9†

FT5-XXL 44.9 40.7 37.4 24.8 28.8† 28.4† 34.2 42.5† 41.3†

Avg. 41.5 41.5 39.1 26.5 29.7† 28.6† 38.1 41.1† 40.3†

Overall Avg 39.1 40.6† 40.3† 27.7 29.8† 33.2†,‡ 35.8 37.6† 41.6†,‡

Table 15: Spearman correlations on BAGEL dataset for data-to-text task. VAL, IST, and IDM denote the evaluator
with vanilla, instruction, and the combination of instruction and demonstration, respectively. Values with † denote
the evaluator with instruction significantly outperforms with vanilla, and values with ‡ denote the evaluator with the
combination of instruction and demonstration significantly outperforms with only instruction. Values in bold are the
best performance in a set of variants (e.g., GPT3 family).
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Model
INF NAT FLU

VAL IST IST+DM VAL IST IST+DM VAL IST IST+DM

ROUGE-1 24.2 - - 24.2 - - 15.1 - -
ROUGE-2 21.9 - - 25.9 - - 11.4 - -
ROUGE-L 18.5 - - 20.2 - - 1.7 - -
BERTScore 25.8 - - 28.0 - - 11.8 - -
MoverScore 17.9 - - 24.4 - - 5.0 - -
PRISM 27.4 - - 33.1 - - 14.2 - -
BARTSCORE 22.4 - - 25.5 - - 6.9 - -
+CNN 24.2 - - 30.6 - - 17.2 - -
+CNN+Para 25.0 - - 30.2 - - 19.5 - -

GPT3

GPT3-a01 25.4 19.1 25.6‡ 28.7 34.0† 37.7†,‡ 30.7 27.0 26.6
GPT3-b01 37.5 28.4 26.5 21.5 30.6† 26.1† 24.6 28.9† 21.1
GPT3-c01 29.8 21.3 33.7†,‡ 24.7 28.5† 28.6† 31.1 27.1 27.6‡

GPT3-d01 32.6 27.0 33.9†,‡ 27.3 31.7† 21.9 35.8 39.7† 27.1
GPT3-d03 26.6 29.6† 37.6†,‡ 22.6 27.0† 18.2 33.9 31.9 28.2

Avg. 30.4 25.1 31.5†,‡ 25.0 30.4† 26.5† 31.2 30.9 26.1

GPT2

GPT2-M 24.7 23.1 18.2 28.7 32.7† 35.2†,‡ 18.7 34.8† 33.6†

GPT2-L 19.6 28.1† 20.2† 31.2 32.4† 37.8†,‡ 18.6 33.1† 35.9†,‡

GPT2-XL 22.0 23.6† 23.8† 29.7 29.1 38.0†,‡ 18.2 29.8† 37.1†,‡

GPT-J-6B 23.9 25.6† 19.6 34.3 33.3 36.8†,‡ 24.4 34.5† 38.4†,‡

Avg. 22.5 25.1† 20.5 31.0 31.9† 37.0†,‡ 20.0 33.1† 36.2†,‡

OPT

OPT-350M 26.1 28.7† 25.4 27.0 29.5† 35.0†,‡ 21.7 26.6† 27.3†,‡

OPT-1.3B 26.1 28.3† 23.5 26.0 30.5† 38.7†,‡ 23.0 26.9† 29.8†,‡

OPT-6.7B 26.2 26.0 24.2 26.7 31.0† 36.5†,‡ 21.7 25.8† 35.9†,‡

OPT-13B 27.7 26.9 26.0 24.4 30.1† 38.0†,‡ 20.2 29.6† 34.9†,‡

OPT-66B 20.1 24.7† 22.4† 26.8 29.1† 34.6†,‡ 19.8 19.1 25.3†,‡

Avg. 25.2 26.9† 24.3 26.2 30.0† 36.6†,‡ 21.3 25.6† 30.6†,‡

FLAN-T5

FT5-S 19.7 16.9 17.0 33.6 33.1 33.0 19.4 17.2 15.9
FT5-B 24.2 23.7 20.9 31.7 32.5† 33.4†,‡ 14.2 15.5† 16.8†,‡

FT5-L 24.9 22.3 20.6 36.2 37.1† 38.6†,‡ 24.3 18.1 21.1‡

FT5-XL 26.1 23.7 19.5 38.4 35.6 37.4‡ 28.4 21.0 22.5‡

FT5-XXL 24.9 22.9 20.3 31.9 34.7† 41.7†,‡ 23.8 16.9 22.2‡

Avg. 24.0 21.9 19.7 34.3 34.6† 36.8†,‡ 22.0 17.8 19.7‡

Overall Avg 25.5 24.7 24.0 29.1 31.7 34.2†,‡ 23.6 26.8† 28.2†,‡

Table 16: Spearman correlations on SFRES dataset for data-to-text task. VAL, IST, and IDM denote the evaluator
with vanilla, instruction, and the combination of instruction and demonstration, respectively. Values with † denote
the evaluator with instruction significantly outperforms with vanilla, and values with ‡ denote the evaluator with the
combination of instruction and demonstration significantly outperforms with only instruction. Values in bold are the
best performance in a set of variants (e.g., GPT3 family).
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