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Abstract

Human and model-generated texts can be dis-001
tinguished by examining the magnitude of like-002
lihood in language. However, it is becoming003
increasingly difficult as language model’s ca-004
pabilities of generating human-like texts keep005
evolving. This study provides a new perspec-006
tive by using the relative likelihood values in-007
stead of absolute ones, and extracting useful008
features from the spectrum-view of likelihood009
for the human-model text detection task. We010
propose a detection procedure with two classifi-011
cation methods, supervised and heuristic-based,012
respectively, which results in competitive per-013
formances with previous zero-shot detection014
methods and a new state-of-the-art on short-015
text detection. Our method can also reveal016
subtle differences between human and model017
languages, which find theoretical roots in psy-018
cholinguistics studies.019

1 Introduction020

One of the recent endeavors in natural language021

generation is to develop effective methods of detect-022

ing model-generated texts from real human texts.023

The current most effective methods for this task uti-024

lize the likelihood information in text data. More025

specifically, most existing methods rely on the ob-026

servation that the absolute likelihood values of texts027

naturally distribute differently, depending on their028

sources. Examples include the early work like029

GLTR (Gehrmann et al., 2019) and more recent030

ones like DetectGPT (Mitchell et al., 2023) and031

Fast-DetectGPT (Bao et al., 2024).032

However, existing methods have the following033

limitations: First, most work estimates likelihood034

as a static property of language, but overlooks the035

fact that human language processing is a dynamic036

process during which the likelihood of information037

under processing is bound to certain linguistic and038

cognitive constraints. For example, the trade-off039

between processing effort and likelihood of words040

(Levy, 2008; Smith and Levy, 2013), limited at- 041

tention focus, activation decay (Lewis et al., 2006) 042

and so on. Second, merely using the absolute like- 043

lihood values to distinguish generated and human 044

texts is a tricky “cat and mouse game” – as models’ 045

capability of mimicking human language keeps 046

growing, their productions would eventually be- 047

come hardly distinguishable. Third, current meth- 048

ods are not computationally economical, because 049

most of them need to run at least one time of infer- 050

ence on text with a fairly large language model. 051

We propose a human-model text detection ap- 052

proach that addresses the aforementioned issues 053

and achieves better or competitive performance 054

with existing methods. Our approach extracts fea- 055

tures from the spectrum view of relative likelihood 056

scores of texts, to capture the dynamic changes of 057

likelihood in language. These features are used 058

to design two types of classifiers, a supervised 059

learning-based one and a heuristic-based zero-shot 060

one, both of which reach impressive performances. 061

The core idea is to obtain the spectrum of likeli- 062

hood using the Fourier transform, which summa- 063

rizes the complex patterns of likelihood change in 064

time domain into a much more compact view that 065

magnifies the subtle differences between different 066

texts. It has a theoretical basis in psycholinguis- 067

tic studies on surprisal (likelihood) distribution in 068

natural language. Further, our method is still effec- 069

tive when likelihood scores are estimated by naïve 070

n-gram models, which places much less computa- 071

tional cost. We name our approach FourierGPT, 072

inspired by existing methods like DetectGPT and 073

Fast-DetectGPT. 074

2 Related Work 075

2.1 Likelihood-based zero-shot text detection 076

“Zero-shot” means the text detection is cast not as a 077

supervised classification task, but rather a statistics- 078

based detection task. Early works directly use the 079
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magnitude of token-level likelihood scores. For080

example, Gehrmann et al. (2019) renders the like-081

lihood value of tokens to human-readable color082

schemes, which creates good visual distinction be-083

tween GPT-2 generated text and real human texts.084

Token ranks based on their log-likelihood scores085

(LogRank) are used for the same task (Solaiman086

et al., 2019).087

Recent works develop more advanced statistics088

based on deeper insights into the distributional089

difference between human-created and model-090

generated languages in log-likelihood space. For091

example, Mitchell et al. (2023) finds that the proba-092

bility distribution of model-generated text tends093

to lie under the areas of negative curvature of094

the log-likelihood function, and in contrast, hu-095

man text tends not. Based on this finding, they096

propose DetectGPT, a zero-shot detection method097

that measures perturbation discrepency, the gap098

between an original text and its rewritten variant099

that maintains the same meaning. The assump-100

tion is that human text presents smaller gaps than101

model text. Bao et al. (2024) make substantial102

methodological improvements to DetectGPT and103

propose Fast-DetectGPT by replacing the probabil-104

ity curvature with conditional probability curvature,105

which broadly improves the detection accuracy and106

greatly shorten the computational time. Therefore,107

Fast-DetectGPT is the main state-of-the-art method108

compared with in this study. In nature, both Detect-109

GPT and Fast-DetectGPT find an empirical thresh-110

old for the variance of absolute likelihood values,111

which depend on the choice of the inference model.112

Two other likelihood-based methods are also113

compared within this study: normalized log-rank114

perturbation (NPR) (Su et al., 2023) and divergence115

between multiple completions of a truncated pas-116

sage (DNA-GPT) (Yang et al., 2023a). Both rely117

on estimation of absolute likelihood to some extent.118

2.2 Surprisal and likelihood of language119

The way likelihood scores are defined in the pre-120

vious section is equivalent to the concepts of “sur-121

prisal” and “information density”, which are com-122

monly used interchangeably in the psycholinguis-123

tics literature. Surprisal is known to reflect the124

cognitive load of processing a word, phrase, or sen-125

tence – it takes more effort and time to produce and126

comprehend units of higher surprisal, such as rare127

words (Hale, 2001). There is a preference in human128

language to keep the surprisal intensity evenly dis-129

tributed in time, known as uniform information den-130

sity (UID) (Jaeger, 2010), or entropy rate constancy 131

(ERC) (Genzel and Charniak, 2002, 2003). This 132

preference is an outcome of the speaker/writer’s in- 133

tention to make the listener’s comprehension easier, 134

which, therefore, draws a potential connection to 135

the topic of this study – is this preference learned 136

by language models? Another relevant work is 137

Xu and Reitter (2017)’s finding that periodicity 138

of surprisal exists in natural language, which can 139

be captured by spectrum analysis methods and be 140

used to predict the interaction outcome of dialogue 141

partners. 142

Understanding the human mind’s preference and 143

tendency in handling surprisal/likelihood leads to 144

new ideas for natural language generation tech- 145

niques. For example, some recent endeavors build 146

on top of the assumption that model-generated lan- 147

guage appears more natural and human-like if it is 148

generated through a decoding algorithm that fol- 149

lows the UID theory, such as the beam search al- 150

gorithm as evidenced in Meister et al. (2020); or it 151

falls under the so-called stable entropy zone (Arora 152

et al., 2023); Meister et al. (2023) propose locally 153

typical sampling, which enforces the uniform distri- 154

bution of likelihood during the generation process, 155

and results in generated texts that are more aligned 156

with human texts. 157

2.3 Evaluation of natural language generation 158

with likelihood 159

The task of evaluating natural language generation 160

(NLG) is essentially related to the text detection 161

task. Therefore, likelihood (and its variants) is a 162

natural option here. Early works in NLG often 163

frame the evaluation equivalent to a detection task, 164

which treats human text as gold-standard, and uses 165

the “distance” from human text to measure the qual- 166

ity of generated text. For example, Ippolito et al. 167

(2020) uses total probability as a measurement and 168

Holtzman et al. (2020) compares the generation per- 169

plexity and Zipf coefficient (Zipf, 1949) (closely re- 170

lated to LogRank) of texts from different sampling 171

methods. These works are very similar in method- 172

ology to those reviewed in Section 2.1, only except 173

that they did not emphasize detection accuracy, but 174

focused on “quality control” of generation. 175

Some recent evaluation metrics compare model 176

text with human text in high dimensional space, 177

such as MAUVE (Pillutla et al., 2021). While this 178

type of method does not directly use likelihood in- 179

formation, interesting correlations have been found 180

between likelihood-based metrics. For example, 181
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Yang et al. (2023b) proposes a novel evaluation met-182

ric called Fourier analysis of cross-entropy (FACE),183

which converts the cross-entropy scores (i.e., like-184

lihood) to spectrum representations and then mea-185

sures the distances in frequency-domain. The re-186

sulted distance scores can reflect generation quali-187

ties that are co-examined with other metrics, such188

as MAUVE, and align well with human judgements.189

This work indicates that with proper transforma-190

tion on simple likelihood scores, rich insights about191

language use are viable. In fact, the text detection192

method proposed in this study is directly inspired193

by Yang et al.’s work (2023b).194

3 Method195

The procedure of FourierGPT consists of three196

steps: 1) Estimate and normalize likelihood scores;197

2) Carry out Fourier transform to get the spectrum198

view; 3) Conduct classification on the spectrum.199

The procedure is illustrated in Figure 1 with an200

example. Details of each step are described below.201

3.1 Estimation and normalization of202

likelihood scores203

We estimate the likelihood scores of text data204

with pretrained language models of various scales:205

Mistral-7B (Jiang et al., 2023), GPT-2 families206

(Radford et al., 2019), and a bigram language207

model trained from scratch. We use the imple-208

mentation of bigram model from Heafield (2011)209

and train it on a subset of C4 dataset (Raffel et al.,210

2019). Raw likelihood scores are estimated by211

running a forward pass on the input text. Tak-212

ing an input of N tokens, t1, . . . , tN , the likeli-213

hood score of ith token si is computed by si =214

− logP (ti|t1, . . . , ti−1), i.e., the negative log prob-215

ability returned by the language model, which we216

call the estimator model.217

Then we normalize the raw likelihood scores218

s1, . . . , sN within each sequence, obtaining the z-219

scored likelihood s̃1, . . . , s̃N , in which s̃i =
si−µ
σ ,220

µ =
∑

si/N and σ =
∑

(si−µ)2/(N −1). Here221

we would like to stress that this seemingly trivial222

normalization step is actually critical for verifying223

the hypothesis of this study: the raw likelihood si’s224

value depends on the choice of estimator – larger225

models usually result in smaller values (similar to226

perplexity); but the z-scored s̃i characterizes the227

relative level of likelihood within the range (0, 1),228

which is less dependent on the estimator. As ex-229

pected, the distribution of raw likelihood is highly230

skewed, while the z-scored likelihood is closer to 231

normal distribution and gives better classification 232

results in the following steps. 233

We also find that z-score normalization before 234

the Fourier transform is supported by practices in 235

signal processing. Reno et al. (2018) points out the 236

secondary motion imaging artifact: when a time 237

series consists of high and low-frequency compo- 238

nents of different intensities, the vanilla Fourier 239

transformed spectrum will be dominated by the 240

low-frequency component, and normalization can 241

eliminate this artifact. 242

3.2 Fourier transform 243

The next step is to obtain the spectrum view of 244

the z-scored likelihood sequence s̃0, . . . , s̃N−1 as 245

input. We apply discrete Fourier transform (DFT) 246

according to the following: 247

X(ωk) ≜
N−1∑
n=0

s̃ne
−jωkn (1) 248

The result is a set of complex numbers F = 249

{X(ωk)}|k=0,...,N−1 as the frequency-domain rep- 250

resentation of the input time-domain signal (like- 251

lihood scores), in which ωk is the k-th frequency 252

component. We change the starting index of s̃i 253

to 0 because DFT requires k = 0 as the low- 254

est frequency component. X(ωk) is a complex 255

number made up of real and imaginary parts, 256

X(ωk) = Re(X(ωk)) + Im(X(ωk))j. The norm 257

∥X(ωk)∥ =
√

Re(X(ωk))2 + Im(X(ωk))2 repre- 258

sents the intensity of the kth component ωk. Finally, 259

we use the sequence {∥X(ωk)∥}|k=0,...,N−1 as the 260

spectrum-view of likelihood, which provides fea- 261

tures for the next classification step. 262

The range of ωk is [0, π], and its interpretation is 263

not trivial. Based on an intuitive interpretation pro- 264

vided by Yang et al. (2023b), we can roughly tell 265

that the likelihood score s̃i at the level of ∥X(ωk)∥ 266

tends to occur every 1/ωk tokens in the text data. 267

Interestingly, we find the way ∥X(ωk)∥ distributes 268

along ωk provides unique information to distin- 269

guish human from model. To develop solid expla- 270

nations of what the spectrum of likelihood means 271

is important, yet a different topic. We primarily fo- 272

cus on harnessing the spectrum information for the 273

detection task, and try to do gain some interpretive 274

insights at our best in Section 5. 275
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Figure 1: The procedure (above) and example (below) of FourierGPT.

3.3 Classification methods276

We use two classification methods for the text de-277

tection task: A supervised learning-based classi-278

fier trained from the entire labeled spectrum data,279

which makes a binary prediction (human or model)280

on any given input spectrum representation; and a281

pair-wise heuristic-based classifier that tells which282

one is from human (hence the other one is from a283

model) in any given pair of input spectrum repre-284

sentations. For the pair-wise classifier, we require285

that the input pair must come from the same text286

prompt, which guarantees that one of them is from287

human and the other one is from model. It is ob-288

vious to see that the supervised classifier is more289

difficult to train as no prior information is given.290

3.3.1 Supervised learning-based classifier291

We train the supervised classifier using an aug-292

mented spectrum as input feature, which is ob-293

tained with multiple rounds of circularization294

operation on the likelihood scores: given an295

original time series of likelihood scores C0 =296

s1, s2, . . . , sn, circularization at step T is to chop297

off the segment of length T at the head and then298

append it to the end, resulting in a new series299

CT = sT+1, . . . , sn, s1, . . . , sT . See the following300

complete procedure:301

Original scores C0 → s1, s2, . . . , sn
Circularized scores C1 → s2, . . . , sn, s1
Circularized scores C2 → s3, . . . , s1, s2

...
Circularized scores Cn−1 → sn, s1, . . . , sn−1

302

Next, we apply Fourier transform to each cir- 303

cularized likelihood sequence, which produces n 304

spectra in total, F(Ct), t = 0, . . . , n− 1. The aver- 305

age spectrum F = 1
n

∑
F(Ct) is used as the input 306

feature for training the classifier. Lastly, we train 307

several common types of classification models and 308

evaluate their performances in Section 4.2. The 309

circularization operation draws inspiration from 310

the circular convolution in digital signal processing 311

(Elliott, 2013). The intuition is: if a weak peri- 312

odicity exists in the original “signal” C0, then ob- 313

taining multiple spectra from its multiple variants 314

(C1 through Cn−1) should amplify the periodicity 315

that is undetectable otherwise. From a machine 316

learning perspective, it is like a way of data aug- 317

mentation, which picks the most salient features by 318

aggregating multiple variants of the original data. 319

3.3.2 Pair-wise Heuristic-based classifier 320

We design a set of classifiers based on an empiri- 321

cal heuristic obtained by observing the difference 322

between human and model’s spectrum views: the 323

likelihood spectrum presents a salient difference 324

at the low-frequency end. The direction of differ- 325

ence slightly varies across dataset × model groups, 326
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but for most groups, the model’s spectrum has a327

larger power amplitude than the human’s, except328

for GPT-4 on Writing and Xsum (see Figure 2).329

The heuristic is expressed as follows:330 ∣∣∣∣∣
δk∑
k=1

∥XHuman(ωk)∥ −
δk∑
k=1

∥XModel(ωk)∥

∣∣∣∣∣ > ε331

in which δk ∈ Z is an integer threshold defin-332

ing the range of frequency components ωk selected333

for comparing the spectrum power ∥X(ωk)∥ s.t.334

1 ≤ k ≤ δk, and its value is determined empiri-335

cally in each dataset group. ε ∈ R is a real number336

threshold characterizing the observed difference337

in ∥X(ωk)∥ between human and model, which338

is also determined empirically. A larger ε value339

means a more strict standard for distinguishing340

∥XHuman(ωk)∥ and ∥XModel(ωk)∥. In our experi-341

ments, we use ε = 0 for convenience.342
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Figure 2: Heuristics for constructing pair-wise classi-
fiers: Likelihood spectrum shows salient difference at
low frequency components. Curves are fit using gen-
erative additive models (GAM). Shaded areas are 95%
confidence intervals from bootstrap.

4 Experiment Results343

4.1 Datasets344

We use the text detection datasets provided by Bao345

et al. (2024), which follows the experiment set-346

tings of Mitchell et al. (2023). It makes sure that347

Dataset Gen. model Best acc. Classifier

PubMed
GPT-4 0.8267 SVM
GPT-3.5 0.6000 SVM
GPT-3 0.5800 HGBT

Writing
GPT-4 0.7167 NB
GPT-3.5 0.7500 NB
GPT-3 0.8267 SVM

Xsum
GPT-4 0.7400 SVM
GPT-3.5 0.7500 SVM
GPT-3 0.7400 SVM

Table 1: Accuracy scores of supervised classifiers. All
spectrum features used for training are based on likeli-
hood scores estimated by GPT2-xl model.

all comparisons made to the previous methods are 348

valid and consistent. The datasets text prompts are 349

gathered from three sources: PubMedQA dataset 350

(Jin et al., 2019) which consists of 273.5k human 351

experts’ answers to biomedical research questions; 352

Reddit WritingPrompts dataset (Fan et al., 2018) 353

which includes 300k human-written stories with 354

prompts; XSum dataset (Narayan et al., 2018) 355

which contains human-written summarization of 356

226.7k online articles in British Broadcasting Cor- 357

poration (BBC). The datasets are compiled by Bao 358

et al. (2024), using the OpenAI API1. Three APIs 359

are used for generation: GPT-4, GPT-3.5 (Chat- 360

GPT), and GPT-3 (Davinci). Each one of the three 361

datasets (PubMed, Writing, and Xsum) contains 362

150 pairs of human and model texts. Each pair 363

shares the first 30 tokens and differs afterward. 364

Therefore, our main experiments work on 3 (gen- 365

res) × 3 (generation models) = 9 conditions. 366

4.2 Supervised learning-based classification 367

Six common classification models are trained and 368

evaluated using 5-fold cross-validation, and we find 369

that the Support Vector Machine (SVM) model 370

achieves the best overall performance. The accu- 371

racy scores of SVM on all datasets are shown in 372

Table 1. It can be seen that our method performs 373

particularly well for the PubMed dataset, which 374

achieves an above 80% accuracy score, as com- 375

pared to the scores around 70% for the other two 376

datasets. This indicates that the supervised classi- 377

fier can learn features in short texts better than in 378

longer ones. 379

Although our best scores on PubMed are lower 380

1https://openai.com/blog/openai-api
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Method PubMed Writing Avg.GPT-4 GPT-3

Likelihood 0.8104 0.8496 0.8300
LogRank 0.8003 0.8320 0.8162
DNA-GPT 0.7565 0.8354 0.7960
NPR 0.6328 0.7847 0.7088
DetectGPT 0.6805 0.7818 0.7312
Fast-Detect 0.8503 0.9568 0.9036

FourierGPT 0.8267† 0.8267 0.8267

Table 2: Accuracy of our best supervised classifiers
compared to other likelihood-based zero-shot methods
reported in (Bao et al., 2024) on selected task subsets.
Best scores are in bold, and † indicates second best.

than the state-of-the-art from Fast-DetectGPT (see381

Table 3), we think this is still an impressive result382

because it outperforms most of the other previous383

methods that use absolute likelihood scores for384

detection, and the gap from SOTA is small. We list385

the comparison on PubMed (GPT-4) and Writing386

(GPT-3) in Table 2.387

4.3 Pair-wise heuristic-based classification388

The pair-wise heuristic-based classification results389

are shown in Table 3. For a comprehensive com-390

parison, we include the second-best performing391

open-source method Likelihood and a commercial392

detection solution GPTZero (Tian and Cui, 2023)393

in the table. Our method performs generally better394

on GPT-4 and GPT-3.5 groups: it outperforms the395

state-of-the-art Fast-DetectGPT on PubMed data,396

though not as good in Writing or Xsum. Yet, the397

performance on the latter two datasets is quite com-398

petitive to the second-best previous method.399

Similar to the supervised classifier, we also400

experiment with heuristic-based classifiers using401

likelihood scores estimated from bigram models,402

whose accuracy results are shown in Table 4. It has403

surprisingly good performance on Writing data:404

the accuracy on Writing+GPT-3.5 reaches 0.9067,405

which is better than Fast-DetectGPT.406

5 Discussion: Text Features Affects407

Spectrum of Likelihood408

The purpose of this section is to investigate why the409

spectrum view of relative likelihood scores can be410

used to distinguish texts from humans and models.411

What specific features in the text are reflected in412

the frequency-domain? Can we know more about413

what language models learned (and did not learn) 414

from humans by reading their likelihood spectrum? 415

With these questions in mind, we present some 416

interesting patterns discovered. 417

5.1 Answers starting with “yes/no” 418

We find that in PubMed data, model-generated an- 419

swers are much more likely to start with a fixed 420

pattern of “Yes”/“No”, while humans do not an- 421

swer in this style at all (at least in the current data). 422

The ratios of answers with this pattern are listed in 423

Table 5. Since each model group comes with a dif- 424

ferent set of 150 human question/answer texts, the 425

total odds of the human group is as low as 0/450. 426

This is an interesting finding because it indicates 427

the tendency of models to generate texts of high 428

certainty: when the prompt is in an explicit form 429

like “Question: ...”, then the model tends to ad- 430

dress it first by giving a certain answer like “Yes” 431

or “No”. On the other side, human answers sound 432

less confident and tend to avoid certainty. We con- 433

jecture that this finding could be due to the general 434

tendency of human language to use more hedging 435

and avoid over-confidence, particularly in face of 436

difficult questions such as the highly professional 437

ones in PubMed. 438

We use a simple ablation experiment on data 439

to examine whether this subtle difference is re- 440

flected in the spectrum of likelihood. We remove 441

the “Yes”/“No” at the beginning of the answer, re- 442

computing the likelihood scores, and re-do the 443

Fourier transform. Consequently, the spectrum 444

of the model morphs in shape towards the direc- 445

tion of human (Figure 3 (left)): the altered GPT-4 446

data’s low-frequency components drop, and the 447

high ends rise, both towards the direction of hu- 448

man. To showcase the advantage of spectrum view, 449

we also plot the z-scored likelihood against token 450

position (Figure 3 (right)), which shows that remov- 451

ing “Yes”/“No” makes the likelihood curve flatter 452

(thus, closer to human), but this change is not as 453

easy to describe as the spectrum. In sum, the subtle 454

differences between human and model languages, 455

like the “Yes”/“No” use discussed here, can be re- 456

flected in likelihood space, and the spectrum view 457

can capture this difference conveniently. 458

5.2 Text lengths effect 459

It is pointed out in previous work that zero-shot 460

detectors are supposed to perform worse on short 461

text because shorter text means fewer data points to 462

compute the likelihood-based statistics (Bao et al., 463
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Dataset Gen. model FourierGPT δk Est. model Fast-Detect Likelihood GPTZero

PubMed
GPT-4 0.9133 3 GPT2-xl 0.8503 0.8104 0.8482
GPT-3.5 0.9467 2 Mistral 0.9021 0.8775 0.8799
GPT-3 0.6867 5 Mistral 0.7225 0.5668 0.4246

Writing
GPT-4 0.8467 23 GPT2-xl 0.9612 0.8553 0.8262
GPT-3.5 0.9200 30 Mistral 0.9916 0.9740 0.9292
GPT-3 0.7200 6 Mistral 0.9568 0.8496 0.6009

Xsum
GPT-4 0.8733 29 GPT2-xl 0.9067 0.7980 0.9815
GPT-3.5 0.9200 24 GPT2-xl 0.9907 0.9578 0.9952
GPT-3 0.6067 13 GPT2-xl 0.9396 0.8370 0.4860

Table 3: Accuracy of pair-wise heuristic-based classifiers. The best accuracy, corresponding heuristic δk, and
estimator model used are reported. We report the classification accuracy scores from three previous zero-shot text
detection methods, including two open-source solutions, Fast-DetecGPT and Likelihood, and one commercial
detector GPTZero. We report the scores directly from (Bao et al., 2024). Best scores are in bold.

Dataset Best group Best acc. Avg. acc.

Pubmed GPT-3 0.6733 0.6511
Writing GPT-3.5 0.9067 0.7867
Xsum GPT-3.5 0.7800 0.7289

Table 4: Accuracy of FourierGPT pair-wise classifiers
using likelihood spectrum from bigram language model.
The bold number performs better than Fast-DetectGPT.

Group Start w/ “Yes” Start w/ “No”
GPT-4 78/150 10/150
GPT-3.5 35/150 2/150
Davinci 32/150 32/150
Human 0/150 0/150

Table 5: Proportions of answers that start with
“Yes”/“No” pattern in PubMed data.

2024). We examine the effect of text length on464

FourierGPT’s performance, by using only the first465

n = 50, 100, 150 tokens for the entire classifi-466

cation procedure on Writing and Xsum datasets.467

As PubMed data are already short, with the mean468

length of the answer part being n = 35.2 words,469

they are not included in the experiment.470

From Figure 4 it can be seen that shorter texts471

indeed result in more indistinguishable spectrum472

shapes between human and model. Surprisingly,473

however, when we use the cut-off token count474

n = 150 on Writing data, the pair-wise classi-475

fier’s accuracy increases by a significant percent-476

age, even better than using full length. It strength-477

ens the finding on PubMed that likelihood spectrum478

better captures the characteristics of short texts.479
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Figure 3: The changes of likelihood spectrum (left)
and likelihood-position plot (right) after removing the
“Yes”/“No” in answer from PubMed data (with GPT-4
only). Curves are fit with GAM. Shaded areas are 95%
confidence intervals from bootstrap.

5.3 Part-of-speech masking 480

As the last part of discussion, we test the role 481

played by words of different part-of-speech (POS) 482

tags in affecting the likelihood spectrum. First, we 483

mask three POS tags in text: ‘NOUN’, ‘VERB’, 484

and ‘ADJ’, individually; and the union of the three, 485

‘NOUN+VERB+ADJ’ (NVA). Then, the masked 486

tokens’ likelihood scores are replaced with the av- 487

erage score, thus eliminating the contribution from 488

that specific POS tag. Masking is done use the 489

spaCy (Honnibal et al., 2020) POS tagger. The 490

likelihood spectrum results after ‘VERB’ being 491

masked is shown in Figure 5. 492

We find an interesting phenomenon that, after 493

applying the POS mask, the change of likelihood 494

spectrum for human text is relatively small, while 495

for the model text (GPT-4), the change is much 496

bigger (see (a) and (c) in Figure 5). Such differ- 497

ence is not limited to ‘VERB’, but also observed 498

for the other POS tags (shown from Figure 6 to Fig- 499
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Figure 4: Text lengths affect likelihood spectrum and
pairwise classifier performance. Each plot corresponds
to lengths of text, n = 50, 100, 150, compared to “Full”.
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Figure 5: Likelihood spectrum before and after masking
on ‘VERB’ tag with GPT-2 as estimator.

ure 8 in Appendix). The difference will be more500

salient if switching the estimator from GPT-2 to bi-501

gram (shown in Figure 9 to Figure 12 in Appendix).502

We back up the observed difference by calculating503

the spectral overlap, the metric proposed by Yang504

et al. (2023b) to measure the similarity between two505

spectra: The original spectrum and the one after506

POS masking, for both human and model texts. It507

turns out that indeed model text has smaller spectral508

overlap compared to human text, which indicates509

that the model spectrum is less stable against POS510

masking. (Details reported in Table 8 in Appendix)511

This finding is similar to the finding about proba-512

bility curvature in DetectGPT Mitchell et al. (2023):513

human text is less likely to reach the local maxima514

of likelihood than model-generated text. In our515

case: there is more randomness in real human text516

and as a result, it is more stable against perturba-517

tion of likelihood in time-domain, such as the POS518

masking. Therefore, spectrum stability is a poten-519

tial statistic for zero-shot detection.520

6 Conclusions 521

In this study, we propose a new text detection 522

method FourierGPT, which draws information 523

from the spectrum view of relative likelihood 524

scores in language, as the basis for distinguish- 525

ing human and model texts. Our approach reaches 526

better or competitive performances with state-of- 527

the-art methods on typical zero-shot detection tasks, 528

and particularly better on short text detection tasks. 529

Our method has the following strengths: First, 530

it utilizes the relative likelihood (z-scores) rather 531

than absolute values as used by most previous meth- 532

ods, which means it can capture likelihood patterns 533

in language that are less dependent on the expres- 534

siveness of the generation model. We consider 535

this as an advantage because the LM’s capability 536

of producing more “likely” texts inevitably grows, 537

and thus, detection methods relying on the absolute 538

“thresholds” of likelihood will also eventually fail. 539

Secondly, we take a novel spectrum view of 540

likelihood, which goes beyond the static view that 541

simply aggregates likelihood at multiple time steps 542

into a single value, but instead, characterizes the 543

dynamic features how likelihood changes in time. 544

This spectrum view draws inspiration from cogni- 545

tive characteristics of language production revealed 546

in the psycholinguistics literature, such as UID, pe- 547

riodicity of surprisal etc. The likehood spectrum 548

can reflect subtle differences in human and model 549

languages that are otherwise indetectable. 550

Thirdly, our method places a relatively low re- 551

quirement on how accurate the likelihood scores 552

need be estimated. A GPT-2 level model or even n- 553

gram model suffices to provide likelihood features 554

to reach a decent detection performance. It sug- 555

gests that how the likelihood of human language 556

distributes in time is a subtle process, which may 557

not be easily mimicked by language models trained 558

via maximum likelihood estimation. LLMs that try 559

hard to squeeze out the gap between every single 560

prediction and ground-truth token may still lack the 561

ability to produce human-like language. 562

For future work, we will address the limitations 563

with focus on: building stronger supervised classi- 564

fiers by better utilizing the circularized spectrum; 565

collecting larger datasets from broader domains 566

and multiple languages; looking for more concrete 567

linguistic cases (such as the “Yes”/“No” example 568

in Section 5.1) to provide richer interpretations for 569

the spectrum-view of likelihood. 570
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7 Limitations571

The limitations of the current study are: First, the572

pair-wise classifier requires the two texts being573

classified must be generated from the same prompt.574

It is yet to be verified whether the classifier’s per-575

formance will retain if the source prompts are dif-576

ferent. Second, the supervised classifier is not a577

strict zero-shot detector, and its performance still578

has space for improvement. We argue that it would579

be less of an issue if the classifier learns the gen-580

eral features instead of idiosyncrasy in certain data.581

This, however, requires further investigation to582

whether likelihood spectrum is such a general fea-583

ture. Third, the datasets examined are relatively584

small. It is worth exploration on larger datasets (es-585

pecially short text corpus, such as QA) to further586

confirm the effectiveness of the method.587
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A Hyperparameters for Supervised741

Classifiers742

Detail classification results are shown on Ap-743

pendix A and Appendix A. The result is the mean744

of 5-fold cross-validation score of each dataset.745

For classification, the data will pass through a746

scaler, and then a k-best feature selector, at last, the747

classifier. We apply grid-search on different param-748

eters and report the best outputs. The parameters749

of the overall workflow are shown below:750

• Scaler: MinMax, ZScore, Robust751

• KBestFeatures: 50, 80, 100, 120, 150, 200,752

250, 300, 400, 500753

• SVM (Support Vector Machine):754

– kernel: rbf, linear755

– C: 1, 2, 10756

– gamma: scale, auto757

• HGBT (Histogram Gradient Boosting Trees):758

– max iter: 500759

– learning rate: 0.1, 0.05, 0.01, 0.005,760

0.001761

– min samples leaf: 7, 13762

• MLP (Multi-Layer Perceptrons):763

– constant learning rate: 0.001764

– SGD momentum: 0.9765

– max iter: 800766

– hidden layer: (500), (500, 50)767

• LR (Logistic Regression):768

– solver: liblinear769

– penalty: l1, l2770

– C: 1, 2, 10771

• KNN (K-Neighbors Classifier):772

– n: 3, 5, 7, 9773

• NB (Complement Naive Bayes):774

– alpha: 0.5, 1, 2775
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Figure 6: Likelihood spectrum before and after attention
mask on ADJ with GPT-2 estimator.
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Figure 7: Likelihood spectrum before and after attention
mask on NOUN with GPT-2 estimator.
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Figure 8: Likelihood spectrum before and after attention
mask on NVA with GPT-2 estimator.
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Figure 9: Likelihood spectrum before and after attention
mask on VERB with bigram estimator.
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Figure 10: Likelihood spectrum before and after atten-
tion mask on ADJ with bigram estimator.
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Dataset Gen. model HGBT KNN MLP SVM NB LR

PubMed
GPT4 0.567 0.580 0.580 0.593 0.573 0.597
GPT3.5 0.597 0.583 0.597 0.607 0.607 0.603
GPT3 0.577 0.600 0.613 0.603 0.597 0.593

Writing
GPT4 0.663 0.677 0.707 0.717 0.710 0.677
GPT3.5 0.680 0.713 0.693 0.743 0.733 0.737
GPT3 0.553 0.543 0.537 0.530 0.530 0.527

Xsum
GPT4 0.693 0.670 0.713 0.717 0.707 0.697
GPT3.5 0.640 0.623 0.660 0.677 0.660 0.667
GPT3 0.557 0.560 0.550 0.557 0.550 0.563

Table 6: Accuracy of supervised classifier using likelihood spectrum estimated by bigram language model.

Dataset Gen. model HGBT KNN MLP SVM NB LR

PubMed
GPT4 0.797 0.800 0.800 0.827 0.806 0.810
GPT3.5 0.580 0.583 0.557 0.600 0.533 0.573
GPT3 0.580 0.553 0.553 0.570 0.567 0.557

Writing
GPT4 0.713 0.690 0.693 0.707 0.717 0.663
GPT3.5 0.687 0.683 0.713 0.737 0.750 0.723
GPT3 0.797 0.800 0.817 0.827 0.807 0.810

Xsum
GPT4 0.717 0.690 0.737 0.740 0.733 0.723
GPT3.5 0.730 0.710 0.727 0.750 0.737 0.730
GPT3 0.717 0.687 0.723 0.740 0.733 0.723

Table 7: Accuracy of supervised classifier using likelihood spectrum estimated by GPT2-xl.
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Figure 11: Likelihood spectrum before and after atten-
tion mask on NOUN with bigram estimator.
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Figure 12: Likelihood spectrum before and after atten-
tion mask on NVA with bigram estimator.
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Pubmed Writing Xsum
GPT-3 GPT-3.5 GPT-4 GPT-3 GPT-3.5 GPT-4 GPT-3 GPT-3.5 GPT-4

VERB H 0.8559 0.8574 0.8536 0.8155 0.8185 0.8187 0.8062 0.8015 0.8017
M 0.8497 0.8390 0.8311 0.8001 0.7950 0.8074 0.8036 0.7947 0.8029

NOUN H 0.7564 0.7598 0.7564 0.7972 0.7982 0.7979 0.7736 0.7717 0.7714
M 0.7528 0.7280 0.7267 0.7827 0.7624 0.7676 0.7639 0.7537 0.7600

ADJ H 0.8109 0.8110 0.8077 0.8700 0.8679 0.8674 0.8575 0.8526 0.8548
M 0.8196 0.7830 0.7833 0.8485 0.8349 0.8357 0.8486 0.8272 0.8302

NVA H 0.6976 0.6961 0.6953 0.7397 0.7433 0.7414 0.7250 0.7238 0.7232
M 0.6938 0.6634 0.6697 0.7249 0.7151 0.7207 0.7220 0.7083 0.7165

Table 8: Attention mask effect on Spectral Overlap. H denotes human. M denotes model.Bolded Number is the
minority which shows that likelihood spectrum from human text changes more than the equivalent from model
generated text after attention mask.All the other number shows the opposite situation
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