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Abstract
The alignment of large language models (LLMs)
with human preferences remains a key challenge.
While post-training techniques like Reinforce-
ment Learning from Human Feedback (RLHF)
and Direct Preference Optimization (DPO) have
achieved notable success, they often experience
computational inefficiencies and training insta-
bility. In this paper, we propose Feature-level
constrained Preference Optimization (FPO), a
novel method designed to simplify the alignment
process while ensuring stability. FPO leverages
pre-trained Sparse Autoencoders (SAEs) and in-
troduces feature-level constraints, allowing for
efficient, sparsity-enforced alignment. Our ap-
proach enjoys efficiency by using sparse features
activated in a well-trained sparse autoencoder and
the quality of sequential KL divergence by using
the feature-level offline reference. Experimental
results on benchmark datasets demonstrate that
FPO achieves an above 5% absolute improvement
in win rate with much lower computational cost
compared to state-of-the-art baselines, making it
a promising solution for efficient and controllable
LLM alignments. Code is available at Feature-
Alignment.

1. Introduction
Aligning large language models (LLMs) with human values
and practical objectives is a critical challenge in AI develop-
ment (Wang et al., 2023). Post-training methods, including
fine-tuning (Wei et al., 2022; Chung et al., 2024) and align-
ment strategies (Tunstall et al., 2023), have played a signif-
icant role in refining LLM behavior. Among these, Rein-
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forcement Learning from Human Feedback (RLHF) (Chris-
tiano et al., 2017; Ouyang et al., 2022) has emerged as a lead-
ing technique, integrating human feedback to guide models
towards producing valuable and useful outputs. Despite
its success, RLHF involves complex mechanisms such as
reward modeling and policy gradients, which introduce sig-
nificant training complexity and computational cost (Zheng
et al., 2023b; Rafailov et al., 2024). To address these lim-
itations, Direct Preference Optimization (DPO) (Rafailov
et al., 2024) has been proposed as a more efficient alter-
native. Unlike reward-based methods such as Proximal
Policy Optimization (PPO) (Schulman et al., 2017), DPO
directly adjusts the model’s output probabilities based on
human preferences, reducing training complexity and com-
putational cost. DPO-like approaches can offer a more
stable and faster alignment process by bypassing the chal-
lenges associated with reward models and policy updates,
making it a compelling solution for efficient LLM alignment
since DPO uses a reference model to stabilize post-training.

Recent advancements in DPO focus on mainly two direc-
tions: efficiency i.e., further simplifying the constraints of
DPO, and controllability i.e., keeping the balance between
alignment and generation diversity. In terms of simplicity,
methods like SimPO (Meng et al., 2024) and Odds Ra-
tio Preference Optimization (ORPO) (Hong et al., 2024)
eliminate the need for a reference model by using the av-
erage log probability of sequences as an implicit normal-
izer, thereby reducing memory usage and computational
demands. However, DPO’s performance is sensitive to the
strength of constraints from the reference policy (Liu et al.,
2024), and these reference-free alignment approaches (Hong
et al., 2024; Meng et al., 2024) can compromise control,
resulting in unstable training. In terms of controllability,
Token-level Direct Preference Optimization (TDPO) (Zeng
et al., 2024) introduces token-level rewards and sequen-
tial Kullback-Leibler (KL) divergence (Kullback & Leibler,
1951) to tackle issues related to linguistic coherence, diver-
sity, and stability. However, it comes at the cost of increased
computational complexity, introducing an additional sequen-
tial KL and depending on reference models, complicating
the loss computation.

A natural hypothesis arises: “Is there a method that can
strike the right balance between efficiency and controlla-
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Figure 1: Left. The DPO objective loss function and its two main improvement directions: SimPO and TDPO. SimPO
focuses on simplifying the reference model, while TDPO concentrates on controlling the alignment process to enhance
generation diversity. Right. The pipeline of FPO consists of sparse autoencoders and the feature-level MSE constraints.

bility?” In response, we propose FPO, Feature-level Con-
strained Direct Preference Optimization (See Figure 1), in-
troducing an efficient and controllable method for constrain-
ing the model at the feature level. Here a feature refers
to a salient piece of information for the model decision
(Huben et al., 2024). Intuitively, adjusting the model us-
ing feature-level preferences allows fine-grained adjustment
that minimizes the side impact, by avoiding the negative
influence of spurious features in course-grained control such
as token level regularization (Zeng et al., 2024).

To achieve that, we derive the FPO objective by contrasting
SimPO and DPO, showing the constraint term that SimPO
misses. We then add such a term by introducing the feature-
level constraints as an alternative to the costly sequential
KL (Zeng et al., 2024). We use Sparse Autoencoders (SAEs)
(Huben et al., 2024), which generate representations where
only a few features are active, enhancing computational
efficiency (See Figure 2 Right). Furthermore, regularization
in the coefficient space promotes sparsity, stability, and
uniqueness in the model’s representations. Since SAEs
produce sparse representations, only a few dozen out of
16,000 features are active at any given time (Lieberum et al.,
2024). Compared to SimPO, FPO is as efficient in memory
and time complexity, yet has improved controllability due
to feature-level constraints; compared to constraint-based
methods like TDPO, FPO matches the computational and
memory efficiency of methods such as SimPO, and has
potentially improved performance as feature-level control
can give stronger generalization than token-level control. A
contrast between FPO, DPO, SimPO and TDPO is shown
in Figure 1.

Our experiments demonstrate that FPO consistently out-
performs state-of-the-art methods based on different sizes
of backbone LLMs, achieving up to 5% absolute improve-
ments in win rate (See Table 2) based on AlpacaEval-2 and
Arena-Hard benchmarks, up to 0.5 scores on MT-Bench and
competitive output diversity. By constraining the shifts of
these features during the training process, we can achieve

results that meet or even exceed the effectiveness of sequen-
tial KL, at a significantly lower computational cost (17.6%
reductions compared to TDPO2 as shown in Figure 4 Left).
Additionally, we introduce detailed ablation studies to show
that our method maintains a stable performance over differ-
ent temperatures and the selection of SAE layers.

Overall, we show that FPO enjoys the efficiency of SimPO
by using the offline reference control, while also the con-
straint quality of sequential KL by using the sparse feature-
level constraints. To our knowledge, this is the first ap-
proach that integrates sparse feature-level constraints into
LLM alignment. By incorporating sparse autoencoders with
token-level DPO, FPO makes practically meaningful and
theoretically solid improvements over existing preference
optimization methods along three dimensions: simplicity of
implementation, efficiency, and generation diversity.

2. Preliminary
Direct Preference Optimization (DPO). DPO, derived
from Reinforcement Learning from Human Feedback
(RLHF), provides a direct way to align Language Mod-
els (LLMs) with human preferences without explicitly using
a reward model. In practice, an LLM is prompted with a
sequence x (e.g., a question) to generate a corresponding
sequence y (e.g., an answer), where both x and y consist of
tokens. DPO maps the reward function r(x, y) to the opti-
mal policy by minimizing the reverse KL divergence from a
reference model. This results in the following equation for
the reward:

r(x, y) = β log
πθ(y|x)
πref(y|x)

+ β logZ(x), (1)

where πθ(·|x) and πref(·|x) are policy (i.e, the LLM for
post-training) and reference (i.e., the base LLM) models,
respectively. β is the coefficient that governs the strength of
the KL divergence penalty, Z(x) is the partition function. To
align with human preferences, DPO uses the Bradley-Terry
(BT) model for pairwise comparisons. By incorporating the
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Figure 2: Left. Top-50 SAE feature activation value distribution in Gemma-2-2b. We ranked the activated feature by its
activation value. The vertical axis represents the activation values, while the horizontal axis shows the rank of the maximum
activation values. This plot illustrates the sparsity of SAE—out of 16,000 features, fewer than 50 have significant activation
values. Right. Comparison of existing alignment methods on (1) if they need to load a reference model when training the
policy model. (2) Memory consumption. (3) Their ability to control the generation diversity.

reward function into the BT model and using the negative
log-likelihood, DPO computes the loss:

LDPO(πθ;πref) = −E(x,yw,yl)∼D [log σ (u(x, yw, yl))] ,

u(x, yw, yl) = β(log
πθ(yw|x)
πref(yw|x)

− log
πθ(yl|x)
πref(yl|x)

).

Here, D represents the dataset with human preference pairs.
yw and yl are the preferred and less preferred completions,
respectively. DPO provides a direct way to align LLMs
with human preferences without the explicit use of a reward
model, leveraging preference comparisons.

Simple Preference Optimization (SimPO). SimPO sim-
plifies DPO by removing the need for a reference model
and aligning rewards directly with the length-normalized
log-likelihood of the policy model’s output. The SimPO
loss function can be formulated as:

LSimPO(πθ) = −E(x,yw,yl)∼D [log σ (u(x, yw, yl))] ,

u(x, yw, yl) =
β

|yw|
log πθ(yw|x)−

β

|yl|
log πθ(yl|x)− γ.

where γ is a positive margin ensuring the reward for the
preferred response exceeds that of the less preferred one
by at least γ. However, while SimPO is computationally
efficient, the lack of reference control (Roy et al., 2021)
results in instability, as the reference model can stabilize
training and improving performance (Liu et al., 2024).

Token-Level Direct Preference Optimization (TDPO).
Token-Level Direct Preference Optimization (TDPO) re-
fines the DPO framework by operating at the token level,
accounting for the sequential nature of text generation. The
first version of TDPO loss function is given by:

LTDPO1(πθ;πref) = −E(x,yw,yl)∼D [log σ (u(x, yw, yl))] ,

u(x, yw, yl) =

β log
πθ(yw|x)
πref(yw|x)

− β log
πθ(yl|x)
πref(yl|x)

− δTDPO1(x, yw, yl)

(2)

where δTDPO1
(x, yw, yl) is the KL divergence difference

between the preferred and less preferred completions:

δTDPO1(x,yw, yl) =

β(DTDPO1 (x, yl;πref∥πθ)−DTDPO1 (x, yw;πref∥πθ) ,
(3)

and the sequential KL divergence between policy and refer-
ence output with sequence length T is defined as

DTDPO(x, y;πref∥πθ) =

T∑
t=1

DKL(πref(·|[x, y<t])∥πθ(·|[x, y<t]))

To further stabilize the gradient within the optimization, an
improved loss function LTDPO2

is given by replacing the
regularization δTDPO1

with:

δTDPO2 (x, yw, yl) = α (βDTDPO (x, yl;πref∥πθ)

−sg (βDTDPO (x, yw;πref∥πθ)),
(4)

where α is an additional hyperparameter to balance between
alignment and regularization, β is the coefficient that gov-
erns the strength of the KL divergence, and sg denotes
the stop-gradient operator. Unlike DPO, TDPO introduces
token-level forward KL divergence, allowing for finer con-
trol over model alignment and diversity in generation, also
introducing additional computational overhead.

Sparse Autoencoders (SAE). SAEs provide a method for
recovering monosemantic, interpretable features, enhancing
the steerability of language models, where individual neu-
rons activate in semantically diverse contexts. SAEs aim to
reconstruct internal representations with sparsely activated
features, disentangling the representations into interpretable
components. Given the latent representation of a model
h ∈ Rd, its sparse activation c ∈ Rm is computed as:

c = ReLU(Wench+ b), ĥ = WT
decc, (5)

where Wenc ∈ Rm×d and Wdec ∈ Rm×d are the learned
weight matrices, b ∈ Rm is the bias vector, m is the number
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of latent features with m ≫ d, and ĥ is the reconstructed
input, computing loss:

LSAE(h) = ∥h− ĥ∥2 + α∥c∥1, (6)

where α controls the sparsity of the hidden representation.
The ℓ1-norm on c enforces sparsity, ensuring only a small
number of features are active at any given time (See Figure
2 Left for visualization of SAE’s sparsity).

3. Feature-Level Direct Preference
Optimization

In the right table of Figure 2, we present a comparison of
FPO with other methods from three perspectives: reference
model usage, efficiency, and constraint control, which is dis-
tinguished from existing methods in the following aspects:

• Reference-free methods such as SimPO and ORPO
are memory and computation efficient. However, they
struggle with instability brought by the lack of refer-
ence constraints.

• Alignment methods with KL control on output log-
its, like TDPO and KTO (Ethayarajh et al., 2024)1,
are powerful yet controllable, but their sequential KL
based on output probabilities makes them costly.

• Interpretability methods such as SAE are widely
used for interpreting the inner representations of LLMs
due to their sparse and monosemantic activations (Chen
et al., 2017; Huben et al., 2024). However, this fea-
ture has not yet been applied in areas outside of inter-
pretability.

DPO with Reference-base Target Margin. To begin,
we examine the loss functions of DPO and its enhanced
variants, specifically SimPO and TDPO. By comparing
Section 2 and Equation (2), we notice that TDPO and
DPO share an identical implicit reward difference term:
β log πθ(yw|x)

πref(yw|x) − β log πθ(yl|x)
πref(yl|x) . Essentially, TDPO can be

viewed as an extension of DPO, where a KL constraint
δ(x, yw, yl) is incorporated into the sigmoid function σ(·)
in addition to the implicit reward difference. Taking a step
further, we can isolate πref from each implicit reward term:

β log
πθ(yw|x)
πref(yw|x)

− β log
πθ(yl|x)
πref(yl|x)

=

β log πθ(yw|x)− β log πθ(yl|x)
−β (log πref(yw|x)− log πref(yl|x))︸ ︷︷ ︸

:=γref

.

(7)

We can see that Equation (7) shares a similar form with
the reward difference calculation of SimPO in Section 2.

1The loss function of KTO is similar to that of TDPO in terms
of its use of KL divergence.

This similarity reveals that the reward difference in DPO
can be interpreted as a combination of log probability differ-
ence with an adaptive margin γref from the reference model,
whereas SimPO calculates the average log probability differ-
ence with a fixed margin. Based on the above observation,
we can reframe the loss function of DPO and its two variants
into a unified form:

LFPO(πθ;πref) = −E(x,yw,yl)∼D

[
log σ

(
u(x, yw, yl)

)]
,

u(x, yw, yl) =
β

|yw|
log πθ(yw|x)−

β

|yl|
log πθ(yl|x)

− γref-LN − δℓFPO(x, yw, yl).

(8)

We summarize the specific implementations for DPO,
SimPO and TDPO in the form of Equation (8) in Table 1.
SimPO eliminates the reference model from the alignment
training by using a fixed margin and omitting constraints,
which reduces memory and computational costs. However,
it has been criticized that completely removing reference
models leads to instability (Liu et al., 2024). Our approach
begins by applying the length normalization technique of
SimPO to the original implicit reward difference of DPO:

β

|yw|
log

πθ(yw|x)
πref(yw|x)

− β

|yl|
log

πθ(yl|x)
πref(yl|x)

−
(

β

|yw|
log πref(yw|x)−

β

|yl|
log πref(yl|x)

)
=

β

|yw|
log πθ(yw|x)−

β

|yl|
log πθ(yl|x)− γref-LN.

(9)

Equation (9) suggests using average log probability differ-
ence as the Log Probability Difference (LPD) term and
introducing an adaptive margin with length normalization as
the Margin. The length-normalized margin γref-LN enhances
the stability by using a reference model to calculate an adap-
tive margin for each preference pair. We consider an offline
caching technique to minimize the computational overhead
introduced by the reference model.

Feature-level Constraints. Currently, the use of con-
straints δ(x, yw, yl) in alignment processes typically fol-
lows KL divergence-based approach shown in Equation (3)
and 4. However, this method has a significant issue: for
most LLMs, which generally have a very large vocabulary,
where we assume the vocabulary size is V . For each batch
with an input length of T , the resulting output probabilities
have a size of V × T . This work adopts Gemma (Lieberum
et al., 2024), an advanced open-sourced LLM series, which
has a massive vocabulary size of 265K. For an input length
of 1024, this results in a probabilities matrix containing
approximately 262M elements, which is nearly 1/10 the
size of its 2B version model. Therefore, computing the KL
divergence incurs considerable computational overhead to
DPO-enhancing methods such as TDPO.
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Table 1: Specific implementations of Log Probability Difference (LPD), Margin, and Constraint in Equation (8) for DPO, its
variants SimPO and TDPO, and the proposed FPO.

Method LPD Margin Constraint Constraint Type

DPO β log πθ(yw|x)− β log πθ(yl|x) γref 0 -
SimPO β

|yw| log πθ(yw|x)− β
|yl|

log πθ(yl|x) γ (a constant) 0 -
TDPOi β log πθ(yw|x)− β log πθ(yl|x) γref δTDPOi(x, yw, yl) KL Divergence

FPO β
|yw| log πθ(yw|x)− β

|yl|
log πθ(yl|x)) γref-LN δFPO(x, yw, yl) MSE

LLMs generate these sizable output probabilities by project-
ing their internal representations onto vocabulary space. In
contrast to this, SAE is found to be capable of projecting
these representations onto a sparse feature space. Motivated
by the efficient nature of sparsity, we leverage the sparse
feature activations from SAE to approximate the function of
KL divergence. Specifically, for the output representation
h(t,ℓ) from layer ℓ of the model at position t, we can ob-
tain its sparse activation c(t,ℓ) using an SAE as described in
Equation (5). Since KL divergence measures the difference
between two probability distributions, we employ MSE as
the loss to measure the discrepancy between the sparse acti-
vation from the two models. To further improve efficiency,
instead of calculating the sum of token-wise discrepancy
like TDPO, we first perform average pooling for the sparse
activation across tokens and then calculate the MSE between
pooled sparse activations, which gives us a more efficient
sequential discrepancy:

Dℓ
FPO (x, y;πref∥πθ) =

1

k

∑
i∈Ik

(c̄ℓθ,i − c̄ℓref,i)
2, (10)

where pooled sparse activation c̄ℓ =
∑T

t=1 c
t,ℓ, Ik =

topk(indices(c
(t,ℓ)
θ )) ∪ topk(indices(c

(t,ℓ)
ref )), and topk(·)

returns the indices of the k largest elements. We focus
on measuring the MSE between the largest activations to
capture the discrepancy in dominant features, as these are
likely to be the most influential. Echoing the strategy of
TDPO, we replace DTDPO in δTDPO2(x, yw, yl) with Dℓ

FPO
as a plug-and-play efficient approximation. This results in a
feature-level constraint δℓFPO(x, yw, yl).

Building Offline Reference Margin and Constraint. We
have justified the implementation of the key components
in Equation (7), which is a SimPO-like reward difference
with a reference-based adaptive margin and a feature-level
constraint. At first glance, the reference model appears to
be deeply involved in both the calculation of the margin and
the constraint, making its complete elimination challenging.

Therefore, instead of directly removing the reference model,
we propose a more appropriate approach: separating the
computation of the reference model from the training pro-
cess by computing its output offline. Offline computation

means pre-calculating and caching the results related to the
reference model needed for training and then reading them
during the training loop. This approach allows us to free up
the reference model during alignment with only a small and
acceptable I/O demand.

To explore an implementation for Equation (8) that enjoys
the advantages of SimPO, such as length normalization,
while ensuring stability, first, we pre-compute and store the
margin γref-LN using the length normalization for each pref-
erence pair. Since it is scalar, it only occupies O(N) space
to store it, where N is the number of preference pairs. Next,
for the feature-level constraint, we pre-compute and store
the sparse activation of each sample in the training dataset
following the computation in Equation (10). Consequently,
we only need to pre-compute and store one sparse activation
c̄ℓref for each sample, which requires O(2 ·N ·k) space. This
results in a significantly smaller space requirement com-
pared to constraints used in TDPO, where the vocabulary
size is V , for each batch with N preference pairs, requiring
a much larger space of O(2N · V ). By combining all the
above results, we arrive at the loss function for FPO:

LFPO(πθ;πref) = −E(x,yw,yl)∼D

[
log σ

(
u(x, yw, yl)

)]
,

u(x, yw, yl) =
β

|yw|
log πθ(yw|x)−

β

|yl|
log πθ(yl|x)

− γref-LN − δℓFPO(x, yw, yl).

(11)

4. Experimental Setup
Model and Training Settings. Our model selection is
guided by two key principles: scalability and transparency.
For scalability, we first select a series of models spanning dif-
ferent parameter sizes, including Gemma-2-2B and Gemma-
2-9B (Team et al., 2024)2. This ensures that we can evaluate
our approach’s performance as the model parameters scale
and assess its robustness across diverse model architectures.

For transparency, we exclusively select foundational models,
which have not undergone supervised fine-tuning (SFT) or
alignment processes. We begin by fine-tuning these models

2We select Gemma-scope as it provides pre-trained SAEs
(Lieberum et al., 2024) for all layers.
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Table 2: Left: Performance comparison of different methods for Gemma-2-2B and Gemma-2-9B across various benchmarks
(AlpacaEval-2, Arena-Hard, and MT-Bench), compared to Supervised Fine-Tuning (SFT), DPO and variants. Length
controlled Winning Rate: WR-L; Winning Rate: WR. Right: Comparison of FPO and other baseline methods in terms of
the trade-off between Alignment Acc(accuracy) and Diversity H i.e., Diversity (Entropy) on the UltraFeedback dataset.

Gemma-2-2B Gemma-2-9B

Method AlpacaEval-2 Arena-Hard MT-Bench AlpacaEval-2 Arena-Hard MT-Bench
FPO v.s. WR-L(%) WR (%) WR (%) ∆ Score WR-L (%) WR (%) WR (%) ∆ Score

SFT 54.7 55.1 53.2 +0.5 51.2 52.4 53.4 +0.3
DPO 51.7 50.8 51.6 +0.1 51.0 51.0 51.2 +0.1
TDPO-1 51.5 54.4 51.4 +0.3 50.8 50.2 51.8 +0.1
TDPO-2 50.9 54.0 50.6 +0.2 50.2 49.9 49.5 0.0
SimPO 51.1 52.2 51.4 +0.4 50.2 51.8 51.0 +0.2

Method Acc(%) ↑ H ↑
DPO 59.9 1.66
TDPO-1 63.2 1.65
TDPO-2 64.2 1.68
SimPO 63.4 1.64
FPO 64.1 1.68

using a unified conversational format provided by the Ha-
los dataset, applying it to the Ultrachat-200K (Ding et al.,
2023). Dataset for initial instruction tuning. This establishes
a baseline conversational capability and ensures that all our
methods are compared on a consistent SFT model. Subse-
quently, we employ the UltraFeedback (Cui et al., 2024).
Dataset to align the SFT models using various methods.
This approach maintains transparency and control through-
out the process, as all data and methods are open-sourced
across the experimental setup.

For the hyperparameters related to alignment methods, such
as α and β, we initially refer to the hyperparameter settings
from the corresponding papers. If these settings are explic-
itly provided, we directly adopt their configurations. For
configurations that are not given, we perform a hyperparam-
eter search to determine the optimal values. Regarding the
training hyperparameters, we standardize the batch size to
32, set the learning rate to 5 × 10−7, and use a warm-up
period of 150 steps, after which the learning rate remains
constant, set the epoch as 1. We employ the Adam (Kingma,
2014) and RMSProp optimizers (Graves, 2013) for Gemma-
2-2B and Gemma-2-9B, respectively.

Baseline Methods. Regarding our baseline comparison
methods, we primarily compare three categories of ap-
proaches. The first category consists of our foundational
methods, including instruction fine-tuning (SFT) and DPO
itself. Here, SFT refers to the model’s performance after
the first-stage fine-tuning, while DPO refers to the direct ap-
plication of DPO for further alignment following SFT. The
second category includes methods with explicit KL control
and efficient reference-free methods. We select the TDPO
series i.e., TDPO-1, TDPO-2 and SimPO, as they currently
represent the state-of-the-art in these two classes of methods
(DPO-enhancing and DPO-simplified), respectively.

Evaluation Benchmarks. We evaluate our models on
three widely-used open-ended instruction-following bench-
marks: MT-Bench (Zheng et al., 2023a), AlpacaEval 2 (Li

et al., 2023; Dubois et al., 2024), and Arena-Hard (Li et al.,
2024; Chiang et al., 2024). These benchmarks are designed
to test the models’ conversational abilities across a broad
spectrum of tasks and have gained significant adoption in the
research community. AlpacaEval 2 includes 805 questions
derived from five different datasets, while MT-Bench spans
eight categories with a total of 80 questions. Arena-Hard,
the most recent release, builds on MT-Bench by introducing
500 complex technical problem-solving queries.

We follow the standard protocols for each benchmark in
evaluations, by computing the ∆Score as the margin be-
tween FPO and other methods. The metrics evaluated in-
clude Length Controlled Winning Rate (WR-L) and Win-
ning Rate (WR) for AlpacaEval-2 and Arena-Hard, and a
score from 1-10 for MT-Bench. For all methods, we use
GPT-4 -Turbo (Achiam et al., 2023) as the evaluator.

For analyzing the alignment and diversity trade-off of our
method, following Zeng et al. (2024), in experiments, we
validate and compare FPO against several strong alignment
baselines, including DPO (Rafailov et al., 2024), SimPO
(Meng et al., 2024), TDPO1, and TDPO2 (Zeng et al., 2024).

5. Results and Discussions
FPO Consistently Outperforms Strong Baselines on
Three Benchmarks. We evaluate the performance dif-
ferences between FPO and other methods across three key
aspects: training accuracy, generation diversity, and perfor-
mance on downstream tasks. In terms of downstream tasks,
we assess the model’s performance including the winning
rate or score on the AlpacaEval2 Benchmark, Arena Hard,
and MT Bench. As shown in Table 2, FPO achieves highly
competitive results, with up to a 5.08% improvement in
winning rate compared to other methods when testing on
Gemma-2-2B. Additionally, based on Gemma-2-9B, we ob-
serve a consistent improvement in our method compared
to baselines. However, the performance improvements on
the 9B model introduced by FPO are limited compared to
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Figure 3: Left 1. KL Divergence on the preferred responses (chosen). Left 2. KL Divergence on the dispreferred responses
(rejected). Right 1. KL Divergence margin i.e., |βDSeqKL (x, yl;πref∥πθ)− βDSeqKL (x, yw;πref∥πθ) |. Right 2. Win rates
of FPO v.s. other methods above the improvements based on Gemma-2-2B on different sampling temperatures.

the 2B model. We argue that this is because, with the same
width of the SAE, smaller models, due to their lower com-
plexity, achieve a more thorough decomposition of features,
filtering more noisy features, and leading to more accurate
constraints.

5.1. The Trade-off between Controllability and
Efficiency.

Accuracy vs. Diversity. We measure the training accu-
racy on the UltraFeedback dataset, which is defined as the
probability that the chosen answer’s token-wise probabil-
ities exceed those of the rejected answer. Table 2 shows
the model’s generation diversity by measuring the entropy
of the top 100 results on AlpacaEval2, where the ↑ indi-
cates higher values are preferable. We use bold to show the
best-performing result across all metrics, and underline to
denote the second-best result. The results indicate that FPO
achieved the second-highest training accuracy, only behind
TDPO2, outperforms other baselines, and has the highest
diversity. We also demonstrate that FPO exhibits entropy
levels comparable to methods like TDPO-2, which excel in
controlling output diversity, indicating the effectiveness of
FPO.

FPO Yields Better Controllability and Efficiency Trade-
off. Using Gemma-2-2B as the base model, we first con-
duct dialogue fine-tuning and proceed with the testing phase.
For the calculation of KL divergence, we consistently apply
TDPO’s sequential KL divergence method. Specifically, we
compute the KL divergence of the policy model relative
to the reference model for both the preferred response (i.e.,
chosen) and the dispreferred response (i.e., rejected). The re-
sults (See Table 2) indicate that, due to FPO’s excellent KL
control and well-designed reward structure, it achieves per-
formance comparable to other methods while maintaining
lower computational costs.

Hardware Efficiency of FPO. Given the efficiency of
FPO compared to TDPO2, as shown in the left one in Fig-

ure 4, we consider this result to be highly competitive. The
efficiency of FPOis reflected primarily in two aspects: (1)
Offline Processing. FPO does not require an additional ref-
erence model to be loaded during training, but only incurs
minimal I/O overhead to read pre-stored information at each
step, specifically the one-dimensional tensors needed for
training. This process can be efficiently handled by the
dataloader. (2) Sparsity. Due to the sparse activation, we
only need to process the activated values, reducing com-
putational overhead. To validate its efficiency, we tested
the memory consumption of different methods during train-
ing. In terms of memory usage, FPO maintains nearly the
same level of memory consumption as reference-free meth-
ods like SimPO. Compared to methods that introduce more
computation, such as TDPO, FPO achieves approximately a
17% memory optimization.

It is important to note that, compared to reference-free meth-
ods like SimPO, FPO still requires pre-computation of the
reference model’s log probabilities and SAE feature ac-
tivations. However, this reduces the peak computational
and memory demands, making the model easier to run on
smaller devices with lower costs. Considering that scaling
up computational resources is generally more challenging
than extending runtime, we believe this represents a reason-
able trade-off between performance and cost.

Consistency between MSE Loss and KL Divergence. In
TDPO and KTO, the use of KL divergence serves to con-
strain the margin between the model’s preferred response
(chosen) and dispreferred response (rejected), thereby al-
lowing for better control over the dispreferred responses.
We also evaluated the margin between chosen and rejected
responses under MSE Loss across 32 response sets (see
Figure 4). The results indicate a high degree of consistency
between the constraints enforced by MSE Loss and those
enforced by KL divergence (see Figure 3 and Figure 4).
Through these constraints, the model reduces the deviation
in the distribution of dispreferred responses.
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Table 3: Ablation Study on SAE layer selection, hyperparameters α and stop-gradient operator (Grad. sg. for short). We
perform experiments on Gemma-2-2b, with the 25th layer’s residual SAE used to evaluate the effects of varying α and
applying a stop-gradient. We search for the best settings considering the trade-off between Alignment (accuracy) and
Diversity (entropy).

Search Strategy: Layer Selection Search Strategy: α Selection / Stop-Gradient

layer ℓ 7 7 13 13 19 19 25 25 α 0.1 0.5 1 2 0.1 0.5 1 2
SAE type Res MLP Res MLP Res MLP Res MLP Grad sg. - - - - Yes Yes Yes Yes

Acc (%) ↑ 57.2 57.4 59.1 61.3 59.7 62.4 63.6 63.4 64.1 63.7 63.4 61.9 64.0 63.6 62.7 62.1
H ↑ 1.645 1.609 1.612 1.637 1.644 1.654 1.680 1.671 1.630 1.642 1.666 1.643 1.652 1.680 1.682 1.679
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Figure 4: Left. GPU memory consumption on a sin-
gle H100 with all methods. We average the average
GPU memory in 1,000 steps at the beginning of the train-
ing. Right. Feature-level MSE Loss of all methods after
the whole alignment process. Here margin is defined as
|Dℓ

FPO (x, yl;πref∥πθ)−βDℓ
FPO (x, yw;πref∥πθ) |. The close

correspondence between the MSE Loss margin reduction
and KL divergence margin reduction supports the validity
of our approach.

5.2. Ablation Study

To validate the insertion position of the SAE encoder and
the settings of other hyperparameters, we conduct an abla-
tion study as shown in Table 3. We train Gemma-2-2B on
UltraFeedback for one epoch to evaluate the performance
of different configurations. In terms of metrics, we focus
on accuracy and diversity (measured by entropy) to balance
alignment and diversity. Regarding the insertion position
of the SAE encoder, we test the following: (1) Inserting at
different layers, including shallow, middle, and deep layers.
(2) Inserting the encoder after the residual stream, i.e., im-
mediately after the residual connection to extract features,
versus inserting it after the output of the MLP layer. We did
not test the insertion after the attention output, as SAE is
designed to capture more polysemous features in the MLP
layer and the final residual output. Prior work supports
this design. (3) Varying the value of α, which affects the
strength of the constraint. (4) The use of the stop-gradient
operator. From Table 3, we show that inserting the encoder
closer to the final output leads to better performance. We
hypothesize that this is because the layers near the final

output have a more significant impact on the final result.
If the encoder is inserted too early, the later layers do not
receive gradients from the MSE loss, which negatively af-
fects the model’s performance. Regarding the choice of α,
we find that although a larger α yields stronger constraint
effects while also limits the model’s alignment performance.
Therefore, we select 0.5 as the optimal α. Our tests on the
stop-gradient operator demonstrate its effectiveness, which
is consistent with TDPO.

Varying Sampling Temperatures. To investigate the per-
formance variation of FPO under different sampling tem-
peratures, we designed a set of temperature comparison
experiments based on the ArenaHard dataset. We config-
ured five different softmax sampling temperatures: 0.2, 0.4,
0.6, 0.8, and 1.0. Then, for each of these temperature set-
tings, we sampled responses from all tested methods across
the first 100 questions of the ArenaHard dataset. We com-
pared FPO’s sampling results with those of other methods,
using GPT-4 Turbo as the judge, and calculated a winning
rate based on the win-loss results for each comparison. A
winning rate greater than 50% indicates that FPO achieved
better alignment. As shown in Figure 4, the results show
that, across multiple temperature settings, FPO outperforms
other methods in at least 3-4 temperature conditions.

5.3. FPO Achieves Accurate Control Over Model
Capabilities

A key advantage of FPO lies in its ability to precisely control
model capabilities. While efficiency and reduced memory
usage are significant outcomes, the accurately in controlling
model behavior stems from FPO’s underlying mechanism.

To substantiate this, experiments were conducted to accu-
rately regulate specific capabilities during alignment, while
leaving others unaffected and maintaining strong overall
performance. These experiments assessed four critical do-
mains: (1) Instruction Following: Evaluated using IFEval,
focusing on tasks such as JSON formatting, capitalizing,
highlighting text, lowercasing, creating bullet lists, and us-
ing quotations. (2) Multilingual Capability: Assessed with
MultiAlpaca and WildChat datasets, covering French, Cana-
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Table 4: FPO Accurate Control Experiment Highlights

Domain Capability Method/Setting Metric Value

Instruction Following JSON Format
FPO (β = 0 on all format features)

Accuracy
0.46 / 0.00

FPO (β = 1 on all format features) 0.03 / 0.00
FPO (β = 1 on JSON feature) 0.04 / 0.00

Multilingual French FPO (β = 0 on French feature) Output Rate % 80
FPO (β = 1 on French feature) 3

Safety -
FPO (β = 0)

Attack Success Rate %
30

FPO (β = 1 on safety-related features) 80
FPO (β = 1 on harmful features) 5

Sentiment Positive FPO (β = 0) Positive Sentiment Ratio 65
FPO (β = 1 on Positive feature) 5

dian French, German, and Italian, with English questions
from MKQA. (3) Safety: Measured using Jailbreak Bench
and AdvBench. (4) Sentiment: Analyzed with the Twitter
Financial News Sentiment dataset.

The experimental setup involved the Gemma2-2B model
with an SAE width of 16k. Features relevant to each do-
main were identified by first selecting the top 50 features
most aligned with each target domain based on single-token
activations, followed by validating their global relevance
through average activations across target datasets. The
model was trained with a learning rate of 2e-5, a batch
size of 64, and a maximum sequence length of 2048, using
an Adam optimizer and a cosine learning rate schedule with
10% warmup steps over 1 epoch. Hyperparameters such as
α for TDPO2 and FPO were set to 0.5, β for SimPO to 2,
and β for other methods to 0.1.

The results demonstrate FPO’s capacity for targeted control.
For example, in Instruction Following, by adjusting the β
value for all format-related features to 1, FPO significantly
reduced the model’s propensity to use these formats (e.g.,
JSON format accuracy dropped to 0.03 with instruction and
0.00 without, compared to 0.46 and 0.00 respectively when
β = 0). Conversely, setting β = 0 for these features (ef-
fectively removing the constraint) maintained or enhanced
these abilities (e.g., JSON format accuracy of 0.46 with
instruction). When targeting a specific feature like JSON
formatting by setting its β = 1, the JSON format accuracy
dropped to 0.04 (with instruction), while other formatting
abilities like capitalizing (0.73) or highlighting (0.55) re-
mained high.

Similar precise control was observed in other domains. For
Multilingual Capability, setting β = 1 for French-related
features drastically reduced French output (3% output rate)
while other languages like German (45%) and Italian (50%)
were less affected compared to when β = 0 for French
features (French output rate of 80%). In Safety, applying
β = 1 to safety-related features increased the attack success
rate to 80% (indicating reduced safety), whereas applying it

to harmful features decreased the attack success rate to 5%
(indicating enhanced safety), compared to a 30% success
rate when β = 0. For Sentiment, setting β = 1 on positive
sentiment features reduced positive sentiment expression to
5% and increased negative sentiment to 95%. Conversely,
targeting negative sentiment features with β = 1 resulted in
93% positive and 7% negative sentiment outputs.

6. Conclusion
In conclusion, we proposed FPO, a novel method for effi-
cient and stable alignment of large language models using
feature-level constraints. By leveraging sparse autoencoders
and pre-computed offline references, FPO reduced the com-
putational overhead traditionally associated with alignment
methods like DPO and TDPO. Our experimental results
demonstrate that FPO achieved significant improvements
in alignment accuracy and diversity while maintaining low
resource consumption.
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erence Optimization (FPO) to address the challenges of
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ing large language models (LLMs) with human preferences.
Its impact spans multiple aspects. In academic research,
FPO offers a novel perspective by being the first to inte-
grate sparse feature-level constraints into LLM alignment,
inspiring further exploration in this area. Methodologically,
it enriches the field by using Sparse Autoencoders (SAEs)
to approximate KL divergence, balancing efficiency and
controllability. On the industry front, FPO promotes the

9



Constrain Alignment with Sparse Autoencoders

safe and reliable application of LLMs in critical sectors,
such as healthcare, finance, and education, while its use of
open - source models and datasets fosters the development
of the open - source ecosystem, encouraging collaboration
and innovation among researchers.
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A. Training Settings

Model Name Gemma-2-2b
Parameters 2B

Method SFT DPO TDPO-1 TDPO-2 SimPO

α - - 0.5 - 0.5
β - 0.1 0.1 0.1 2 0.1
γ - - - - 0.5 -
learning rate 5× 10−7 5× 10−7 5× 10−7 5× 10−7 5× 10−7 5× 10−7

optimizer Adam Adam Adam Adam Adam Adam
warmup steps 150 150 150 150 150 150
activation checkpoint True True True True True True
SAE width None None None None None 16k
GPU(s) 4 * H100

Model Name Gemma-2-9b
Parameters 9B

Method SFT DPO TDPO-1 TDPO-2 SimPO

α - - 0.5 - 0.5
β - 0.1 0.1 0.1 2 0.1
γ - - - - 0.5 -
learning rate 5× 10−7 5× 10−7 5× 10−7 5× 10−7 5× 10−7 5× 10−7

optimizer RMSprop RMSprop RMSprop RMSprop RMSprop RMSprop
warmup steps 150 150 150 150 150 150
activation checkpoint True True True True True True
SAE width None None None None None 16k
GPU(s) 4 * H100

Table 5: Hyperparameters for Gemma-2-2b and Gemma-2-9b.

B. Bounding KL Divergence with MSE of Sparse Activation

Theorem B.1. Let πθ and πref be two models with final layer outputs ht,L
θ , ht,L

ref ∈ Rd at position t. Let ct,Lθ , ct,Lref ∈ Rm be
their respective sparse activation generated by a SAE. Under certain conditions, minimizing the MSE between these sparse
activation values leads to a reduction in the upper bound of the KL divergence between their token probability distributions.

Proof. We begin by establishing key definitions and conditions:

Definition B.2 (Sparse Activations).

ct,L = ReLU(Wench
t,L + b) (12)

Definition B.3 (Token Logits and Probabilities).

zt = WT
outh

t,L, ptθ = softmax(zt) (13)

Definition B.4 (KL Divergence).

DKL(p
t
ref∥ptθ) =

V∑
i=1

ptref(i) log
ptref(i)

ptθ(i)
(14)

[Accurate Reconstruction] The SAE reconstructs hidden representations accurately, i.e., for some small ϵ > 0:

∥WT
decc

t,L − ht,L∥2 < ϵ (15)

[Bounded Operator Norm]
∥K∥2 ≤ M for K = WT

outW
T
dec and some M > 0 (16)

12
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[Small Logit Differences] The difference in logits ∆zt = ztθ − ztref is small enough for the quadratic approximation of the
KL divergence to hold. A small ∆zt generally exists since (1) ∆zt = 0 initially, and (2) a very small learning rate (e.g.,
5e-7) is usually adopted during alignment training.

Now, we proceed with the main proof:

Lemma B.5. Under Condition 1, the difference in hidden representations ∆ht,L = ht,Lθ − ht,Lref can be approximated
by:

∆ht,L = ht,L
θ − ht,L

ref ≈ WT
dec∆ct,L (17)

where ∆ct,L = ct,Lθ − ct,Lref .

Lemma B.6. The difference in logits ∆zt is related to the difference in sparse activations ∆ct,L by:

∆zt = K∆ct,L where K = WT
outW

T
dec (18)

Lemma B.7. For small ∆zt, the KL divergence can be bounded by:

DKL(p
t
ref∥ptθ) ≤

1

2
∥∆zt∥22 (19)

Proof. Using a second-order Taylor expansion and noting that the maximum eigenvalue of the Hessian of KL divergence
concerning logits is λmax(H) = 1:

DKL(p
t
ref∥ptθ) ≈

1

2
(∆zt)TH(ztref)∆zt (20)

≤ 1

2
λmax(H)∥∆zt∥22 (21)

≤ 1

2
∥∆zt∥22 (22)

Combining these lemmas:

DKL(p
t
ref∥ptθ) ≤

1

2
∥∆zt∥22 (23)

≤ 1

2
∥K∆ct,L∥22 (24)

≤ M2

2
∥∆ct,L∥22 (25)

The right-hand side is proportional to the MSE of the sparse activations:

∥∆ct,L∥22 =

m∑
i=1

(ct,Lθ,i − ct,Lref,i)
2 = m ·MSE(ct,Lθ , ct,Lref ) (26)

Let Im be the set of indices corresponding to the top m activations. Then:

DKL(p
t
ref∥ptθ) ≤

M2

2

∑
i∈Im

(ct,Lθ,i − ct,Lref,i)
2 (27)

=
M2m

2
·MSE(ct,Lθ , ct,Lref ) (28)

Therefore, minimizing the MSE of sparse activation leads to minimizing an upper bound on DKL(p
t
ref∥ptθ).
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C. Concrete Examples of Feature-Level Representations vs. Token-Level Embeddings
This section provides concrete examples and visualizations to highlight the differences between feature-level representations
and token-level embeddings in our framework.

C.1. Definitions and Intuitions

Token-Level Embeddings: Token-level embeddings correspond directly to the token output probabilities (logits) generated
by a model. These embeddings are high-dimensional vectors representing each token in the model’s vocabulary. For a
sequence x = [x1, x2, . . . , xT ], the token-level embeddings at position t are computed as:

ht = ftoken(xt) ∈ RV ,

where V is the vocabulary size, and ftoken is the output projection from the model’s hidden state.

Feature-Level Representations: Feature-level representations, on the other hand, are high-level abstractions derived
from the model’s intermediate layers. These representations capture patterns and salient features across sequences. Using a
Sparse Autoencoder (SAE), the hidden state hℓ

t at layer ℓ can be transformed into sparse activations cℓt , defined as:

cℓt = ReLU(Wench
ℓ
t + b),

where Wenc ∈ Rm×d, b ∈ Rm, and m ≪ V . This sparse activation ensures only a subset of features is active, making the
representation interpretable and efficient.

C.2. Concrete Example: A Mathematical Query

Consider the input query:

”What is the derivative of x2 + 3x+ 5?”

Token-Level Embedding: The token-level output probabilities for each token in the response sequence, such as ”The
derivative is 2x + 3.”, involve logits for every token:

logits = [logP (’The’), logP (’derivative’), logP (’is’), . . . ].

Feature-Level Representation: Using SAE on the 25th layer, the sparse feature representation for the same sequence
might activate specific features corresponding to mathematical operations or semantic groupings:

cℓ = [activation1(Polynomial), activation2(Arithmetic), . . . ].

D. Experiments on Additional Baselines and Ablation Studies
In response to reviewer feedback, we conducted additional experiments to address their concerns and validate our methodol-
ogy. These include comparisons with the SimPO+KL baseline and ablations on multi-layer sparse autoencoders (SAEs).

D.1. Comparison with SimPO+KL

This subsection provides a direct comparison of our method against SimPO+KL. We implemented SimPO+KL following
the same experimental settings in Section 4. Specifically, we tested on the Gemma-2-2B model using the AlpacaEval-2
dataset, evaluating both winning rate (WR) and length-controlled winning rate (WR-L). Results are summarized in Table 6.

Discussion: The results show that FPO achieves comparable or better performance than SimPO+KL in both WR and
WR-L metrics. This highlights the effectiveness of feature-level constraints in maintaining both alignment quality and
diversity, with a competitive computational cost.

D.2. Ablation Study on Multi-Layer SAEs

To find out the effect of extending SAEs across multiple layers, we conducted experiments adding SAEs at different layer
combinations. Table 7 presents the performance metrics when SAEs were applied to various combinations of shallow,
middle, and deep layers.
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Table 6: Comparison of FPO with SimPO+KL on the AlpacaEval-2 dataset. Metrics include Accuracy (%), Diversity
(Entropy), WR (%), and WR-L (%).

Method Accuracy (%) ↑ Diversity (Entropy) ↑ WR (%) ↑ WR-L (%) ↑
FPO (Ours) 64.1 1.68 51.8 50.2
SimPO+KL 63.6 1.66 50.8 50.6
SimPO 63.4 1.64 50.2 49.8
TDPO-2 64.2 1.68 50.0 50.0

Table 7: Ablation study on using SAEs at multiple layers in FPO. Metrics include Accuracy (%), Diversity (Entropy), WR
(%), and WR-L (%).

SAE Layers Accuracy (%) ↑ Diversity (Entropy) ↑ WR (%) ↑ WR-L (%) ↑
Single Layer (Layer 25) 64.1 1.68 51.8 50.2
Layers 0, 25 62.1 1.70 47.2 48.8
Layers 12, 25 61.9 1.64 48.4 49.5
Layers 24, 25 58.2 1.66 48.6 46.4
Layers 0, 12, 25 51.4 1.66 47.8 49.8

Discussion: Results indicate that adding multiple SAE layers does not consistently improve performance and may even
degrade alignment metrics (e.g., accuracy and WR). The best results were achieved with a single SAE layer (Layer 25),
confirming that simplicity in feature extraction leads to more stable alignment.
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