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Abstract

Knowledge graphs are essential for organizing vast amounts of information, yet
their structured nature can be challenging for non-experts to interpret directly.
Graph-based text generation addresses this issue by converting graph data into nat-
ural language, facilitating user understanding. While recent advancements in Large
Language Models (LLMs) have shown promise in this task, their high resource
consumption limits their feasibility. This study proposes a pipeline of smaller
language models (SLMs) that distill reasoning capabilities from external LLMs,
specifically GPT-3.5 Turbo, and evaluates their performance on the graph-based
text generation task using the WebNLG dataset. By augmenting the dataset with
intermediate reasoning steps, we fine-tune two models in the pipeline: Triples-to-
Reasoning and Reasoning-to-Text. Our results indicate that the pipeline consisting
of FLAN-T5-base models outperforms the baseline single FLAN-T5-base model
approach, showcasing the effectiveness of intermediate reasoning, while the FLAN-
T5-small model did not yield similar improvements, emphasizing the importance
of model capacity. This work highlights the potential for SLM pipelines to emulate
task decomposition and step-by-step reasoning, offering a pathway for deploying
efficient and interpretable models in low-resource environments 4.

1 Introduction

Knowledge graphs are commonly used in AI systems such as recommender systems, question-
answering, and information retrieval [19]. However, they are often difficult for non-experts to
interpret due to their structured nature. Graph-based text generation addresses this challenge by
converting graph data into natural language, making complex information more accessible. While
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recent advancements in Large Language Models (LLMs) have shown promising results for graph-
based text generation [34], their high resource consumption limits their practical use.

Chain-of-Thought (CoT) prompting has been shown to enhance LLM performance by encouraging
step-by-step reasoning [30], but its applicability to smaller models is uncertain. Recent work has
focused on fine-tuning Small Language Models (SLMs) to distill reasoning capabilities from LLMs,
improving their performance on tasks like mathematical and table-based reasoning [36, 15, 33].
However, these SLMs still struggle with complex reasoning compared to larger models.

In this paper, we propose a pipeline using SLMs to distill reasoning from GPT-3.5 Turbo [22]
and evaluate its effectiveness on graph-based text generation using the WebNLG dataset [16]. Our
pipeline improves the performance of SLMs by incorporating intermediate reasoning steps, offering
a potential solution for deploying reasoning capabilities in resource-constrained environments like
edge computing.

2 Background

Early methods for incorporating Knowledge Graphs (KGs) into neural models used text-to-text
frameworks, converting KG triples into sequences for natural language generation [14, 28, 17, 3].
These approaches focused on preserving graph structure using rule-based techniques [10, 32, 9] and
later moved to graph-specific models like Graph Convolutions (GCNs) [12, 23, 5, 24] and Graph
Neural Networks (GNNs), which integrated attention mechanisms for direct graph input [7, 13].

However, studies show that linearizing graph structures can damage the graph’s connectivity and
hinder knowledge transfer during fine-tuning [27, 1, 11, 26]. To address these, methods like structure-
aware semantic aggregation [11] and graph-aware adapters [26] were developed to better align graph
and text representations.

Despite progress in graph-to-text generation, challenges remain in scalability, interpretability, and
over-smoothing [31]. Large language models (LLMs) have the potential to address these issues, with
recent research highlighting the importance of model size for multi-step reasoning and knowledge
transfer Wei et al.. Additionally, knowledge distillation offers a way to transfer capabilities from
larger to smaller models, making them more efficient for resource-constrained tasks [6, 8, 18].

3 Methodology

In this section, we explain our pipelined approach to the graph-based text generation task, which
consists of four key stages:

Graph Structure to Triples Preprocessing We convert input graphs into a linearized sequence of
triples in the format <H>Head <R>Relation <T>Tail. Special tokens for head, relation, and tail
entities are added to the tokenizer, and samples with missing target texts are removed to maintain
data quality.

Pipeline Approach with Intermediate Reasoning We leverage GPT3.5-turbo to generate reason-
ing sentences from triples, creating a two-stage pipeline. In this process, we generate 1,000 samples
with ChatGPT, of which 700 are designated for training, 100 for validation, and 200 for testing. The
first model, Triples-to-Reasoning, converts triples into coherent, yet separate sentences. The second
model, Reasoning-to-Text, transforms these sentences into a single natural language description.
During inference, the pipeline sequentially processes graph triples through both models, converting
structured data into coherent natural language descriptions. For example:

<H>Marie Curie<R>BornIn<T>Warsaw
<H>Marie Curie<R>Field<T>Chemistry

The output from the Triples-to-Reasoning model is composed of the following sentences:

Marie Curie was born in Warsaw.
Marie Curie specialized in the field of Chemistry.
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The Reasoning-to-Text model then produces the final output:

Marie Curie, born in Warsaw, was a scientist known for her research in Chemistry.

This approach aims to enhance smaller models’ ability to remain faithful to the input graph and
reduce hallucinations, ensuring the generated text aligns more accurately with the original data.

4 Experiment Settings

Our experiments utilize the WebNLG dataset [16],5 consisting of triples that represent entities and
their relationships, paired with corresponding natural language descriptions. We employ two variants
of the FLAN-T5 model [4] in these experiments. The first is FLAN-T5-small (60M parameters),
selected for its efficiency in low-resource settings. The second is FLAN-T5-base (220M parameters),
used to evaluate performance scalability with increased model capacity. Both models are fine-tuned
for the graph-to-text generation task, according to the methodology laid out in Section 3. Model
performance is assessed using several metrics. BLEU [21] measures the overlap of n-grams between
the generated text and reference text. CHR F++ [20] evaluates character-level n-gram precision, recall,
and F-score to capture finer-grained similarities. BERT-Scores [35] assesses semantic similarity
between generated and reference texts using contextual embeddings. These metrics together provide
a comprehensive evaluation of both lexical and semantic alignment with the reference data.

For baseline comparisons, we adapt the methodology of Ribeiro et al. [25], which involves task-
adaptive pre-training and fine-tuning transformer models for graph-to-text tasks. A pre-trained
FLAN-T5-small model is fine-tuned on the WebNLG dataset to establish performance benchmarks.

For hyperparameter settings, during task-adaptive pre-training, we train the model for 30 epochs with
a masking probability of 0.15, using the AdamW optimizer with a learning rate of 1× 10−4 and with
an early stopping patience of 3 epochs. In the fine-tuning phase, we fine-tune for 5 epochs with a
batch size of 16 and maintain the learning rate at 1 × 10−4, again using early stopping but with a
patience of 2 epochs.

5 Results

Table 1: Metric scores of T5-flan small and base models on the 2020 WebNLG test set. Single
model results (above midrule) vs. pipeline results (below). The pipeline improves performance for
T5-flan-base but not for T5-flan-small.

Method BERT precision BLEU chrF++
T5-flan-small Single Model 0.916 28.3 0.54
T5-flan-base Single Model 0.929 34.3 0.6

T5-flan-small Pipelined Model 0.897 19.98 0.5
T5-flan-base Pipelined Model 0.935 37.46 0.6

Table 2: Metric scores of pipeline methods (triples-to-reasoning and reasoning-to-text) evaluated on
200 test samples containing intermediate reasoning data for separate model evaluation.

Test Dataset BERT precision BLEU chrF++

T5-flan-small Triples-to-Reasoning 0.969 70.98 0.81
T5-flan-small Reasoning-to-Text 0.929 46.53 0.68

T5-flan-base Triples-to-Reasoning 0.970 67.55 0.78
T5-flan-base Reasoning-to-Text 0.948 59.67 0.71

The evaluation results summarized in Table 1 indicate that the augmented dataset with an intermediate
reasoning step yielded good performance in thist low-resource setting. While T5-small struggled to

5Downloaded from https://huggingface.co/datasets/webnlg-challenge/web_nlg.
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generalize from the augmented data, T5-base demonstrated better performance. In fact, the pipeline
model based on flan-T5-small did not match the end-to-end model, but the pipeline model based on
flan-T5-base outperformed it. This could be attributed to the larger parameter count of T5-base.

Table 2 shows that both models perform similarly in the ’triples-to-reasoning’ stage, but the ’reasoning-
to-text’ stage presents a bottleneck for both. However, the bottleneck is less pronounced in the case
of flan-T5-base, which increases the performance ceiling, helping the pipeline model surpass the
end-to-end model.

Confirming [2], we find that the flan-T5-base Single Model generates more hallucinated content
compared to the pipelined model, which reduces hallucinations. For example, given the input triples:

<H>Death_on_a_Factory_Farm<R>director<T>61.0
<H>Death_on_a_Factory_Farm<R>broadcastedBy<T>61.0
<H>Death_on_a_Factory_Farm<R>editor<T>61.0
<H>Death_on_a_Factory_Farm<R>musicComposer<T>61.0
<H>Death_on_a_Factory_Farm<R>runtime<T>61.0
<H>Death_on_a_Factory_Farm<R>director<T>61.0

the single model generates:

The director of Death on a Factory Farm is Tom Simon. The director of Death
on a Factory Farm is Geof Bartz. The director of Death on a Factory Farm is
Tom Simon. The director of Death on a Factory Farm is Tom Simon. The director
of Death on a Factory Farm is Tom Simon. The director of Death on a Factory
Farm is Geof Bartz. The director of Death on a Factory Farm is Tom Simon.
The director of Death on a Factory Farm is Tom Simon. The director of Death
on a Factory Farm is Tom Simon.

while the pipelined model generates:

Tom Simon is the director of Death on a Factory Farm which was broadcasted
by HBO and edited by Geof Bartz. Jamie Lawrence is the music composer of
Death on a Factory Farm.

The pipelined model stays more accurate by strictly adhering to the input data and avoiding unrelated
details and repetitions.

6 Conclusion

In this study, we addressed the challenges of graph-to-text generation in low-resource settings by
introducing an intermediate reasoning step facilitated by GPT-3.5 Turbo. By dividing the task into
graph-to-reasoning and reasoning-to-text subtasks and using knowledge distillation, we trained
smaller FLAN-T5 models (small and base variants) to replicate reasoning capabilities. Our results
demonstrate that the pipelined FLAN-T5-base model outperforms the single-model baseline, empha-
sizing the effectiveness of our approach, though FLAN-T5-small showed limited improvements due
to model capacity constraints.

Our study is subject to a few limitations. Computational restrictions prevented statistical significance
testing, exploration of larger models, and broader architectural variations beyond FLAN-T5. We also
lacked ablation studies to isolate the contributions of individual components and did not explore the
method’s generalizability to other tasks. These constraints highlight areas for future research and
underscore the need for further experimentation to validate and extend our findings.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The claims presented in the abstract and introduction accurately summarize the paper’s
contributions and the scope of our research.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The discussion of the limitations can be found in the Conclusion (Section 6).

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]

Justification: The paper focuses on an empirical approach to enhancing graph-to-text generation using
smaller models and does not present theoretical results or proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
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• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they appear in

the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides a thorough explanation of the training processes, including both
task-adaptive pre-training and fine-tuning of the two models in the pipeline. These details can be found
in Section 3. Additionally, we present the hyperparameters used for both processes in detail in Section
4. The prompt template we used for generating the synthetic reasoning dataset will be provided as part
of the code, due to space limitations.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: Our code to reproduce the experiments can be found in our GitHub repository:
https://github.com/davidguzmanp/Graph-to-Text-LLM-with-dataset-augmentation. The repository
includes Jupyter notebooks that facilitate the reproduction of our experiments, including data pre-
processing, loading the pre-trained models, and other essential steps. The repository also provides
detailed instructions and commands for setting up the environment. We utilized the open-source
WebNLG dataset, and a link to download it is included in the README file.

Guidelines:
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• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: The hyper-parameters are given in Section 4, and the data-splits are mentioned in Section
3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [No]

Justification: Due to computational limitations, we were unable to conduct multiple runs of the
experiments to compute and report error bars or other measures of statistical significance.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
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Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [No]

Justification: We conducted the experiments across multiple platforms that offer free GPU resources,
which led to inconsistent runtimes and computational capabilities. Due to the variability in resource
allocation and execution time on these platforms, we are unable to provide specific information on the
computer resources required to reproduce the experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud

provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experimental

runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research adheres to the NeurIPS Code of Ethics as it does not involve human
subjects and relies solely on publicly available datasets, ensuring compliance with privacy and consent
guidelines. Given the nature of our graph-to-text translation task, the concerns regarding bias and
societal impact are not applicable, as the task is designed to minimize hallucinations.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [NA]

Justification: Our work focuses on a graph-to-text translation task using publicly available datasets,
which minimizes the potential for societal impacts. As such, there are no significant positive or
negative societal impacts to discuss regarding the research performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.
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• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pre-trained language models, image generators,
or scraped datasets)?

Answer: [NA]

Justification: Our work does not involve the release of models or datasets that pose significant risks for
misuse. The data utilized in our research is sourced from the open WebNLG dataset, which is publicly
available and does not require specific safeguards for responsible release.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with necessary

safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: We do not use code from another paper; however, we adapt the methodology from
Ribeiro et al. [25] for our dataset as a baseline. We mention that in Section 3 of our paper. For the
WebNLG dataset, which is openly available under Creative Commons Attribution Share Alike 3.0
license. We comply with its licensing terms and provide the appropriate citation and link to the source
in Section 4.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [No]

Justification: The paper does not introduce new assets. We do not publish the synthetic dataset due to
OpenAI’s terms of service and usage policies.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.
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• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: The study did not involve direct interaction with human participants or crowdsourcing.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: The study did not involve direct interaction with human participants or crowdsourcing.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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