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Abstract

Building multimodal language models is fundamentally challenging: requiring
alignment of vision and language modalities, curating high-quality instruction
data, and preserving existing text-only capabilities once vision is introduced.
These difficulties are further magnified in multilingual settings, where the need for
multimodal data in different languages exacerbates existing data scarcity, machine
translation often distorts meaning, and catastrophic forgetting is more pronounced.
To address these issues, we propose: (1) a synthetic annotation framework that cu-
rates high-quality, diverse multilingual multimodal instruction data across many
languages; (2) a cross-modal model merging technique that mitigates catastrophic
forgetting, effectively preserving text-only capabilities while simultaneously en-
hancing multimodal generative performance. Together, these contributions yield
Aya Vision, a family of open-weights multilingual multimodal models (8B and
32B) that achieve leading performance across both multimodal and text-only
tasks, outperforming significantly larger models. Our work provides guidance
and reusable components for scalable multilingual data curation, robust multi-
modal training, and advancing meaningful evaluation in multilingual multimodal

Al

1 Introduction

Multimodal large language models
(MLLMs) [55, 54, 20, 96, 45, 14,
7, 98] have achieved significant ad-
vancements in joint reasoning across
modalities but predominantly remain
limited to English. This language
barrier limits global accessibility and
reduces their practical impact.

Expanding MLLMs to multilingual
settings brings several key chal-
lenges. First, there is a serious lack
of high-quality multimodal datasets
covering diverse languages. Despite
recent progress in multilingual lan-
guage modeling [101, 19, 16], multi-
modal resources are typically limited
to short, simplistic, and task-specific
image-text pairs [27, 103, 84], which

Figure 1: Aya Vision sets a new standard for multilingual
performance across modalities in 23 languages. Aya-
Vision-8B delivers best-in-class multimodal performance
without sacrificing text capabilities, while Aya-Vision-32B
outperforms all baselines, including much larger models,
achieving an optimal trade-off between efficiency and cross-
modal strength.
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do not reflect the complexity of real-world conversational scenarios. Machine translation is com-
monly used to address this gap, but often introduces linguistic artifacts like “translationese”, as well
as cultural biases and misalignments [102, 83, 32, 66, 91, 82, 105, 73]. Creating accurate, diverse
and context-aware multilingual multimodal instruction data remains an open and essential problem.

Another issue is the known trade-off between adding visual capabilities and preserving strong text-
only performance. Incorporating vision often leads to catastrophic forgetting, where previously
learned language abilities degrade [6, 20, 28, 72]. This effect worsens as models scale to more lan-
guages. Evaluating progress is also challenging due to the limited scope of existing tools. Most
benchmarks rely on constrained, multiple-choice formats [12, 81, 112], which do not capture the
open-ended interactions of real-world use. The few existing benchmarks that support more com-
plex, generative tasks [58, 3] are currently English-only, leaving multilingual multimodal evaluation
largely unexplored.

In this work, we tackle these challenges jointly. To address data scarcity, we replace naive trans-
lation pipelines with a hybrid approach that combines a specialized translation model with a larger
LLM to detect and correct systematic translationese artifacts. We call this method context-aware
rephrasing, which enables the creation of higher-quality, human-preferred multilingual multimodal
instruction data. To mitigate catastrophic forgetting, we propose a novel cross-modal merging
strategy (§ 3) that fuses capabilities across models, enabling preservation and “on-the-fly” exten-
sion of skills across modalities. We view this as a powerful paradigm for efficiently adapting models
to new tasks. Our merging strategy improves performance by 50.2% on text-only tasks and 20.5%
on multimodal tasks relative to the unmerged checkpoint, leveraging the compositionality between
tasks and modalities.

The result of our work is Aya Vision, a family of multilingual multimodal models in 8B and 32B
sizes, designed for fluent, instruction-following generation across 23 languages. Aya-Vision-8B out-
performs Qwen-2.5-VL-7B, Llama-3.2-11B-Vision, Pixtral-12B, and Gemini-Flash-1.5-8B, achiev-
ing up to a 79% win rate across multimodal tasks. Aya-Vision-32B surpasses models more than
twice its size, including Llama-3.2-90B-Vision, Molmo-72B, and Qwen-2.5-VL-72B, with win rates
up to 72.4%.

Our key contributions are:

1. A family of state-of-the-art multilingual multimodal LLMs (Aya-Vision-8B/32B):
Trained to generate fluent, conversational outputs in 23 languages spoken by half the
world’s population. Aya Vision models are optimized for multilingual and multimodal
instruction-following, and achieve strong human preference .

2. A multilingual multimodal synthetic annotation framework: We introduce a pipeline
combining synthetic data distillation, automatic translation, and context-aware rephrasing,
which significantly expands the length and diversity of image-text pairs (average tokens
increase from 27.2 to 140.8; lexical diversity from 11.0 to 61.2), and improves translation
quality by 11.24%.

3. Cross-modal model merging for capability preservation and enhancement: Our
method merges pretrained models to counteract catastrophic forgetting. It restores lost
text capabilities (up to +50.2% text win rate) and improves vision-language understanding
(+20.5% win rate), without additional training.

4. New benchmark for multilingual multimodal evaluation: We release AyaVisionBench',
covering 23 languages and 9 vision-language tasks, and m-WildVision', a high-quality
translation of WildVision [58]. Together, they offer a meaningful and challenging testbed
for multilingual multimodal models.

2 A Comprehensive Multilingual Multimodal Data Framework

We introduce a robust multimodal synthetic re-annotation pipeline for constructing high-quality
multilingual instruction dataset. As shown in Figure 2, our pipeline consists of three key stages: (1)
distillation-based recaptioning, (2) dataset filtering, and (3) translation with multilingual rephras-

"'We will release both models and benchmarks here: https://huggingface.co/collections/xxx
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Original Data Distillation Based Machine Translation Rephrasing
Recaptioning Translated Prompt: Rephrased Prompt:
Prompt: SEEMR R EE AR EEEEEFES A ARE 2
What kind of beverage is in the french Translated Recaption: Rephrased Recaption:
press? BRE YA R B R G ARIBE G BREPEERESERERERE, NEAE
a <unl>FERTRERMIBE. FE<unicHI5E—1 ’ R ]
Recaption: BT, HEERE AR THPIMYES .

Prompt:

What kind of beverage is in the french

The French press in the image contains a
darkliquid, which s likely coffee based
onits color and consistency. The
presence of a spoon next to the press
also suggests that it might be used for

<unke> ik, tRBAERTAEAT <un- IBEIRE.
S BRRREFERISE, 1] <0l TSR

- e, S ZR— ARG X. Bt TN AE -

HAS LSS AR ARRIRBIBIREL R ITE.

5V, BACRREFEMIFS, RMBOEERATK
BRI, BRE5Z ARG REER.
Ritt, FIASIBMHENT, EERTERRRE
R,

pross? stirring a beverage like coffee.

Caption: Additionally, the overall warm and cozy

Coffee setting, with alit candle and autumnal
decorations,is often associated with
enjoying a hot cup of coffee. Therefore, it
is reasonable to conclude that the

Souzce: OKLVOA [Sehwenk et al, 2022] beverage in the French press is coffee.

Figure 2: Our synthetic annotation pipeline produces diverse, high-quality multimodal re-
sponses. It includes three stages: (1) recaptioning, (2) translation, and (3) LLM-based rephrasing.
Rephrasing corrects common translation errors — e.g., unknown tokens (“consistency”) or lexical
ambiguities (“French press” — “French media”) — improving fluency and semantic accuracy.

ing. This process significantly improves linguistic diversity, naturalness, and coverage across 23
languages.

Data Collection. We begin by curating a diverse English multimodal instruction-tuning dataset.
Our collection builds on open-source resources, most notably Cauldron [46], which aggregates 50
vision-language datasets (~30M), and PixMo[20], covering 7 multimodal tasks (~6M). Additional
sources such as SlideVQA [93], PDFVQA [21], and ScreenQA [34], with overall coverage of visual
question answering (VQA), captioning, document understanding, chart and figure analysis, table
reasoning, logical problem-solving, textbook QA, image comparison, and screenshot-to-code. To
ensure task balance and promote generalization, we regulate the sample count across categories.
The resulting dataset comprises approximately 2.29M examples. Table 3 in Appendix D presents
the task-wise distribution. This curated English dataset serves as the basis for further downstream
recaptioning and multilingual synthesis pipeline.

Distillation-based Recaptioning. Our goal is to alter the data distribution to better reflect real-
world usage. To this end, we generate synthetic alternatives to the original completions across
the ~2.3M examples we collected. The original data primarily sourced from open-source, academic
image captioning corpora like MS-COCO [51], Visual Genome [43], Open Images [44], and exhibits
limited linguistic variety and stylistic repetition. Captions are typically short (avg. 14.2 words),
simple, and lack the conversational tone expected from state-of-the-art generative models.

We address these limitations through a recaptioning pipeline that rewrites captions using task-
specific prompt templates to guide our open-weight multimodal teacher model. Prompts are care-
fully designed to retain consistent with ground-truth answers while enhancing fluency and informa-
tiveness. For example, prompts for reasoning tasks elicit step-by-step outputs, while captioning tasks
encourage longer, more vivid descriptions. Prompt design is essential to recaptioning effectiveness
[30, 23]; Examples are shown in Appendix K.

This process bridges the gap between narrowly scoped training data and the diverse language ex-
pected in modern multimodal systems. After recaptioning, the average word count increases from
14.2 to 100.1, token count from 27.2 to 140.8, and lexical diversity (measured by MTLD [87]) im-
proves from 11.0 to 61.2, approaching the variability found in fluent human writing [64, 70]. These
more expressive annotations improve generalization and robustness in downstream tasks; Recap-
tioned examples can be found in Appendix L.

Verifying and Filtering Recaptioned Instruction Data. While recaptioning enhances data di-
versity and fluency, it can introduce hallucinations or factual errors ungrounded in the image
[79, 53, 50, 29]. Training on such data may amplify a models tendency to hallucinate or produce
inaccurate outputs. To mitigate this, we implement a two-stage filtering pipeline to improve the
reliability of the recaptioned dataset. Unlike single-pass filters like CLIP score-based filtering [25]
or reward-based hallucination mitigation [8, 104], our method adds a second semantic safeguard to
detect fluent but incorrect generations.

Stage 1: Keyword-based filtering. We begin with keyword detection to identify common failure
modes in recaptioned outputs, such as refusals to respond or repeated prompt phrases. A curated list
of keywords is used to automatically identify these issues. Flagged samples are either regenerated or
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discarded if problems persist. While effective for surface-level errors, keyword matching struggles
with subtler issues, especially in tasks requiring deterministic or subjective answers like QA or math
reasoning. In such cases, the teacher model may ignore ground truth or hallucinate details, leading
to flawed outputs.

Stage 2: LLM-based semantic filtering. To address more nuanced errors, we apply a second-stage
filtering using command-r-plus-08-20242 for semantic verification (see Appendix M for prompt
and filtered examples). The original and rephrased captions are presented to the model, which acts
as a semantic judge to assess whether the answer to the original remains valid in the rephrased
version. This ensures that recaptions do not alter the intended meaning or contradict the ground
truth. All corrupted samples identified are discarded. The overall error rate is 3.2% with more errors
in complex tasks — 4.6% in reasoning versus 2.5% in VQA tasks — aligning with trends observed in
prior work [111, 107, 92]. Combined with keyword filtering, this semantic check yields a cleaner,
more reliable dataset for visual instruction tuning.

Hybrid Translation Pipeline for Multilingual Instruction Data. Unlike prior work that relies
solely on proprietary LLMs [112, 59] or highlights cross-lingual gaps without addressing mitiga-
tion strategies [33], we propose a two-stage hybrid approach to multilingual translation. Although
GPT models perform well in high-resource languages, they often struggle in low-resource settings.
Meanwhile, high-quality, in-language datasets remain scarce and are mostly reserved for evalua-
tion [91, 80, 1, 82]. Translating instruction data has proven effective for enhancing cross-lingual
generalization [75, 19, 22, 101]. However, machine translation can introduce issues like unnatural
phrasing or semantic drift [11, 102, 91]. To balance coverage and quality, we first use the NLLB-
3.3B model® [17] to translate our English dataset into 22 languages (Appendix C). Then, we apply
post-editing using command-r-plus-08-20242, which uses the machine output as in-context input
to improve fluency and fix common errors while preserving semantics [120, 76]. Prompt templates
and examples are provided in detail in Appendix N.

To ensure training efficiency and avoid overfitting, we translate only subsets of the English data
per language, reducing duplication and repeated exposure. Partial translation has been shown to
maintain strong generalization while reducing data volume [26, 85, 66, 67, 5]. Translation quality
is assessed with the reference-free metric COMET* [78, 77]. Average scores improve from 0.75
(NLLB) to 0.83 after post-editing, indicating a significant gain in fluency and adequacy. Language-
specific improvements are in Table 7 (Appendix O).

3 Optimizing across Languages and Modalities with Cross-Modal Merging

Achieving optimal performance in multilingual multimodal LLMs requires careful balancing of
the fine-tuning data across languages, modalities, and tasks [55, 46, 99, 18]. Skewed language
distributions reduce generalization, and real-world applications demand that models support both
text-only and multimodal use cases. A key challenge is preserving the strong text-only capabilities
of the base LLM while adding robust multimodal abilities. Simply adding text-only data during
multimodal fine-tuning [20, 112] often fails to preserve text performance (Figure 3) and can lead to
overfitting, while reusing previously seen text offers minimal benefit and may degrade multimodal
capabilities [60]. We address this using two complementary strategies.

1. Weighted sampling of diverse data sources:, We design a balanced fine-tuning mix by sampling
from three data sources: (i) upsampled, synthetically re-annotated English data (3.5M seen samples
from 2.29M original) to ensure coverage of diverse tasks and high-quality examples; (ii) uniformly
sampled multilingual data (3.4M out of 5M), covering 22 non-English languages while preserv-
ing task balance; and (iii) downsampled high-quality original datasets (3.7M from 6M) to support
evaluation-specific formats (e.g., short-form VQA) without overpenalizing free-form generation.
The final training set comprises 2.75M sequence-packed samples: 66% synthetically re-annotated
data (35% multilingual), and 34% high-quality original datasets (see details in Figure 10 and Fig-
ure 8). Contrary to prior work [112, 20], we do not include any text-only data during training.

*https://huggingface.co/CohereLabs/c4ai-command-r-plus-08-2024
*https://huggingface.co/facebook/nllb-200-3.3B
*https://huggingface.co/Unbabel /wmt23-cometkiwi-da-xxl
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2. Cross-model model merging: To recover Text Win Rates against Initial LLM
text-only performance without sacrificing vi-
sion capabilities, we introduce a training-free ‘|
method: cross-modal model merging. Con- 1o 4%
cretely, we posit that since the multimodal
model is initialized from the final preference-
tuned LLM checkpoint, sharing a part of the
optimization trajectory [37, 24, 36] makes
the multimodal LLM and the backbone LLM  ~*° ~A-Vision8s  Fangea 78 Qwenz5VL7B  Moimo-78
amenable to merging. Thus, rather than adding L. .
more text data, we linearly interpolate the Figure 3:'Degradat1(.)n- in text-only win-rates af-
weights of the preference-tuned text-only LLM ter multimodal training. Each model is com-
and the multimodal model, preserving visual Pared to their initial LLM on m-ArenaHard [19].
modules for restoring text quality: Including a percentage of text-only data in the fi-
nal multimodal training mix is insufficient to re-
Whnerged = & * Wanmerim + (1 — @) - WiexeLiM  tain open-ended generative performance.

-16.43%

-22.14%

Win Rate (%)
|
3

This approach effectively balances capabilities across modalities and improves text-only perfor-
mance a posteriori, with no additional training (§7).

4 Architecture and Training Details

Architecture. Aya Vision follows the common late-fusion architecture for vision-language models
[55, 54, 46, 65, 14, 20], comprising three main components: (1) a vision encoder that produces image
patch embeddings [74, 115, 14, 100], (2) a vision-language connector that maps these embeddings
into the language models input space, and (3) a large language model. Further architectural details
are provided in Appendix F.

Multimodal Training. Aya Vision is trained in two stages: during vision-language alignment,
we freeze both the vision encoder and language model, and train only the connector to map image
features into the LLM input space. This stage uses LLaVA-Pretrain® (English-only), with 14% of the
data drawn from our multilingual pipeline to improve cross-lingual grounding. In the subsequent
supervised fine-tuning (SFT) stage, we unfreeze the connector and language model (keeping the
vision encoder frozen), and experiment with both full and LoRA-based tuning [35]. We apply
sequence packing (up to 8192 tokens) to improve training efficiency. Dataset composition is shown
in Figure 10, with further discussion in §3. Hyperparameters are listed in Table 5.

5 Evaluation

Baselines. We compare Aya Vision models against a range of state-of-the-art multimodal LLMs,
both open- and closed-weight, to evaluate multilingual, multimodal, and text-only capabilities. We
select models based on architecture, model size, base model family, and language coverage. The
selected models cover a range of sizes (7B to 90B), base models (Llama-3.2, Qwen-2.5, Molmo),
and language coverage (including both English and multilingual models). Our evaluation includes
open-weight models (Pixtral [3], Molmo [20], Qwen-2.5-VL [7] and Pangea [112]) as well as the
closed-weight (Gemini-Flash-1.5 [96]). For model families, Qwen, Molmo, and Llama, we report
results across multiple sizes ranging from 7B to 90B.

Multilingual Multimodal Evaluation. While recent efforts have explored multilingual evaluation
for multimodal LLMs [12, 81, 94, 112], existing benchmarks still fall short of enabling robust, real-
world evaluation. Most focus on static, single-turn tasks with predefined answers, failing to capture
the nuanced, open-ended, and dynamic nature of real-world user interactions. To address this, we
introduce: AyaVisionBench, a benchmark designed to evaluate multilingual multimodal models
on generation quality across 23 languages, with a focus on relevance, fluency, and engagement. It
emphasizes open-ended instruction following and cross-modal reasoning. Construction details are
in Appendix E.1.

To complement AyaVisionBench, we release m-WildVision, a multilingual extension of
WildVision-Bench [58] across 23 languages, with translated prompts designed to evaluate open-

*https://huggingface.co/datasets/liuhaotian/LLaVA-CC3M-Pretrain-595K
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ended multimodal generation across diverse linguistic contexts. We also include xChatBench
[112], which enables fine-grained, score-based evaluation across 7 languages and multiple inter-
action types. Evaluation protocols for all three benchmarks are detailed in Appendix E.1.1. In
addition to the preference-based open-ended evaluation, we evaluate Aya Vision on structured mul-
timodal benchmarks that require constrained outputs (e.g., multiple choice or short-form answers)
for automatic scoring. Specifically, we use xXMMMU [112], MaXM [12], CVQA [81], MTVQA
[94] and Kaleidoscope [82]. These benchmarks cover a range of languages and tasks, evaluating
multimodal understanding, reasoning, and knowledge. Language coverage is listed in Table 4, with
additional details in Appendix E.

Multilingual Text-Only Evaluations. As shown in Figure 3, vision-language models often suf-
fer degradation in text-only performance. To assess this, we evaluate Aya Vision and baselines on
multilingual text benchmarks as a final component of our evaluation suite. We evaluate models
using two complementary approaches: open-ended evaluation and task-specific benchmarks. For
open-ended evaluation, we use m-ArenaHard [49, 19] to assess models’ performance in free-form
text generation across 23 languages. Following [19], we adopt gpt-40-2024-11-20 as the LLM
judge. For task-specific benchmarks, we evaluate models on MGSM [88], Global MMLU-Lite
[90], and FLORES [31], which cover mathematical reasoning, multilingual understanding, and ma-
chine translation, respectively. For FLORES, we evaluate translation from English to the target
language (En—X), as it presents a greater challenge and better reflects multilingual capabilities. We
also include IFEval [117], an English-only benchmark, to assess instruction-following skills that
may influence both text-only and multimodal tasks. Each benchmark covers a distinct set of lan-
guages, with metrics summarized in Table 4; further details are provided in Appendix E.

90 Aya Vision-8B (AyaVisionBench) %0 Aya Vision-32B (AyaVisionBench)
80
70
—~ 60
X
o 50
g
c 40
s 30
20
10
0 0-
Gemini-Flash  Llama3.2  Qwen2.5-VL Molmo Pixtral Pangea Llama3.2 Molmo Qwen2.5-VL
1.5-8B 11B 7B 7B 12B 7B 90B 72B 72B

Figure 4: Aya-Vision-8B and Aya-Vision-32B achieve strong performance on preference eval-
uation. Pairwise win rates on AyaVisionBench, averaged across 23 languages. Aya-Vision-
8B is compared against Gemini-Flash-8B, Llama-3.2-11B-Vision, Qwen-2.5-VL-7B, Pixtral-12B,
and Pangea-7B. Aya-Vision-32B is compared against Llama-3.2-91B-Vision, Qwen-2.5-VL-72B,
Molmo-72B. Language-specific breakdowns are provided in Tables 9 and 12 in the Appendix R.

Models / Evaluations MaxM xMMMU CVQA MTVQA Kaleidoscope xChat avg

Pangea-7B 51.27 44.00 60.53 18.32 29.46 3221 39.30
Molmo-7B-D 44.16 37.87 58.53 16.89 36.42 2336  36.21
Llama-3.2-11B-Vision ~ 39.30 42.73 58.92 16.40 36.50 28.59  37.07
Pixtral-12B 44.43 42.27 63.54 19.81 36.08 64.50 45.11
Qwen-2.5-VL-7B 52.65 46.77 73.22 29.57 39.64 58.14  50.00
Aya-Vision-8B 58.21 39.94 61.86 19.33 38.62 58.64 46.16
Molmo-72B 55.62 51.53 72.71 18.66 50.34 4543  49.06
Llama-3.2-90B-Vision ~ 64.17 52.40 81.88 27.44 48.41 51.12  54.24
Qwen-2.5-VL-72B 56.42 61.74 82.10 31.92 55.02 7113 59.72
Aya-Vision-32B 62.28 45.11 74.06 23.46 41.73 70.07  52.81

Table 1: Evaluation on multilingual multimodal benchmarks for Aya-Vision-8B and Aya-
Vision-32B, alongside baselines. For each benchmark, we report results on languages included
in Aya-Vision’s 23-language set. The full results for all languages are provided in the Appendix R.
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Figure 5: Aya-Vision models rank among the top performers in text-only preference evaluation,
outperforming much larger models. Pairwise win rates for Aya-Vision-8B (left) and Aya-Vision-
32B (right) on m-ArenaHard [19], averaged over 23 languages. Language-specific breakdowns are
provided in Tables 8 and 11 in the Appendix R.

6 Results and Discussion

Aya-Vision-8B achieves best-in-
class performance in preference

. X . Models GMMLU MGSM FLORES IFEval avg
evaluation. Figure 4 and Figure 12 ’ - 1933 03] 501 2399 3797
; : R angea- . . . R .
in the Appendx EV4 §hog pal}erISg Molmo-7B-D 3063 4994 1574  56.10 4035
win rates on Ayavisionench an Llama-3.2-11B 60.75  72.84  31.84 8343 62.22
m-WildVision, averaged over 23 Pixtral-12B 66.09  77.62 2929 6559 59.65
languages, comparing Aya-Vision- Qwen-2.5-VL-7B 64.82 6090  27.98 7246 56.54
8B with state-of-the-art multimodal Aya-Vision-8B 6252 7642 3590 8278 64.41
LLMs. Aya-Vision-8B consis- Molmo-72B 7102  86.00 3252  78.10 66.91
tently outperforms all baselines, Llama-3.2-90B 77.46 66.67 3825  88.14 67.63

ith win rates raneine from 49 Qwen-2.5-VL-72B 8149  89.61 3571 89.74 74.14
with win rates ranging from 49.6% &\ 6358 7946 3179 7850 6483

to 80.3%. Performance is slightly
higher on m-WildVision, by an av-
erage of 6%, likely due to the
more challenging nature of AyaV-
isionBench, as indicated by higher
tie rates. Aya-Vision-8B surpasses
both Qwen-2.5-VL-7B and Pixtral-
12B by 54.8% win rate averaged across the two datasets, despite Pixtral-12B being a larger model.
It also outperforms the strong proprietary model Gemini-Flash1.5-8B, averaging a 60.3% win rate,
and achieves a dominant 71.7% win rate over Pangea-7B, which is trained with a predominantly
multilingual dataset.

Table 2: Evaluation on multilingual text-only academic
benchmarks for Aya-Vision-8B and Aya-Vision-32B to-
gether with the baselines. For each benchmark, we include
languages that are in the list of Aya Vision’s 23 languages.
The results for all languages are provided in the Appendix R.

Aya Vision outperforms far larger models. Figure 4 and Figure 12 in the Appendix E.4 show
pairwise win rates for Aya-Vision-32B on AyaVisionBench and m-WildVision, averaged across 23
languages. Aya-Vision-32B consistently outperforms models more than twice its size — such as
Molmo-72B, Qwen-2.5-VL-72B, and Llama-3.2-90B-Vision — with win rates ranging from 48.5%
to 73%. Notably, it surpasses Llama-3.2-90B-Vision by 65.9% on AyaVisionBench and 73% on m-
WildVision. Its closest competitor, Qwen-2.5-VL-72B, is outperformed by 50.8% on average across
both benchmarks.

Aya-Vision models achieve competitive performance on academic benchmarks. Although op-
timized for open-ended generation, Aya-Vision models perform strongly on multiple-choice and
short-form academic benchmarks, which often fail to fully capture the generative capabilities of
modern MLLMs. Results are shown in Table 1. On MaxM, a short-form VQA benchmark, Aya-
Vision-8B outperforms all models in its parameter class, including larger ones like Pixtral-12B and
Llama-3.2-11B-Vision. On Kaleidoscope, it performs competitively with Qwen-2.5-VL-7B and sur-
passes all other baselines. Aya-Vision-32B also delivers strong results, outperforming Molmo-72B
on all benchmarks except xMMMU, and closely matching Llama-3.2-90B-Vision on average despite
being nearly 3x smaller.

Aya Vision models punch above their size in text-only preference evaluation. A key concern
with multimodal models is that adding vision capabilities may compromise text performance. To
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Figure 7: Impact of cross-modal merging across various merge ratios. Win rates are computed
against Pangea-7B on AyaVisionBench (multimodal) and m-ArenaHard (text-only) across 7 lan-
guages. The multimodal academic score is the average of CVQA and xMMMU, while the text-only
academic score averages IFEval, MGSM, and MMMLU (subset).

evaluate this trade-off, we assess text-only results on the m-ArenaHard dataset using pairwise win
rates averaged across 23 languages, as shown in Figure 5. At the 8B scale, Aya-Vision-8B strikes
a strong balance between performance and efficiency, outperforming all open models in its class
and rivaling proprietary ones. It achieves a win rate of 63.4%, surpassing the larger Llama-3.2-
11B-Vision and remains competitive with Pixtral-12B, which achieves a slightly higher win rate of
56.0%. Aya-Vision-32B is even more efficient. It outperforms significantly larger models such as
Molmo-72B with a win rate of 77.3% and Qwen-2.5-VL-72B with 50.9%. Despite being nearly
three times smaller, it closely matches Llama-3.2-90B-Vision, which reaches 43.2%. These results
demonstrate Aya-Vision’s ability to deliver strong text performance at a fraction of the size, while
maintaining multimodal capabilities, as shown in Figures 4 and 12 in the Appendix E.4.

To further understand text perfor— 80 Multimodal Win Rates Text Win Rates

mance preservation, Figure 3 com- —®— Multimodal ] 18.3%
pares win rates on m-ArenaHard for —~70| SrossModal Merging
Aya-Vision-8B, Pangea-7B, Qwen-
2.5-VL-7B, and Molmo-7B relative
to their base LLMs. Aya-Vision-
8B shows minimal degradation, with
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Figure 6: Modal merging enables efficient cross-modal
7 Key Ablations transfer. Multimodal and text-only win rates on AyaVi-
sionBench and m-ArenaHard against Pangea-7B. We vary
To isolate the impact of key design the text-only mixture during SFT and compare it to cross-

choices, we conduct controlled abla- Modal merging (dashed line).

tions at the 8B scale, varying only one

factor at a time: (1) cross-modal model merging, (2) adding text-only data, (3) proportion of mul-
tilingual data during SFT. All other settings remain fixed. We evaluate each variant using multi-
modal and text win rates on AyaVisionBench and the m-ArenaHard subset®, comparing them against
Pangea-7B. Additionally we report average metrics on academic vision (CVQA, xMMMU) and text
benchmarks (IFEval, MMMLU subset, MGSM). Additional ablation studies covering (4) the vision
encoder, and (5) full fine-tuning versus low-rank adaptation, presented in Appendix H.

Model merging improves multilingual performance across tasks and modalities; and is more
effective than adding seen text data for cross-modal transfer. We systematically evaluate our
cross-modal model merging strategy by ablating the interpolation weight o between the fine-tuned
multimodal LLM and its original text-only counterpart. An « of 0 corresponds to the text-only
model, while o = 1 is the fully multimodal one.

As shown in Figure 7 (left), merging not only preserves text-only multilingual performance but
also unexpectedly boosts multilingual vision win rates as text-only contributions increase — up to
an optimal point. Text metrics improve steadily with higher text-LLM weighting, while vision

6English, French, Hindi, Arabic, Turkish, Japanese, Chinese
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performance plateaus. Based on these trends, we select a = 0.4 as the optimal balance for both our
8B and 32B models.

We also compare merging to the conventional approach of adding seen text-only data during SFT in
proportions of 0%, 10%, and 30%. Figure 6 shows that while more text data improves text win rates
(from 50.2% to 74.8%), it does not translate to stronger multimodal performance. In fact, increasing
text data from 10% to 30% slightly reduces multimodal win rates, likely due to more capacity being
allocated to text modeling. These results confirm that model merging is a effective and efficient
method for cross-modal knowledge transfer.

Balanced multilingual data leverages cross-lingual transfer from English for best performance
across modalities and languages. To measure the impact of the ratio of multilingual data in the
training mixture, we train 3 variants with varying proportions of multilingual multimodal data —
17.5%, 35%, and 67%, which is uniformly distributed across 22 languages (except English).

Win Rates Academic Benchmark Scores
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Figure 8: A balanced data mixture is essential for multilingual multimodal performance. Mul-
timodal and text win-rates are calculated against Pangea-7B on AyaVisionBench and m-ArenaHard
respectively over 7 languages. Multimodal academic benchmark is an average of CVQA and xM-
MMU; Text-Only academic benchmarks are averaged over IFEval, MGSM and MMMLU (subset).

As shown in Figure 8, we find that increasing the ratio of multilingual multimodal data from 35%
to 67% leads to degradation in the quality of generations — reducing the win-rates from 71.4%
to 68.7%, and also hurts multimodal academic benchmarks, emphasizing the importance of the
balance between English and multilingual data. Given the scarcity of high-quality multilingual
multimodal data, upsampling this bucket requires repeating the data multiple times, limiting its
benefit in multilingual multimodal performance. Additionally, a sufficient percentage of the more
diverse English data is crucial for cross-lingual transfer.

Both data improvements and cross-modal 90
merging are essential to Aya Vision’s perfor-
mance. Compared to a model trained purely on —

open-source task-specific data, each of our con- S8.1%

tributions significantly improves performance

where our novel data framework leads to a 17% o

gain in win rate, underscoring the importance of

fluent, detailed, and diverse completions. Next,

our cross-modal merging enables an extra gain

of 11.9% multimodal win rates beyond its sig- = : :

nificant impact on text-performance, achieving Aya vision Dataﬁmg&ents +Merging +Model

a total increase to nearly 30%.
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Figure 9: Impact of various interventions. Step-
. by-step improvements in Aya Vision 8B’s pair-
8 Conclusion wise win-rates against Pangea-7B.

In this work, we introduced Aya Vision, a family of multilingual vision-language models (8B and
32B) designed to improve multimodal understanding across 23 languages. Addressing key chal-
lenges in this space, we propose a scalable synthetic annotation framework to overcome multilingual
data scarcity, and a training-free model merging approach to preserve text-only performance during
multimodal training. Our models outperform existing open-weight baselines and are supported by
AyaVisionBench, a benchmark tailored for evaluating generative multilingual multimodal systems.
By releasing our models and evaluation suite, we aim to lower barriers for research in this area and
support continued progress toward more inclusive and linguistically diverse multimodal Al.
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A Limitations

Given the scarcity of high-quality multilingual data, in our multilingual data ablations, we sample
the text-only data from the same corpus used for post-training the LLM using the Aya Expanse
recipe [19]; prior to the multimodal training. This leads to a portion of the data repeated across
training stages which could potentially lead to over-fitting.

We use VLM-as-a-judge models for win-rates evaluations as a proxy for human preferences. While
using large language models for win-rates evaluations is a standard practice [19, 101], for genera-
tions which are quite close, the judge preference might deviate from human preferences. We attempt
to provide a comprehensive set of guidelines to the judge as shown in Appendix Q to ensure close
adherence to human preferences.

B Related Work

Multilingual Multimodal Instruction Data. To overcome the scarcity of multilingual multi-
modal instruction datasets, several recent efforts have relied heavily on translating English-centric
datasets using large language models (LLMs). Approaches such as PANGEA [112] and PALO [59]
expand language coverage by translating large-scale instruction-following datasets or aligning mul-
tilingual captions. While effective in bootstrapping resources, these methods are constrained by
limited linguistic diversity and suffer from “translationese” — artifacts of literal or non-fluent trans-
lations produced by automated systems. Furthermore, such datasets often exhibit rigid task formats
and lack the conversational naturalness crucial for high-quality interaction in multilingual multi-
modal settings.

Visual Instruction Tuning Visual instruction tuning [55, 13, 54, 14, 3, 106, 20, 7] combines a pre-
trained vision encoder [74, 115, 14, 100] with an offtheshelf large language model via a dedicated
visionlanguage connector. This process extends the LLMs text capabilities into the visual domain
while retaining its desirable attributes— such as in-context learning, reasoning, and instruction fol-
lowing. As a result, visual instruction tuning has emerged as a highly effective method to achieve
state-of-the-art performance on a wide range of tasks — even outperforming certain proprietary mod-
els.

Multilingual Multimodal Models Initial works on multilingual multimodal models [68, 38, 114]
focused on learning robust, universal representations for retrieval tasks across modalities. However,
these models require further downstream training to be used as generative models. On the other
hand, [26, 13, 112] perform large-scale multilingual multi-task fine-tuning to enable multilingual
understanding and generation. However, they focus only on vision-language academic benchmarks
which are reference based — focusing on exact matches rather than free-form holistic evaluations of
the generations.

Multilingual Multimodal Evaluations Multilingual multimodal evaluation benchmarks have tra-
ditionally focused on visual question answering (VQA) tasks, where the model-generated response
must exactly match a human-provided reference answer [12, 81, 94]. This approach often penalizes
responses that are semantically correct but differ syntactically from the reference [3]. To address
these limitations, recent work [112, 59] has proposed multilingual multimodal chat benchmarks.
Instead of relying solely on exact matches, these benchmarks evaluate free-form responses by em-
ploying a Vision-Language model as an adjudicator—either by scoring responses against a detailed
rubric or by selecting the superior generation from a pair of outputs.

Multimodal Merging Recent work by [118] introduces REMEDY, a method for merging VLM
weights — including the connector layer — after low-rank fine-tuning on various VLM tasks. How-
ever, REMEDY does not address the merging of weights that have been trained for different modal-
ities. In a closely related concurrent work, [48] merges a text-only reward model with a vision-
language model with the goal to specifically transfer the reward modeling capabilities from the
text-based reward model to build a multimodal reward model.
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Figure 10: Overview of our multilingual multimodal SFT mixture from various task categories.
Left: Number of samples across data sources and tasks categories used in training. Right: Visual
breakdown of dataset source distributions.

C Language Coverage

Arabic, Chinese, Czech, Dutch, English, French, German, Greek, Hebrew, Hindi, Indonesian,
Italian, Japanese, Korean, Persian, Polish, Portuguese, Romanian, Russian, Spanish, Turkish,
Ukrainian, Vietnamese

D Data Collection

Our curated English dataset contains approximately 2.29 million examples, spanning a wide range
of multimodal tasks. The task-wise breakdown, including both absolute counts and relative propor-
tions, is summarized in Table 3.

Table 3: Task-wise distribution in our curated dataset, showing the proportion and the number of
samples in the ~2.29M collection.

OCR/ Chart/  Table Logic. 2 Image SS to
Task ‘ VQA - Capt. Doc Fig Compr. Reasoning Diff. Textbook Code
Total Samples | 560K 220K 490K 289K 222K 252K 239K 20K 9.5K
Proportion 245% 9.6% 21.4% 12.6% 9.2% 11.0% 10.4% 0.9% 0.4%

To enhance multilingual performance, we vary the proportion of multilingual data. Our final train-
ing mix consists of 66% synthetically re-annotated data (35% multilingual) and 34% high-quality
original datasets. Figure 10 summarizes the dataset composition by source and task, totaling 2.75M
training samples.

E Evaluation Details

E.1 AyaVisionBench

AyaVisionBench spans 23 languages and comprises 135 imagequestion pairs per language, cover-
ing 9 task categories: captioning, chart/figure understanding, identifying differences between two
images, general visual question answering, OCR, document understanding, text transcription, math-
ematical or logical reasoning, textbook questions, and converting screenshots to code. This multilin-
gual, multi-task design supports comprehensive evaluation of cross-lingual multimodal understand-
ing. Most samples include a reference answer.

To create this dataset, we first sourced images from the test splits of datasets in Cauldron [46].
By exclusively selecting images from the test sets, we ensured that none had been seen during
model training. Following the original task categories defined in Cauldron, we randomly sampled
15 images from each of 9 tasks, resulting in a total of 135 unseen images. For each image, we
generated a corresponding question that required explicit visual understanding to answer. These
questions were initially generated synthetically and then manually reviewed for clarity, relevance,
and dependence on visual content.
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Each question was then translated into 22 languages using Google Translate’, covering all 23 lan-
guages supported by AyaVision. All translations were subsequently verified by human annotators
to ensure fidelity and naturalness. During human annotation, annotators were also asked to validate
the prompts and provide reference answers for questions with deterministic answers. The resulting
dataset, AyaVisionBench, offers a diverse and challenging benchmark for evaluating visionlanguage
models in multilingual and open-ended contexts. Representative examples are shown in Figure 11.

YV

Magazines sold

Month | Number of magazines
nnnnnnn obtse Apri 5478
@ @ May 2,512
o e . A 4 June 1209
A botanist discovers a new plant BB EBERINTR, XM Her ay ylizdelik distis oraninin
species with leaves that have a FRTBEIETEFR RS MR 2 IR benzer sekilde devam ettigi
pointed base. Using the provided XALRFSEDD ? varsayildiginda, Agustos ayinda
image, which leaf shape most yaklasik kag derginin satiimasi
closely matches this description? beklenir?
Additionally, if the leaves are Reference: 1209 * (0.46)"2 = 256

asymmetrical, with one side of the
leaf blade lower than the other,
which term from the image
corresponds to this characteristic?
Reference: cuneate, oblique

Figure 11: Three samples from AyaVisionBench. From left to right: English (TQA [42]), Chinese
(VSR [52]), and Turkish (TabMWP [57]). All images are sourced from the test sets.

E.1.1 Evaluation Protocol

To evaluate model performance across all three benchmarks, we follow the VLLM-as-a-judge proto-
col used in prior multilingual studies [101, 19], conducting pairwise comparisons between Aya Vi-
sion and baseline models. For scoring and preference ranking, we use claude-3-7-sonnet-20250219
[4] as the multimodal judge. This choice is based on a comparative study using the translated Mul-
timodal RewardBench [110] across 8 languages®, where Claude-3-7-Sonnet outperformed GPT-40
[69] and Gemini-2.0-Flash [97] by 6.4% and 25.8% respectively in preference ranking accuracy.
Full details of the evaluation prompts are provided in Appendix Q.

E.2 Multimodal Academic Benchmarks

« xXMMMU [112], a machine-translated version of 300 questions from the MMMU valida-
tion set into 6 languages to measure the multimodal understanding and reasoning.

e MaXM [12] evaluates vision-language models on multilingual VQA tasks in 7 languages.

* CVQA [81] is a large-scale, multilingual VQA dataset to test models’ understanding of
cultural nuances in 31 languages.

* MTVQA [94] evaluates multilingual multimodal models on text-centric scene understand-
ing in 9 languages.

» Kaleidoscope [82] consists of 20,911 multimodal multiple-choice questions in 18 lan-
guages, designed to evaluate the reasoning and knowledge of vision-language models
across diverse subjects and cultures.

E.3 Text-Only Benchmarks

* m-ArenaHard [49] following [19], we use multilingual ArenaHard to measure the win-
rates against other models across 23 languages to understand the impact of multimodal
training on the model’s text-only capabilities. We use gpt-40-2024-11-20 [69] as the
judge.

"https://cloud.google.com/translate?hl=en
8English (original), Arabic, Farsi, French, Hindi, Portuguese, Turkish, Vietnamese, Simplified Chinese.
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Dataset Task Metric # Languages
Multimodal Academic Bench.

xMMMU [112] Multimodal Understanding ~ Accuracy 7
MaXM [12] VQA Accuracy 7
CVQA [81] VQA Accuracy 31
MTVQA [89] VQA VQA Score 9
Kaleidoscope [82] VQA Accuracy 18
Multimodal Open-Ended Bench.

AyaVisionBench Multimodal Chat Win-Rates 23
m-WildVision [58] Multimodal Chat Win-Rates 23
xChat [112] Multimodal Chat LLM-Score 7
Text-only Bench.

m-ArenaHard [19] Open-Ended Generations Win-Rates 23
MGSM [88] Math. Reasoning Accuracy 6
Global MMLU-Lite [90] Language Understanding Accuracy 15
FLORES [31] Language Understanding SpBLEU 23
IFEval [117] Instruction Following Accuracy 1

Table 4: Multilingual multimodal evaluation suite used in Aya Vision. Our evaluation suite con-
sists of multilingual multimodal benchmarks, multimodal open-ended benchmarks for preference
evaluation, and finally, text-only benchmarks include open-ended, generative, and discriminative

evaluation sets.

* MGSM [88] evaluates the reasoning abilities of large language models with 250 grade-

school math problems in 10 languages

* Global MMLU-Lite [90] is a multilingual MMLU test set spanning 42 languages

« FLORES [31] is an evaluation benchmark for machine translation in low-resource lan-

guages.

e IFEval [117] is a benchmark designed to assess the ability of large language models to

follow verifiable instructions.

E.4 Additional Results
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Figure 12: Aya-Vision-8B and Aya-Vision-32B pairwise win rates on m-WildVision, averaged
across 23 languages. Aya-Vision-8B is compared against Gemini-Flash-8B, Llama-3.2-11B-Vision,
Qwen-2.5-VL-7B, Pixtral-12B, and Pangea-7B. Aya-Vision-32B is compared against LLama-3.2-
91B-Vision, Qwen-2.5-VL-72B, Molmo-72B. Language-specific breakdowns are provided in Ta-

bles 10 and 13 in the Appendix R.
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F Aya Vision’s Architecture and Training Details

F.1 Architecture

Aya Vision models follow the common architecture design for vision-language models [55, 54,
46, 65, 14, 20] that is based on late-fusion [95] of (1) a vision encoder to compute image patch
embeddings which is pre-trained on billions of image-text pairs [74, 115, 14, 100], (2) a connector
that maps the embeddings from the output space of the vision encoder to the input embedding space
of the language model, (3) a large language model.

Vision Encoder: We use siglip2-s0400m [100] as the initialization for the vision encoder, which
has been pretrained with an auto-regressive decoder-based loss in addition to the original sigmoidal
loss [115]. This primes the vision encoder to generate high-quality dense feature representations for
generative tasks, making it the perfect candidate for a multilingual vision language model. Specif-
ically, we use siglip2-s0400m-patch14-384° in Aya-Vision-8B for a reduced activation foot-
print, making it widely accessible on cheaper hardware. For Aya-Vision-32B, we opt for the higher
resolution siglip2-s0400m-patch16-512'9 to achieve better performance [46].

Image Processing: The performance of multimodal LLMs improves with higher input resolution
[65, 46], however, most vision encoders are pretrained on a fixed resolution. To enable Aya Vision
models to process images with arbitrary resolutions, similar to [14], we map the input images to the
nearest supported resolution that minimizes distortion in the aspect ratio. After resizing, we split the
image into up to 12 non-overlapping tiles based on the image encoder’s resolution to be processed
independently by the vision encoder. In addition to tiles, we include a thumbnail (resized) for a
low-resolution overview of the image.

Vision-Language Connector: Following the image encoder, the vision-language connector maps
features from the vision encoder to the language model’s input embedding space. We use a 2-
layer MLP with SwiGLU activation function [86]. To reduce the number of image tokens passed
to the language model, we perform Pixel Shuffle [14], which downsamples the image tokens in
the spatial dimensions by stacking 2 x 2 patch embeddings along the embedding dimension before
passing through the connector layer. This decreases the number of image tokens by 4 X, resulting
in a maximum of 2,197 and 3,328 image tokens for our 8B and 32B models respectively. When
passing image tokens to LLM, we use special delimitation tokens to denote the start and the end
of image token sequences. Additionally, we inject 1D-tile tags [18] to denote image tiles as a form
of explicit positional encoding for the tiles. We use regular text tokens (TILE_1,...,TILE_N and
TILE_GLOBAL for thumbnail) for potential inference-time scaling.

Language Model: Although some previous works initialize the language model from a pre-trained
base checkpoint [9], we initialize the language model from a multilingually post-trained LLM to
inherit strong capabilities in various tasks including chat, instruction-following, and multilingual.
For Aya-Vision-8B, we use an LLM based on Command-R7B'" which is further post-trained with
the Aya Expanse recipe [19], and for Aya-Vision-32B, we use the Aya-Expanse-32B [19].

F.2 Multimodal Training

Following previous work that use late-fusion as in our models [55, 54, 46, 65, 14, 20], we train Aya
Vision models in two steps: (1) Vision-Language Alignment and (2) Supervised Fine-tuning.

Vision-Language Alignment: In this step, we only train the vision-language connector by keeping
both the vision encoder and the language model frozen. Freezing the language model and vision
encoder allows for using a high learning rate to quickly map the image features to the input em-
bedding space. We use a peak learning rate of 10~* and 10~ for Aya-Vision-8B and 32B models
respectively. Additionally, we find that the 32B model requires longer training in this step due to the
much larger connector size. While Aya-Vision-8B includes a 190M vision-language connector, the
parameter size of the connector in 32B model is 428M. Therefore, we train the 8B model for 9.7k
steps (1 epoch) and the 32B model for 19k steps (2 epochs). Similar to previous works [55, 112] we

*https://huggingface.co/google/siglip2-s0400m-patchi4-384
Yhttps://huggingface.co/google/siglip2-s0400m-patch16-512
"https://huggingface.co/CohereLabs/c4ai-command-r7b-12-2024

23


https://huggingface.co/google/siglip2-so400m-patch14-384
https://huggingface.co/google/siglip2-so400m-patch16-512
https://huggingface.co/CohereLabs/c4ai-command-r7b-12-2024

964
965
966

967
968
969
970
971
972
973
974

975

use LLaVa-Pretrain'? as the primary source of data in this step. However, since this data is English-
only, we add a small fraction of the multilingual data generated by our data framework amounting
to 14% of the total data seen during this step. All training details can be found in Table 5.

Visual Instruction Fine-tuning: In the instruction fine-tuning step (i.e., supervised fine-tuning with
visual instructions), we train both the vision-language connector and the language model but keep
the vision encoder frozen. We experiment with both full model fine-tuning and LoRA [35]. For both
Aya-Vision-8B and Aya-Vision-32B, we use a batch size of 128 and train for 31k iterations with uP
enabled on about 10M samples. The peak learning rates are set to 10~% and 5 x 10~ respectively
established via hyperparameter tuning. We utilize sequence packing to pack multiple samples into
a single sequence of length 8192 for improved training efficiency. A breakdown of the SFT training
data can be found in Figure 10 with detailed discussion presented in § 3.

G Training Hyperparameters

Table 5: Training Hyper-parameters for Aya-Vision-8B and Aya-Vision-32B models

Aya Vision 8B 32B
Vision Encoder

Params 400M 400M
Dim 1152 1152
MLP Dim 4304 4304
Act. GELU GELU
Heads 16 16
KV Heads 16 16
Layers 27 27
Image Size 364 x364 512x512
Patch Size 14 16
Vision-Language Connector

Params 190M 428M
Downsample Factor 2 2
MLP Dim 14336 24676
Act. SwiGLU SwiGLU
LLM

Params 8B 32.3B
Embed 256k 256k
Dim 4096 8192
MLP Dim 14336 24676
Act. SwiGLU SwiGLU
Heads 32 64
KV Heads 8 8
Layers 32 40
Theta 50k 4M
Alignment

Warmup 200 200
Peak LR le-4 le-3
Cosine Decay 10% 10%
Optimizer AdamW AdamW
Betas 0.9, 0.95 0.9, 0.95
Batch Size 128 128
Steps 9.7k 19k

https://huggingface.co/datasets/liuhaotian/LLaVA-CC3M-Pretrain-595K
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SFT

Warmup LLM 200 200
Peak LR le-4 Se-4
Cosine Decay 10% 10%
Betas 0.9, 0.95 0.9, 0.95
Batch Size 128 128
Steps 31k 31k

H Additional Ablations

H.1 Low Rank Finetuning is Comparable to Full Finetuning

Low-rank training (LoRA) is an extremely performant method to reduce the hardware footprint dur-
ing training for improved efficiency. LoRA drastically reduces the number of trainable parameters
and optimizer states to be stored in the accelerator memory [113]. Furthermore, freezing the LLM
and constraining the rank of updates has the potential to prevent catastrophic forgetting on text-only
prompts. To understand the impact of the rank of training updates during the SFT stage, we train
2 variants on the same data — (1) trained with LoRA (rank = 256, a = 512) [35] while (2) is
trained with full finetuning (all network weights are updated). Once both the models are trained, we
merge the multimodal updates to the text-only language model with a weight () of 0.5. Finally, we
evaluate both variants on multimodal and text win-rates; and academic benchmarks like CVQA and
xMMMU. Figure 13 shows the results on all the above tasks.

On academic tasks like CVQA and xMMMU, we observe that both variants perform equally well,
51.2 vs 51.0 average accuracy for LoRA and full model fine-tuning, respectively. On multimodal
win-rate evaluations, both models are extremely close — with 68.4% and 67.2% win-rates for the
LoRA and fully-finetuned variants respectively. Any improvement exhibited by the LoRA variant
on win-rates is well within the noise-margin. On text-only win-rates, the LoRA variant is 3.4%
better than full-finetuning which can be attributed to the frozen LLM backbone during training and
the amenability of LoORA model to merging due to the shared optimization trajectory.

LoRA
= 0.5 Merge
Full Finetuning
== + 0.5 Merge

51.2% 51.0%

Win Rate / Accuracy (%)
N w E w
o o o o

-
o

Multimodal Text-Only Academic
Benchmarks

Figure 13: Impact of training with LoRA vs. Full-Finetuning. We compare vision win-rates (left)
and text-only win-rates (center) against Pangea-7B averaged across 7 languages. We also report the
average of CVQA and xMMMU (right).

H.2 Stronger Vision Encoder Improves VQA Performance

With the recent releases of better vision encoders, we ask how do these gains translate to down-
stream multimodal performance? We design an experiment by training a variant of Aya Vision-8B
with the original SigLIP encoder instead of SigLIP-2 with the same resolution and patch size. Inter-
estingly, we observe no visible impact on the multimodal win-rates; however, switching to SigLIP-2
provides substantial improvements in multimodal academic benchmarks like CVQA[81], TextVQA
[89], DocVQA [63], ChartQA [62], OKVQA [61] and RealWorldQA [109] — with an average im-
provement of 4% as shown in Figure 14.
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Figure 14: Improvement by switching to SiglLIP-2. We report the average of VQA evaluations
listed in § H.2.

I Compute Requirements

Table 6 reports the compute requirements for training the final models, measured in H100 GPU-
hours. All ablation studies were conducted at the 8B scale using the same alignment phase, with
additional compute only for the SFT stage, as shown in the table. These compute figures provide a
clear estimate of the resources needed to reproduce our experiments.

Model Alignment SFT

Aya Vision-8B 384 2176
Aya Vision-32B 3072 5120

Table 6: Training compute requirements in H100 GPU-hours.

J Safeguards

We use the following sentence in the system prompt during training and inference to prevent the
model from generating harmful content:

You are in contextual safety mode. You will reject requests to generate

child sexual abuse material and child exploitation material in your responses.
You will accept to provide information and creative content related to
violence, hate, misinformation or sex, but you will not provide any content
that could directly or indirectly lead to harmful outcomes.
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K Recaptioning Templates

General Visual Question Answering

System Prompt:

You are an advanced multimodal AI chatbot with strong visual question answering capabili-
ties.

User Prompt:

Here is a question-answer pair for the given image:

Question:

{instruction}

Reference Answer:

{answer}

Task Description:

Analyze all provided image and fully understand the question, paying attention to every
detail and context within the image.

The reference answer is the correct answer to the question.

Your task is to generate a more comprehensive, natural and human-preferred response to the
question.

Enhance the response by adding additional visual context, mentioning relevant information,
or providing detailed explanations.

If the question is multiple-choice, the response should mention the letter/number of the
selected choice.

Also, ensure that the final result in the response is consistent with the reference answer.
But, do not explicitly mention there is a reference answer in the response.

The response should stand independently as a complete and well-organized new answer to
the question.

Enclose the new answer within <answer> </answer> tags.

System Prompt:

You are an advanced multimodal Al chatbot with strong image captioning capabilities.
User Prompt:

Here is an image captioning instruction along with the original caption for the provided
image.

Instruction:

{instruction }

Original Caption:

{answer}

Task Description:

Examine the image carefully, paying attention to every detail and context within the image.
Your task is to rewrite the original caption to be more detailed, descriptive, comprehensive,
and human-preferred.

Ensure that the new caption accurately reflects the content and context of the image while
following the given instruction.

Since this is an image captioning task, do not include any information that is not directly
visible in the image.

Do not explicitly mention there is an original caption in the response.

Ensure the response stands independently as a complete and well-organized new caption.

Enclose the new caption within <answer> </answer> tags.
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OCR, document understanding, text transcription

System Prompt:

You are an advanced multimodal AI chatbot with strong text-rich image understanding
capabilities.

User Prompt:

Here is a question-answer pair based on the provided document, screenshot or scanned
image.

Question:

{instruction}

Reference Answer:

{answer}

Task Description:

Read the provided text-rich document, screenshot, or scanned image carefully to ensure a
comprehensive understanding of its contents.

The reference answer is the correct answer to the question.

Your task is to generate a more detailed, natural, and human-preferred response to the
question.

Enhance the response by including detailed explanations, relevant information, or additional
context from the document, screenshot or scanned image.

Also, ensure that the final result in the response is consistent with the reference answer.
But, do not explicitly mention there is a reference answer in the response.

The response should stand independently as a complete and well-organized new answer to
the question.

Enclose the new answer within <answer> </answer> tags.

Chart/figure understanding

System Prompt:

You are an advanced multimodal Al chatbot with strong chart and figure understanding
capabilities.

User Prompt:

Here is a question-answer pair based on the provided chart or figure.

Question:

{instruction}

Reference Answer:

{answer}

Task Description:

Carefully analyze the provided chart or figure to ensure a comprehensive understanding of
its contents.

The reference answer is the correct answer to the question.

Your task is to generate a more detailed, natural, and human-preferred response to the
question.

Enhance the response by incorporating key details or visual cues from the figure/chart, or by
providing thorough explanations.

Also, ensure that the final result in the response is consistent with the reference answer.
But, do not explicitly mention there is a reference answer in the response.

The response should stand independently as a complete and well-organized new answer to
the question.

Enclose the new answer within <answer> </answer> tags.
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Table understanding

System Prompt:

You are an advanced multimodal Al chatbot with strong table understanding capabilities.
User Prompt:

Here is a question-answer pair for the given image:

Question:

{instruction}

Reference Answer:

{answer}

Task Description:

Analyze all provided image and fully understand the question, paying attention to every
detail and context within the image.

The reference answer is the correct answer to the question.

Your task is to generate a more comprehensive, natural and human-preferred response to the
question.

Enhance the response by adding additional visual context, mentioning relevant information,
or providing detailed explanations.

If the question is multiple-choice, the response should mention the letter/number of the
selected choice.

Also, ensure that the final result in the response is consistent with the reference answer.
But, do not explicitly mention there is a reference answer in the response.

The response should stand independently as a complete and well-organized new answer to
the question.

Enclose the new answer within <answer> </answer> tags.

Reasoning, logic, maths

System Prompt:

You are an advanced multimodal AI chatbot with strong visual reasoning and mathematical
capabilities.

User Prompt:

Here is a visual reasoning or mathematical question-answer pair based on the provided
image.

Question:

{instruction }

Reference Answer:

{answer}

Task Description:

Analyze the provided image and think carefully. The question requires visual or mathemati-
cal reasoning skills.

The reference answer is the correct answer to the question.

Your task is to provide a more comprehensive response to the question.

The response should break the solution into multiple steps, leading to the final result, with a
detailed explanation for each step.

Ensure that the response is logical, clear, human-preferred, and easy to follow.

If the question is multiple-choice, the response should include the letter of the selected
choice.

Also, ensure that the final result in the response is consistent with the reference answer.
But, do not explicitly mention there is a reference answer in the response.

The response should stand independently as a complete and well-organized new answer to
the question.

Enclose the new answer within <answer> </answer> tags.
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Textbook/academic questions

System Prompt:

You are an advanced multimodal Al chatbot with strong visual capabilities and extensive
knowledge.

User Prompt:

Here is a question-answer pair based on the provided textbook or academic image.
Question:

{instruction}

Reference Answer:

{answer}

Task Description:

Examine the textbook or academic image, read the question and background context (if
provided), and think carefully.

The reference answer is the correct answer to the question.

Your task is to generate a more comprehensive, natural, and human-preferred response to
the question.

Enhance the response by providing supporting evidence from the image, offering explana-
tions, or adding relevant details based on your knowledge or the given context (if provided).
If the question is multiple-choice, the response should include the letter of the selected
choice.

Also, ensure that the final result in the response is consistent with the reference answer.
But, do not explicitly mention there is a reference answer in the response.

The response should stand independently as a complete and well-organized new answer to
the question.

Enclose the new answer within <answer> </answer> tags.

\ J

Differences between 2 images

System Prompt:

You are an advanced multimodal Al chatbot with strong visual description capabilities.
User Prompt:

Here is a instruction-answer pair based on provided images.

Instruction:

{instruction}

Reference Answer:

{answer}

Task Description:

Examine the two provided images carefully, paying close attention to their differences.
Your task is to rewrite the reference answer to be more detailed, descriptive, comprehensive,
and human-preferred.

Ensure that the new response accurately reflects the difference between these two images
while following the given instruction.

Do not introduce any information that is not directly visible in these two images.

Alos, do not explicitly mention there is a reference answer in the response.

Ensure the response stands independently as a complete and well-organized new answer.

Enclose the new answer within <answer> </answer> tags.
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125 L. Recaptioned Examples

General Visual Question Answering

Prompt

What is the object behind the truck?

Choose the right answer and clarify with the
format:

‘Answer: answer Rationale: rationale.’
Options: Block wall, motorhome, trailer, ufo.

A-OKVOQA [84]

Caption

Answer: trailer. Rationale: There is a large red object following the car.

Recaption

Answer: trailer. Rationale: In the image, there is a large red object following the car, which
clearly resembles a trailer attached to the car. The reflection in the side mirror provides a
clear view of this trailer, showing its connection to the vehicle and its utility for transporting
additional cargo or equipment.

1026 L )

Prompt
Can you explain what this image depicts?

Localized Narratives [71]

Caption

In the center of the image there is a buildings. There are windows. There is a railing.
Recaption

The image showcases a picturesque scene of historical architecture, featuring buildings with
arched windows and ornate balconies. The central building has a distinctive red facade with
wooden shutters, while the adjacent structures display a mix of white and stone exteriors.
Each balcony is adorned with intricate railings, adding to the charm and elegance of the
scene. The overall atmosphere is reminiscent of a European city, possibly Venice, with its
distinctive architectural style and serene waterway reflections visible through the windows.

1027 | J
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OCR, document understanding, text transcription

Prompt
What is written at the top?

TexVQA [89]

Caption

Hi-tech.

Recaption

At the top of the image, the text "Hi-tech" is written, indicating the brand or type of the
device or software associated with the keyboard pictured. This suggests that the keyboard is
related to a specific brand of computers or software known as Hi-tech.

1028 L

Chart/figure understanding

Prompt
What was the only other service that had a
higher share of exclusive titles than Netflix?

ChartQA [62]

Caption

Apple TV+.

Recaption

The only other service that had a higher share of exclusive titles than Netflix is Apple TV+.
According to the chart, Apple TV+ offers 100% exclusive content, both in movies and TV
shows, which is significantly higher than Netflix’s 72.34% exclusive TV shows and 48.64%
exclusive movies. This indicates that Apple TV+ focuses heavily on original content, making
it a strong competitor in terms of exclusivity in the streaming market.

1029 L
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Table understanding

Donations received Prompt
Cause March | April A county agency recorded the money donated
Medical research| %9 55 to several charitable
Parks 7 $15 .
: causes over time. How much more money was
Animals $2 $5 o d f k .
Honger o @ raised for parks in

: . 9
TAT QA [119] April than in March?

Caption

Find the Parks row. Find the numbers in this row for April and March. April: $ 15.00 March:
$7.00 Now subtract: $15.00 - $7.00 = $8.00 $8 more was raised for parks in April than in
March.

Recaption

To determine how much more money was raised for parks in April than in March, we need to
look at the amounts donated to parks in each month. From the table, we can see that in April,
$15 was donated to parks, and in March, $7 was donated to parks. To find the difference,
we subtract the amount donated in March from the amount donated in April: April donation:
$15 March donation: $7 Difference: $15 - $7 = $8 Therefore, $8 more was raised for parks

in April than in March.
1030\ )
Reasoning, logic, maths
y Prompt
S Question: Find x.
60 Choices: A. 8 B. 113 C. 13.9D. 16
8 X
Inter GPS [56]
Caption
Answer: C
Recaption
To find the length of x in the given right-angled triangle, we can use trigonometric ratios.
Since the triangle has a 60-degree angle, we can apply the properties of a 30-60-90 triangle,
where the sides are in the ratio 1:1/3:2.
1. Identify the sides of the triangle: The side opposite the 60-degree angle is the hypotenuse
(y). The side adjacent to the 60-degree angle is x. The side opposite the right angle is 8 units.
2. Use the appropriate trigonometric ratio: - In a 30-60-90 triangle, the side adjacent to the
60-degree angle (x) is v/3 times the length of the side opposite the 30-degree angle (which
is half the hypotenuse).
3. Calculate the length of x: Since the side opposite the 30-degree angle is 8 units, the
hypotenuse (y) is twice that, which is 16 units. The length of x is v/3 times the length of the
side opposite the 30-degree angle. Therefore, (x = 8 times v/3).
4. Simplify the expression: (x = 8 times v/3 approx 8 times 1.732 = 13.856).Rounding to the
nearest tenth, the length of x is approximately 13.9 units.
Therefore, the correct answer is C. 13.9.
1031 L
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Textbook/academic questions

Vernal Eq/uinox Prompt
U - Question:  What is the earth orbiting?
\ Choices:
w A. sun B. sky C. star D. moon

Summer Winter
Solstice gsls 4 Solstice
\; i‘? 4

Autumnal Equinox

AI2D [41]

Caption

Answer: A

Recaption

Answer: A. The Earth is orbiting the Sun. This can be observed in the image, which shows
the Earth at different positions around the Sun during the year, illustrating the seasons: Vernal
Equinox, Summer Solstice, Autumnal Equinox, and Winter Solstice. These positions are a
result of the Earth’s orbit around the Sun, which takes about 365.25 days to complete one
full orbit. The image clearly depicts the Sun at the center, with the Earth moving around it,
further supporting the idea that the Earth orbits the Sun.

\ J

Differences between 2 images

MIMIC-IT [47]

Prompt

The first image is the image on the left, the second image is the image on the right. Given
the left and right images, does the statement ‘There are at least two people riding on one of
the dog sleds.” hold true?

Caption

No.

Recaption

No, the statement does not hold true. In the image, there is only one person visible riding on
the dog sleds, and there is no indication of a second person being present on the sleds. The
image only shows a musher and their team of dogs, with no other individuals accompanying
them on the sled. Therefore, it can be concluded that there are not at least two people riding
on one of the dog sleds.
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M Filtering Template and Filtered Samples

Filtering Template

Question:

{question}

Ground Truth Answer:

{answer}

Generated Response:

{response}

Instruction:

Given the question, compare the generated response with the ground truth answer.

Your task is to evaluate the correctness of the generated response.

The generated response is correct if the final result or key information in the response
matches or is consistent with the ground truth answer.

The response does not need to be an exact match, but it should include or align with the
ground truth.

Provide your response with a *YES’ if the generated response is correct, or 'NO’ if it is not.
Start your evaluation with a brief explanation, followed by your final decision.

Your output must strictly follow this format:
Explanation: <brief explanation> Final Decision: <YES or NO>

Sample 1

Prompt
What number comes after Shepshed?

ST VQA [1]

Caption (Ground Truth)

4.

Recaption

In the visible part of the sign, the numbers listed are 1, 3, and 9 miles, corresponding to dis-
tances to Whitwick, Mount Saint Bernard Abbey, and The Oaks respectively. If we consider
the context and typical ordering of such signs, and given the reference answer suggesting the
number is 4, it’s likely that Shepshed is mentioned on a part of the sign not shown here, and
it is 4 miles away from the signpost. Therefore, the number that comes after Shepshed in
this context is indeed 4 miles.
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Sample 2

Prompt
How many people can you see?

TallyQA [2]

Caption (Ground Truth)

5.

Recaption

In the image, I can see six people. There are four individuals standing on the right side, one
person in the center, and another person on the left side who appears to be in motion, likely
throwing a frisbee. The person in the center is standing next to a dog, and there are also two
more dogs on the right side of the image, near the seated person.

Sample 3

Prompt
Which has higher Microvolts for GM, NS or
WS?

Slide VQA [93]

Caption (Ground Truth)

WS

Recaption

According to the graph, which measures muscle recruitment during different muscle motions
in microvolts, the GM muscle shows a significantly higher level of recruitment during the
NS (Normal Stance) condition compared to the WS (Walking Stance) condition. Specifically,
the NS condition reaches a peak of approximately 10 microvolts, whereas the WS condition
peaks at around 9 microvolts. This indicates that the GM muscle is more active during normal
stance than during walking stance. Therefore, the NS condition has higher microvolts for the
GM muscle than the WS condition.
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1z N Translation Rephrasing Template and Translation Enhancements

Translation Rephrasing Template

Original Text:
{raw_text}

Translation:
{translation}

Instruction:

Given the original text and its translation, improve the quality of the translation by rephras-
ing it.

Ensure the rephrased translation closely aligns with the original text in meaning, structure,
tone, and style.

Make the rephrased translation sound natural and fluent in the target language (language)
while preserving all essential details, correcting any grammatical errors, and retaining all
stylistic elements (e.g., enumeration, parentheses, punctuation, capitalization, spacing, line
breaks, etc.) from the original.

The output must strictly enclose the rephrased translation within <translation> </transla-
tion> tags.

1040 J

Hindi

Prompt

Has the kitchen been recently renovated?
Translated Prompt
W?ﬂﬁﬂ?aﬂmﬁgq—qﬁ:ﬁaﬂmﬁmw%?

Rephrased Prompt
41 &1 gt § TS o1 AdI-Tenzor e T §2

VQAv2 [27]

Recaption

No, the kitchen has not been recently renovated. The presence of an older model
refrigerator, the worn countertop with visible stains, and the outdated wallpaper
suggest that the kitchen is quite aged and has not undergone recent updates or
renovations.

Translated Recaption
T, e et i T Rear 21 e e & o & e, R
aret SOl 3 |TY UgAT §aN Fdexed, SR R Afeir d gar =i & & wis s 1t &
3R g1l & & a2z ar Adiiteneor g faar man @

Rephrased Recaption
Hﬁ,@émmﬁgmqﬁmwél U0 R §, SR T GoTae 3R Tagt
Ug 3R 39 & Haha femnd €, ag axifan & o ug ues gwa A fordt oft mgeayuf srea= a1 gur
8! fomam mat 81
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Prompt
What kind of furniture is behind the chair?
Translated Prompt
Sandalyenin arkasinda ne tlr bir mobil-
yavar?
Rephrased Prompt

e Sandalyenin arkasinda hangi mobilya-
GQA [36] lar bulunuyor?

Recaption

Behind the chair, there is a wooden bookshelf. This bookshelf appears to be filled
with various books and possibly other items, indicating it might be a central piece
for storage and organization in this room. The shelf is positioned against the wall,
adding to the cozy and functional layout of the space.

Translated Recaption

Sandalyenin arkasinda, ahsap bir kitaplk var. Bu kitaplik ¢esitli kitaplarla ve
muhtemelen diger esyalarla dolu gérintyor, bu odada depolama ve diizenle-
me i¢in merkezi bir parca olabilecedini gbsteriyor. Raf duvara dayanarak yerles-
tirilmistir, mekanin rahat ve islevsel dizenine katkida bulunur.

Rephrased Recaption

Sandalyenin arkasinda, ahsap bir kitaplik bulunuyor. Kitaplik, farkh kitaplar ve
muhtemelen diger esyalarla dolu gérinUyor, bu da odadaki depolama ve du-
zenleme i¢in 6nemli bir parca olabilecegini gdsteriyor. Kitaplik, duvara yaslan-
mis sekilde konumlandirilmis ve odanin rahat ve kullamish dizenine katkida bu-
lunuyor.

Prompt

What stands in an open field looking
upwards?

Translated Prompt
EHINE—RK<unk>-EEmiE 16LE.
K<unk>EAK<unk>F RSN E R ER

Rephrased Prompt
HA’FEEEN‘E‘JEE%EPWEEEQ?

COCOQA [80]

Recaption

In the open field, there is a giraffe standing tall and looking upwards. The giraffe’s
long neck and distinetive coat pattern of dark patches separated by lighter lines are
clearly wvisible.

Translated Recaption

Eg#hﬁ—ﬁﬁ<unk}EEEEﬁﬂE!,iﬁ%&i. K <unk>ER K <unk>FHIIRFHIER

Rephrased Recaption

T‘ﬁH‘EﬁIEEIEEFI ﬁ— IKFESEEL ERXE. KIRENKEFNRSNERESR
AN, BRENBAR R B SR EMRAE R
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10a1 O  Translation Quality Score

Language NLLB after Rephrasing

fra_Latn 0.7786 0.8285
por_Latn 0.7610 0.8374
tur_Latn 0.7688 0.8321
nld_Latn 0.7922 0.8394
pes_Arab 0.7528 0.8247
rus_Cyrl 0.7685 0.8293
ron_Latn 0.8145 0.8787
zho_Hant  0.4436 0.7997
ita_Latn 0.7979 0.8447
deu_Latn 0.7876 0.8275
jpn_Jpan 0.7271 0.8596
ukr_Cyrl 0.7492 0.8428
vie_Latn 0.7580 0.8372
arb_Arab 0.7411 0.8213
zho_Hans 0.6612 0.8216
heb_Hebr 0.7107 0.8160
pol_Latn 0.7304 0.8151
spa_Latn 0.7595 0.8228
ell_Grek 0.7783 0.8363
ind_Latn 0.7841 0.8412
ces_Latn 0.7825 0.8523
kor_Hang  0.7982 0.8537
hin_Deva  0.7001 0.7124

Table 7: reference-free machine translation score (COMET) by language
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1051
1052
1053
1054
1055
1056

P Image Translation and Re-rendering effort

For multilingual multimodal vision-language models, we recognize that the challenge extends be-
yond simply translating the accompanying text; a greater challenge lies in addressing the multilin-
gual nature of images, particularly those text-enriched ones. Most existing datasets in this domain
are predominantly in English, and multilingual considerations have largely been overlooked. In this
work, we not only translate the textual components of our collected image-text pairs, but also devote
some effort to identifying source datasets — synthetic ones — that are suitable for translation and
re-rendering. In other words, we translate the original image source files into multiple target lan-
guages and subsequently re-render the images with the translated text. Our translation workflow is
consistent with the approach described in §2. By pairing these re-rendered multilingual images with
their corresponding translated texts, we create some truly multilingual multimodal datasets, where
both the visual and textual components are in other languages. This greatly supports cross-lingual
multimodal understanding. Specifically, the datasets we processed include Multihiertt [116], FinQA
[15], DVQA [39], FigureQA [40], and RenderedText [108]. Here we are showing some examples
of our re-rendered images:

Most preferred objects of different categories EhdhrdV—o0sbEFFLVWATS I

HhFdy
78
Bhott
B

17.5 1 17.5

15.0 4 15.0
12.54 12.5

10.0 1 10.0 A

TG0 7.5
5.0 : 5.0 4
categories
B action
2.51 m good 251
Hm phone
0.0 - Y 0.0 -
= ] L =
: i g
(a) eng_Latn (b) jpn_Jpan
Figure 15: DVQA [39]
title title

B Light Seafoam

Light Gold
Orange
. Firebrick
B el sl
W s el
(a) eng_Latn (b) arb_Arab

Figure 16: FigureQA[40]
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B - o _

assets $1562.1 $16239

avoir des acifs $1562.1 $16239
liahilities 14389 1500.9
engagements 14389 15009
net income 154 15.2
Revenu net 154 152
tier 1 capital ratio 84% (849%) 84% (84%) ratio de catégorie 1 des fonds propres 8.4% (8.4%) 8.4% (8.4%)
tier 1 leverage ratio 6.0 5.8 Ratio de levier de catégorie 1 6.0 58
(a) eng_Latn (b) fra_Latn

Figure 17: FinQA[15]

amAE st Fix —z=x asx B2
Lo Thand Y Lo s st svess « o o= o0 . o
s S50 . s
EmER 726 23 29 8 165
e EX) 154 185 = -

2006 61 1 = = _

BRSO 08 03 03 = =

BRSHERRLS 104 n7 27 -

s o2 s sie SRRRAFEN 0. @ sosts ssen =5 sss s

(a) eng_Latn (b) zho_Hans
Figure 18: Multihiertt [116]

Q Judge Prompts

VLM-as-a-Judge Prompt

System Prompt:
Please act as an impartial judge and evaluate the quality of the responses (Response (A) and
Response (B)) based on the provided instruction.

User Prompt:

Which of the following responses better addresses the given instruction in {language}?
Evaluation Guidelines:

The response should be primarily in {language}.

The evaluation should prioritize accuracy and correctness.

If both responses are incorrect or contain inaccurate information, treat them as a "Tie’.
After assessing accuracy and correctness, consider other factors like helpfulness, relevance,
depth, creativity, and level of detail.

Do not let the length or order of the responses influence your judgment.

Ensure your evaluation is objective and free from position bias.

Begin your evaluation by comparing the two responses and providing a brief explanation of
your decision.

After your comparison, select one of the following choices as your final decision:

1) Response (A) is significantly better: [[A>B]]

2) Response (A) is slightly better: [[A>B]]

3) Tie, Response (A) and Response (B) are relatively the same: [[A=B]]

4) Response (B) is slightly better: [[B>A]]

5) Response (B) is significantly better: [ [B>>A]]

Instruction: {prompt}

Response (A): {completion_a}

Response (B): {completion_b}

Your response must strictly follow this format:

Explanation: <concise comparison and explanation in English>

Final Decision: <[[B>A]11, [[B>All, [[A>BI1]l, [[A>Bll, [[A=B]]>
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LLM-as-a-Judge Prompt

System Prompt:
You are a helpful assistant whose goal is to select the preferred (least wrong) response for a
given instruction in {language}.

User Prompt:
Which of the following responses is the best one for the given instruction in {language}?
A good response should follow these rules:

1) It should be in {language},

2) It should complete the request in the instruction,

3) It should be factually correct and semantically comprehensible,

4) It should be grammatically correct and fluent.

Instruction: { prompt}

Response (A):{completion_a}

Response (B):{completion_b}

FIRST provide a concise comparison of the two responses. If one Response is better, explain
which you prefer and why. If both responses are identical or equally good or bad, explain
why.

SECOND state exactly one of 'Response (A)’ or 'Response (B)’ or *TIE’ to indicate your
choice of preferred response.

Your response must strictly follow this format:

Comparison: <concise comparison and explanation in English> Preferred: <’Response (A)’
or 'Response (B)’ or "TIE’>
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160 R Breakdown by Language

Aya-Vision-8B
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eng_Latn 258 740 02 444 542 14 388 604 08 860 13.0 1.0 306 690 04 71.6 272 12
fra_Latn 219 779 02 466 532 02 422 572 06 873 11.7 1.0 295 703 02 669 321 1.0
arb_Arab 356 644 00 772 226 02 746 254 00 988 12 00 575 425 00 79.6 202 02
tur_Latn 286 712 02 672 324 04 694 300 06 990 10 00 474 520 0.6 822 172 0.6
jpn_Jpan 290 70.6 04 666 332 02 618 378 04 974 26 00 352 638 1.0 806 190 04
zho_Hans 272 72,6 02 556 438 0.6 458 540 02 916 78 06 336 658 0.6 744 254 02
hin_Deva 322 675 02 706 290 05 874 122 05 988 12 00 507 488 05 806 189 0.5
vie_Latn 356 644 00 622 376 02 634 360 06 966 32 02 447 553 00 773 227 00
kor_Hang 252 748 00 688 31.0 02 656 330 14 972 28 00 380 612 08 776 218 0.6
deu_Latn 259 740 02 563 435 02 535 455 10 970 26 04 363 633 04 773 220 0.6
ind_Latn 327 67.1 02 649 351 00 572 426 02 972 28 00 414 586 00 775 221 04
ita_Latn 286 714 00 59.8 398 04 520 472 08 938 62 0.0 346 652 02 784 214 02
pol_Latn 309 687 04 631 365 04 597 399 04 966 32 02 475 519 06 832 162 0.6
por_Latn 29.8 702 00 544 452 04 540 454 06 940 56 04 376 622 02 758 230 12
rus_Cyrl  31.0 688 02 574 426 00 525 473 02 942 56 02 404 592 04 742 248 1.0
spa_Latn 287 713 00 553 443 04 546 446 08 940 58 02 319 677 04 781 215 04
ukr_Cyrl 315 685 00 679 315 06 628 370 02 990 10 00 564 432 04 857 143 0.0
ces_Latn 328 67.0 02 666 330 04 628 368 04 980 20 00 556 440 04 866 130 04
nld_Latn 29.8 70.0 02 581 412 0.6 51.7 483 00 960 40 00 378 622 0.0 833 163 04
ell_Grek 374 624 02 736 258 0.6 858 140 02 994 04 02 578 418 04 950 46 04
heb_Hebr 347 653 00 866 134 00 862 138 0.0 990 10 00 651 347 02 822 172 0.6
pes_Arab 351 649 00 713 287 00 715 281 04 988 0.8 04 544 456 00 936 62 02
ron_Latn 320 680 00 632 366 02 632 364 04 970 26 04 470 528 02 784 210 0.6

Table 8: Win/Loss/Tie rates by Language for Aya-Vision-8B on m-ArenaHard

1061
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Aya-Vision-8B
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eng_Latn  27.6 567 157 508 30.6 187 31.3 485 20.1 483 330 186 33.6 567 97 560 269 172
fra_Latn 612 313 7.5 694 194 112 492 403 104 678 237 85 381 515 104 709 179 112
arb_Arab 709 194 97 798 9.0 112 619 306 75 839 76 85 582 366 52 664 209 127
tur_Latn 534 384 83 759 181 6.0 564 384 53 855 43 103 526 421 53 699 165 135
jpn_Jpan  47.0 440 9.0 672 21.6 112 455 492 52 729 136 13.6 425 470 104 657 187 157
zho_Hans 522 351 127 664 194 142 358 552 9.0 797 102 102 403 448 149 597 231 172
hin_Deva 582 351 67 798 142 60 694 21.6 90 856 68 76 455 500 45 687 216 97
vie_Latn  56.0 366 7.5 657 239 104 582 351 67 797 136 68 485 463 52 724 209 67
kor_Hang 56.0 328 112 739 187 75 545 321 134 797 85 119 425 470 104 76.1 142 97
deu_Latn 481 421 98 662 241 98 429 474 98 778 120 103 338 586 75 692 21.1 98
spa_Latn 537 373 9.0 702 194 104 373 500 127 652 203 144 373 500 127 649 239 112
ind_Latn 582 313 104 746 187 67 597 351 52 788 161 51 597 351 52 657 254 90
ita_Latn 612 299 90 716 187 97 470 395 134 729 152 119 470 395 134 664 231 104
pol_Latn 582 366 52 746 20.1 52 478 448 75 873 42 85 478 448 75 724 164 112
por_Latn 552 33.6 112 709 224 6.7 492 381 127 66.1 212 127 492 381 127 731 157 112
rus_Cyrl 500 433 6.7 634 254 112 418 500 82 703 169 127 418 500 82 679 187 134
ukr_Cyrl 575 321 104 739 179 82 552 358 90 839 85 76 552 358 90 746 164 9.0
ces_Latn 515 410 75 784 172 45 515 410 75 8.1 68 51 515 410 75 761 127 112
nld_Latn 530 358 112 679 209 112 552 321 127 797 127 76 552 321 127 694 187 119
ell_Grek 649 306 45 836 119 45 672 254 75 949 25 25 672 254 75 836 82 82
heb_Hebr 672 284 45 873 82 45 739 187 75 907 1.7 76 739 187 75 754 179 6.7
pes_Arab 679 239 82 754 172 75 619 269 112 848 59 93 619 269 112 828 97 1715
ron_Latn  59.0 321 90 731 216 52 582 313 104 830 85 85 582 313 104 687 209 104

Table 9: Win/Loss/Tie rates by Language for Aya-Vision-8B on AyaVisionBench

Aya-Vision-8B
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eng_Latn 422 534 44 598 374 28 374 584 42 590 350 6.0 462 490 48 590 350 6.0
fra_Latn 612 366 3.6 744 220 36 492 494 34 698 262 40 498 452 50 709 179 112
arb_Arab 709 194 9.7 848 130 22 619 306 75 720 226 54 678 292 3.0 720 226 54
tur_Latn  63.6 324 4.0 830 144 26 564 384 53 855 43 103 526 421 53 699 165 135
jpn_Jpan 632 332 36 81.7 135 48 471 483 46 732 209 58 537 413 50 732 209 58
zho_Hans 65.6 298 46 772 180 48 466 49.6 38 797 284 52 514 446 40 664 284 52
hin_Deva 69.7 268 34 832 150 18 783 185 32 856 68 7.6 455 500 45 687 21.6 9.7
vie_Latn  70.5 26.1 34 780 194 26 593 377 30 797 136 6.8 485 463 52 782 172 46
kor_Hang 66.0 29.6 44 862 104 34 545 321 134 797 85 119 425 470 104 761 142 9.7
deu_Latn 57.8 39.6 2.6 750 20.6 44 429 474 98 778 120 103 338 587 75 692 21.1 98
spa_Latn  53.7 373 9.0 71.1 251 3.8 373 500 127 653 203 144 373 500 127 649 239 112
ind_Latn 582 313 105 782 176 42 590 358 52 894 72 34 566 352 82 658 272 170
ita_Latn 620 332 48 738 222 40 494 458 48 848 108 44 534 414 52 714 232 54
pol_Latn 627 325 48 802 162 3.6 565 40.1 34 900 54 46 631 341 28 778 186 3.6
por_Latn 620 31.0 7.0 742 21.6 42 484 454 62 66.1 212 127 506 418 76 668 256 7.6
rus_Cyrl 650 328 22 819 143 38 561 413 26 859 87 54 563 402 34 708 239 52
ukr_Cyrl 625 343 32 824 132 44 583 371 46 926 46 28 699 259 42 802 162 3.6
ces_Latn 634 300 6.6 792 150 58 600 364 36 8.0 68 54 638 308 54 804 146 50
nld_Latn 630 336 34 778 176 46 528 430 42 910 60 30 570 378 52 768 188 44
el_Grek 752 220 28 844 126 30 738 232 30 952 32 1.6 750 208 42 900 74 26
heb_Hebr 70.0 260 40 852 112 36 778 188 34 920 46 34 704 250 46 732 226 42
pes_Arab 76.8 198 34 882 94 24 723 247 30 934 36 30 768 190 42 864 100 3.6
ron_Latn  63.1 319 50 784 158 58 603 351 46 892 64 44 637 309 54 683 277 40

Table 10: Win/Loss/Tie rates by Language for Aya-Vision-8B on m-WildVision
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Aya-Vision-32B
Language Llama-3.2-90B-Vision Molmo-72B Qwen-2.5-VL-72B
Win Loss Tie Win Loss Tie Win Loss Tie

eng_Latn 262 73.6 0.2 66.0 328 12 358 63.6 0.6
fra_Latn 39.6 604 0.0 722 276 02 468 528 04
hin_Deva 474 52.0 0.6 8.0 140 0.0 692 308 0.0
arb_Arab 542 452 0.6 814 186 0.0 59.6 404 0.0
tur_Latn 452 544 04 78.6 208 06 514 482 04
jpn_Jpan 472 524 0.4 8.2 158 00 548 446 0.6
zho_Hans 42.8 57.0 0.2 752 246 02 436 556 0.8
vie_Latn 41.8 58.0 0.2 77.0 226 04 550 448 02
kor_Hang 51.6 484 0.0 78.6 212 02 564 43.6 0.0
deu_Latn 404 59.6 0.0 78.6 210 04 474 518 0.8
ind_Latn 39.8 59.8 0.4 764 232 04 492 504 04
ita_Latn 41.0 590 0.0 752 242 06 382 612 0.6
pol_Latn 422 576 0.2 754 240 0.6 434 564 02
por_Latn 352 64.6 0.2 70.6 290 04 446 554 0.0
rus_Cyrl 40.0 60.0 0.0 66.8 330 02 476 520 04
spa_Latn 38.8 60.8 04 69.2 306 02 454 540 0.6
ukr_Cyrl 44.6 552 0.2 80.0 200 00 480 518 02
ces_Latn 45.6 542 0.2 756 244 00 530 470 0.0
nld_Latn 420 572 0.8 76.8 232 00 468 526 0.6
ell_Grek 46.2 536 0.2 842 154 04 624 372 04
heb_Hebr 51.2 48.6 0.2 858 140 02 634 366 0.0
pes_Arab  51.0 48.8 0.2 844 150 0.6 576 424 0.0
ron_Latn 404 59.2 04 78.8 210 02 516 482 0.2

Table 11: Win/Loss/Tie rates by Language for Aya-Vision-32B on m-ArenaHard
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Aya-Vision-32B
Language Llama-3.2-90B-Vision Molmo-72B Qwen-2.5-VL-72B
Win  Loss Tie Win Loss Tie Win Loss Tie

eng_Latn 4925 38.81 1194 3582 5448 970 62.69 24.63 12.69
fra_Latn 64.93 24.63 1045 5373 3955 6.72 4925 4254 8.21
hin_Deva  74.63 23.13 224 7239 2537 224 3582 61.19 299
arb_Arab 7090 1940 9.70 73.13 2090 597 44.03 4776 8.21
tur_Latn 63.91 30.08 6.02 64.66 30.08 526 5263 4436 3.01
jpn_Jpan 6194 2836 9.70 6194 3582 224 4851 4552 597
zho_Hans 65.67 2836 597 6642 2687 6.72 44.03 46.27 9.70
vie_Latn 64.93 24.63 1045 50.75 4254 6.72 5299 41.04 597
kor_Hang 6493 2836 6.72 5896 3358 7.46 4478 4478 10.45
deu_Latn 6992 21.80 827 60.15 33.83 6.02 48.87 48.12 3.0l
ind_Latn  68.66 2687 448 56.72 3731 597 4776 4478 7.46
ita_Latn 62.69 2985 746 5597 3507 896 5299 3955 7.46
pol_Latn  74.63 2090 4.48 65.67 2836 597 4851 4552 597
por_Latn 5299 41.79 522 5149 4254 597 5448 3657 896
rus_Cyrl 60.45 29.10 1045 50.75 4030 896 50.75 41.04 8.21
spa_Latn  61.19 29.85 896 5299 3731 970 50.75 4328 597
ukr_Cyrl 75.37 2090 373 6194 3284 522 50.75 4328 597
ces_Latn 73.88 20.15 597 6791 2761 448 50.75 46.27 2.99
nld_Latn 6493 2463 1045 5224 4254 522 50.00 4552 448
ell_Grek 6642 26.12 746 7836 1791 3.73 3881 5149 9.70
heb_Hebr 68.66 24.63 6.72 68.66 2687 448 4254 5149 5097
pes_Arab 7090 2388 522 7836 18.66 299 46.27 50.00 3.73
ron_Latn  64.18 3134 448 68.66 2687 448 47.01 4552 746

Table 12: Win/Loss/Tie rates by Language for Aya-Vision-32B on AyaVisionBench
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Aya-Vision-32B

Language Qwen-2.5-VL-72B Llama-3.2-90B-Vision Molmo-72B
Win Loss Tie Win Loss Tie Win Loss Tie
eng_Latn 374 564 62 676 292 3.2 562 392 46
fra_Latn 46.2 50.0 38 699 264 3.6 59.0 372 38
hin_Deva 674 306 20 784 176 4.0 75.6 20.0 44
arb_Arab 574 392 34 79.0 17.8 3.2 79.2 16.8 4.0
tur_Latn 56.0 39.6 44 77.8 19.0 3.2 76.5 20.5 3.0
jpn_Jpan 49.0 464 46 722 254 2.4 762 202 3.6
zho_Hans 390 564 46 770 19.0 4.0 78.0 19.6 24
vie_Latn 574 38.6 40 76.6 214 2.0 642 31.6 42
kor_Hang 554 408 38 754 21.0 3.6 704 252 44
deu_Latn 492 464 44 670 28.6 4.4 68.0 28.0 4.0
ind_Latn 51.0 458 32 720 26.0 2.0 652 30.0 48
ita_Latn 462 49.0 48 698 262 4.0 59.0 338 7.2
pol_Latn 50.8 46.8 24 73.6 234 3.0 67.2 29.0 3.8
por_Latn 492 458 5.0 682 26.8 5.0 61.2 336 52
rus_Cyrl 502 472 26 732 236 3.2 60.3 363 34
spa_Latn 48.6 46.6 48 652 30.6 42 57.0 37.8 52
ukr_Cyrl 584 38.8 28 744 214 4.2 70.6 254 40
ces_Latn 544 422 34 69.6 272 3.2 67.6 288 3.6
nld_Latn 476 488 3.6 694 258 4.8 61.4 338 48
ell_Grek 66.6 302 32 750 220 3.0 842 11.8 4.0
heb_Hebr 66.0 306 34 742 228 3.0 74.0 224 3.6
pes_Arab 644 30.8 4.8 80.6 16.6 2.8 77.6 184 4.0
ron_Latn 58.0 392 28 736 244 2.0 74.6 21.8 3.6
Cavg 533 429 38 730 236 34 688 270 42

Table 13: Win/Loss/Tie rates by Language for Aya-Vision-32B on m-WildVision.

eng_Latn fra_Latn heb_Hebr hin_Deva ron_Latn tha_Thai zho_Hans avg
Pangea-7B 55.30 43.60 59.30 53.50 45.80 67.20 50.20 53.56
Molmo-7B-D 68.09 54.17 34.29 31.92 30.28 53.73 46.21 45.53
Llama-3.2-11B-Vision 56.03 45.08 31.07 45.00 38.38 42.16 20.22 39.71
Pixtral-12B 57.20 43.56 40.00 55.38 41.20 55.97 29.24 46.08
Qwen-2.5-VL-7B 57.98 52.65 54.29 54.62 44.72 67.16 51.62 54.72
Aya-Vision-8B 57.59 54.92 58.57 66.92 54.93 33.21 56.32 54.64
Molmo-72B 59.92 54.92 58.21 62.69 50.70 65.30 47.29 57.01
Llama-3.2-90B-Vision 75.00 67.05 59.64 70.38 59.51 68.66 53.43 64.81
Qwen-2.5-VL-72B 55.25 49.62 62.86 66.15 46.13 74.25 58.48 58.96
Aya-Vision-32B 55.64 60.61 66.43 71.54 57.75 43.07 61.73 59.54
Table 14: MaxM
fra_Latn jpn_Jpan ind_Latn por_Latn hin_Deva arb_Arab eng Latn avg
Pangea-7B 45.30 40.50 46.50 46.10 41.60 42.30 45.70 44.00
Molmo-7B-D 38.90 37.10 38.90 38.10 34.90 36.70 40.50 37.87
Llama-3.2-11B-Vision 43.30 40.90 42.10 44.10 39.90 41.60 47.20 42.73
Pixtral-12B 47.00 43.90 40.10 47.80 32.60 36.20 48.30 42.27
Qwen-2.5-VL-7B 49.70 46.10 47.80 49.80 41.20 41.70 51.10 46.77
Aya-Vision-8B 40.20 41.40 39.50 38.50 38.10 40.10 41.80 39.94
Molmo-72B 52.80 49.00 52.80 55.40 48.00 51.20 51.50 51.53
Llama-3.2-90B-Vision 56.60 52.90 55.20 54.30 46.60 45.00 56.20 52.40
Qwen-2.5-VL-72B 62.40 60.60 64.00 62.00 60.80 59.70 62.70 61.74
Aya-Vision-32B 44.90 42.90 46.60 45.30 45.00 44.10 47.00 45.11

Table 15: xMMMU
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arb_Arab deu_Latn fra_Latn ita_Latn jpn_Jpan kor_Hang rus_Cyrl vie_Latn tha_Thai avg

Pangea-7B 8.53 29.96 32.39 23.87 9.30 13.44 7.67 21.38 15.15 17.97
Molmo-7B-D 5.83 26.24 35.67 29.86 7.61 9.86 5.03 15.05 15.15 16.70
Llama-3.2-11B-Vision 797 24.24 27.99 22.85 10.75 13.08 7.01 17.31 16.88 16.45
Pixtral-12B 7.68 32.54 37.92 32.69 8.33 13.08 7.14 19.12 14.29 19.20
Qwen-2.5-VL-7B 19.26 35.31 42.66 36.76 21.98 32.80 10.45 37.33 22.51 28.78
Aya-Vision-8B 13.69 28.72 35.89 28.39 10.51 13.08 6.35 17.99 7.79 18.05
Molmo-72B 6.54 30.34 35.44 30.54 9.42 10.04 8.73 18.21 17.32 18.51
Llama-3.2-90B-Vision 19.91 36.35 40.29 35.29 17.27 30.11 10.98 29.30 25.97 27.28
Qwen-2.5-VL-72B 23.19 35.78 4391 39.14 21.98 35.66 12.83 42.87 27.27 31.40
Aya-Vision-32B 116.33 34.83 40.52 32.20 15.03 14.57 10.28 2391 11.45 22.12

Table 16: MTVQA

hin_Deva ind_Latn kor_Hang spa_Latn eng Latn zho_Hans jpn_Jpan avg

Pangea-7B 29.00 36.50 28.50 34.00 26.50 36.00 35.00 32.21
Molmo-7B-D 4.00 24.50 8.50 42.50 65.50 2.00 16.50 23.36
Llama-3.2-11B-Vision 13.00 35.50 13.78 43.00 55.50 23.00 16.33 28.59
Pixtral-12B 50.50 66.50 60.00 72.50 74.00 64.00 64.00 64.50
Qwen-2.5-VL-7B 20.50 58.50 53.00 66.50 78.00 71.50 59.00 58.14
Aya-Vision-8B 56.50 60.50 56.00 60.00 60.50 55.50 61.50 58.64
Molmo-72B 19.5 535 27.0 64.5 65.5 42.5 455 45.43
Llama-3.2-90B-Vision 38.50 54.50 42.35 60.50 63.00 53.00 46.00 51.12
Qwen-2.5-VL-72B 44.50 77.00 71.94 80.50 82.00 71.00 71.00 71.13
Aya-Vision-32B 68.50 72.00 62.50 77.00 72.50 66.50 71.50 70.07

Table 17: xChatBench

tha_Thai tel_Telu ben_Beng eng Latn spa_Latn jpn_Jpan zho_Hans swh_Latn deu_Latn rus_Cyrl fra_Latn avg

Pangea-7B 49.60 5.60 0.00 82.00 74.8 22.00 68.00 54.0 68.4 68.0 63.2 50.51
Molmo-7B-D 24.50 2.41 6.02 73.90 39.36 41.77 58.06 0.00 52.61 47.79 36.14 3478
Llama-3.2-11B-Vision 64.26 6.88 18.88 84.74 71.89 55.24 73.90 56.63 76.31 77.11 70.68  59.68
Pixtral-12B 63.86 36.55 57.83 89.16 82.73 64.66 73.90 23.69 79.92 78.71 7430 65.94
Qwen-2.5-VL-7B 58.44 4.42 37.75 85.14 43.37 61.85 72.29 4.09 74.30 63.27 26.10 4827
Aya-Vision-8B 12.45 0.00 6.83 84.34 7791 67.87 74.70 4.90 75.90 80.72 7349  50.83
Molmo-72B 79.52 11.65 55.82 96.39 89.56 69.08 86.35 57.03 88.76 90.76 81.12 7327
Llama-3.2-90B-Vision 84.34 7.63 26.51 96.39 26.91 81.53 77.91 82.73 89.96 87.95 6.02 60.72
Qwen-2.5-VL-72B 87.95 13.25 64.26 95.18 93.17 86.35 91.16 65.06 89.52 91.57 80.32 7798
Aya-Vision-32B 39.36 0.00 14.46 87.95 82.33 75.50 80.32 23.69 81.53 76.31 7229  57.61

Table 18: MGSM
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NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In Section 6, we comprehensively evaluate our model on multimodal and
text-only (preference and academic benchmarks) and show that it indeed establishes a new
state-of-the-art in open-weights multilingual multimodality. In Section 7 through ablations,
we show the impact of our innovations.

Guidelines:
¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.
e The abstract and/or introduction should clearly state the claims made, including the

contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We describe the limitations of our approach in Appendix A.

Guidelines:

e The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

e The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

e The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: [NA]
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe in detail our data sourcing, processing and sampling techniques
in Section 2, Appendix D and Appendix M. We also describe the model architecture and
hyperparameters in Table 5 and Appendix F.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Aya Vision uses publicly available data with a detailed data processing
pipeline (Section 2, Appendix D and Appendix M). Our model will also be integrated
into the Huggingface Transformers repository for easy usage.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In Section 2 we give the training dataset details. In section E.1.1 we de-
scribe our evaluation protocol. In sections F we provide the training details including the
hyperparameters in Table 5.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer:

Justification: Given the prohibitive cost of training these models (8B and 32B parameters),
we do not perform multiple training runs for statistical significance.

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

¢ The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Table 6 in Appendix I shows the training compute requirements in H100
GPU-hours for the final training runs and ablations.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We declare that we conform with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: In introduction we discuss the impact of a multilingual multimodal model on
non-English speakers around the world.
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11.

12.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

e The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: In section J in the appendix, we discuss how we mitigate the generation of
high-risk content.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original creators of assets in various places in the paper upon their
introduction.

Guidelines:

e The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.
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13.

14.

15.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]

Justification: We will release our models and evaluations with a model card and a evaluation
card explaining how to use these assets.

Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: [NA]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research

with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: This work uses large language models in multiple stages of development. We
use large language models in multiple steps in the data pipeline like synthetic recaptioning,
translation and rephrasing. Additionally, we use it to generate our evaluation benchmarks
and, importantly to evaluate the generations of the model using LLM or VLLM-as-a-judge
methodologies.

Guidelines:

e The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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