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Abstract— This paper proposes a novel frame rate up-
conversion method through high-order model and dynamic filter-
ing (HOMDF) for video pixels. Unlike the constant brightness and
linear motion assumptions in traditional methods, the intensity
and position of the video pixels are both modeled with high-
order polynomials in terms of time. Then, the key problem
of our method is to estimate the polynomial coefficients that
represent the pixel’s intensity variation, velocity, and acceleration.
We propose to solve it with two energy objectives: one minimizes
the auto-regressive prediction error of intensity variation by its
past samples, and the other minimizes video frame’s reconstruc-
tion error along the motion trajectory. To efficiently address
the optimization problem for these coefficients, we propose the
dynamic filtering solution inspired by video’s temporal coherence.
The optimal estimation of these coefficients is reformulated into a
dynamic fusion of the prior estimate from pixel’s temporal prede-
cessor and the maximum likelihood estimate from current new
observation. Finally, frame rate up-conversion is implemented
using motion-compensated interpolation by pixel-wise intensity
variation and motion trajectory. Benefited from the advanced
model and dynamic filtering, the interpolated frame has much
better visual quality. Extensive experiments on the natural and
synthesized videos demonstrate the superiority of HOMDF over
the state-of-the-art methods in both subjective and objective
comparisons.

Index Terms— Frame rate up conversion, high order model,
dynamic filtering, energy minimization, maximum a posteriori.

I. INTRODUCTION

H IGH-Frame-Rate (HFR) videos have been pervasively
demanded by numerous applications in the past decades.

Traditionally, because of the high bandwidth requirement and
limited communication resources, video streams are com-
pressed by encoders [1] and provided at a relatively low frame
rate (24/30Hz). However, low-frame-rate (LFR) videos may
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lead to some visual artifacts including motion blurriness, frame
flickering, etc, especially for moving scenes. To provide high-
quality videos to TV users, the high-end TV chips may be
integrated with frame interpolation modules. Frame interpo-
lation or frame rate up conversion (FRUC) is a technique to
temporally super-resolve LFR video into HFR one, such that
the motion smoothness is strengthened. Recently, the demand
for HFR videos has also arisen in other applications [2], [3].
Typical scenarios are online videos, live sports, video gam-
ing [2], etc. These new applications are much more sensitive to
motion smoothness between frames since users are encouraged
to have more frequent interactions with the subjects in videos.
Customers may even be immersed in videos when equipped
with head-mounted displays, such as AR and 3D movies
where artifact-free HFR videos are highly desired. The rising
demands in these emerging applications have stimulated the
study for better FRUC methods [4]–[24].

In FRUC, except for the frame repetition or frame averaging
scheme, mainstream algorithms adopt the idea of Motion
Compensated Frame Interpolation (MCFI). It usually contains
the Motion Estimation (ME), Motion Refinement (MR) and
Motion Compensation (MC) procedures. The ME and MR are
responsible for estimating the true Motion Vector (MV) of
pixels between original reference frames of LFR videos, and
MC utilizes these MVs to interpolate the pixel intensities of
intermediate frame and produce HFR videos.

Plenty of algorithms have been developed in literature for
each of the three procedures. For ME, except for some Feature
based [4]–[8] and Phase Plane Correlated algorithms [9]–[11],
commonly used methods can be categorized into Block
Matching based Algorithms (BMA) [12]–[18] and Optical
Flow based Algorithms (OFA) [19]–[24]. The BMA methods
usually divide reference frames into small pixel blocks and
exploit certain search strategies [10], [13], [15]–[17] with a
selection criteria [13], [18] to obtain their MVs. Representative
search strategies are spatial/temporal search [13], hierarchical
search [14], etc. While sum of absolute block difference is
widely adopted as the selection criteria. In contrast, the OFA
methods aim to generate dense pixel-wise MV Field (MVF),
and mainstream methods are based on a variational frame-
work [19]. The variational model usually imposes an energy
constraint on the pixel difference between reference frames.
For MR [25]–[29], it is often assumed that the MVF is
spatially piece-wise smooth such that neighboring MVs are
correlated. Then, the smoothness prior is exploited to refine
the initial MVF by ME. As for the MC procedure, the most
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Fig. 1. Flowchart of the proposed HOMDF method for FRUC.

widely adopted approach is to take the blocks or pixels of the
reference frame directly to compensate for the intermediate
frame by their MVs. In consideration of the occlusions,
blurriness or blockiness, some other methods improve the
compensation by overlapped block MC [30], [31] or patch-
based MC [24].

In the above methods, most algorithms are derived based
on two fundamental assumptions. One is that pixel motion
in-between two consecutive reference frames is linear. The
motion pattern of a pixel which may vary greatly in prac-
tical scenarios is simply specified by a motion vector. Con-
sequently, the linear motion assumption leads to that the
displacement between an intermediate frame and a reference
frame is proportional to their time interval, which is not
always true. Another assumption lies in that the intensities
of pixels connected by their motion vector are constant.
It is reflected in both ME and MC. In ME, the criteria for
optimal MV is usually dominated by absolute block difference
in BMA or absolute pixel difference in OFA. Some works
also exploit the intensity gradients [18] or color channel
constancy [18], [32] to improve the capability for estimating
correct MV in ME. However, in the stage of MC, they
still project the intensity value of reference frame directly
to the corresponding position in the intermediate frame with-
out considering the gradients or color channel information.
To overcome the limitations of constant intensity and linear
motion assumption, we propose to use better models for pixels.
With the proposed model, more accurate frame interpolation
results will be obtained, especially for complicated motion and
brightness cases.

In this paper, we firstly propose the high order model
for pixel’s intensity and position to enhance its capability
to provide accurate descriptions for videos. The intensity
is approximated by 1st-order polynomial composed of the
constant part and a new inter-frame variation part. And
the position is approximated by 2nd-order motion trajectory
which comprises an explicit acceleration term besides linear
motion. After that, we propose two energy functions for these

polynomial coefficients, which are used for estimating inten-
sity variation and motion trajectory, respectively. One function
minimizes the auto-regressive prediction error of intensity
variation by its past samples. And the other minimizes
frame’s reconstruction error along the accelerated motion
trajectory. By optimizing the energy functions, the opti-
mal estimation for these coefficients are generated and can
be used to produce more visually pleasant interpolated
frames.

However, this multi-variate optimization problem is compli-
cated due to the pixel-wise dense field requirement, local min-
imum problem, sensitivity to variable initialization and so on.
Inspired by video’s temporal coherence that the pixel’s states
such as motion, brightness are temporally correlated, we refor-
mulate the problem with maximum a posteriori (MAP) estima-
tion of these coefficients. The MAP estimate can be factorized
into the prior and maximum likelihood (ML) parts. The prior
part exploits the information of pixel’s temporal predecessor
to make a prediction for the current state, while the ML
part maximizes the likelihood of new frame pixel observation
and acquire a fresh measurement through a reduced energy
minimization problem. Then the optimal estimate is accom-
plished by fusing the prediction and measurement adaptively.
Eventually, with the optimal estimation of intensity variation
and motion trajectory, the forward and backward motion
compensated frame interpolation are conducted to generate
the final interpolated frames. The flowchart of the proposed
method based on high order model and dynamic filtering
(HOMDF ) is illustrated in Fig.1.

Compared with the existing FRUC algorithms in the
literature, our method in this paper makes the following
contributions:

1) Both the intensity and position of pixels in a video are
modeled with high-order polynomials, which is superior
to conventional methods with constant motion and bright-
ness assumptions.

2) The high order model is solved with proposed dynamic
filtering, which exploits video’s temporal coherence and
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achieves the optimal estimation in an efficient and robust
way.

3) During the dynamic filtering, the measurement of inten-
sity variation and motion is decoupled into two sub-
problems, which are iteratively optimized using energy
minimization method.

The rest of this paper is organized as follows. Section II
discusses some of the related works. Section III explains the
framework of the proposed method for FRUC. Section IV
gives details of the optimal estimation to the high order model.
Experiments are conducted in Section V. Finally, Section VI
makes a conclusion for this paper.

II. RELATED WORK

Frame rate up conversion has been an active research topic
in video processing. There are a large number of publications
focusing on this topic. In this section, we introduce some of
the most relevant ones from the perspective of the motion’s
high order model, pixel’s intensity model, dynamic filtering
method, and optical flow estimation adopted in FRUC.

A. Motion’s High Order Model

Regarding the modeling of high order motion, the research
by Tsai and Lin [33] proposed to estimate the acceleration
and calibrated existing motion trajectories so as to improve
the precision of motion. In contrast, we take the acceleration
estimation as a key element at the foremost stage of modeling
instead of regarding it a post-processing refinement technique.
Moreover, their calibration highly depends on the accuracy
of initial block based MVF and no guarantee is made for
the quality of acceleration vector. As a contrast, our energy
minimization and dynamic filtering solution provide more
truthful pixel-wise MVF, which is assured by optimization and
estimation theories.

B. Pixel’s Intensity Model

Zhang et al. have proposed two models, the spatial-temporal
auto-regressive model (STAR) [34] and motion-aligned auto-
regressive model (MAAR) [35]. Basically, these two models
assumed that pixel intensity of the interpolated or the original
frames could be approximated by a weighted sum of pixels
within the spatial and/or temporal neighborhoods. Besides,
Zhang et al. [36] also proposed to model the brightness
along the motion trajectory with a polynomial approximation
method. However, they solved the polynomial derivatives
with a trivial weighted average of adjacent pixel differences.
In contrast, we model the intensity variation instead of inten-
sity itself with a locally stationary auto-regressive model and
use the energy minimization method to accomplish a more
robust estimate.

C. Dynamic Filtering

The adopted Kalman filter in dynamic filtering is an
optimal filtering method [37] and has been applied to
image/video processing including object tracking [38], [39],
depth estimation [40], motion estimation [41], video error

concealment [42], etc. Although, a linear quadratic motion
estimation (LQME) algorithm [27] for FRUC has been pro-
posed based on Kalman filter for quadratic estimation of MV,
it simply uses the co-located position’s motion vector of
previous frame to make a prior prediction for current pixel
block, which is not appropriate for non-stationary objects.
In contrast, our method performs filtering along the motion
trajectory and is more reasonable.

D. Optical Flow Estimation

BMA methods are hardware-friendly and widely applied in
integrated circuit chips, but they suffer from many defects such
as incorrect motion vectors, slow convergence in searching for
the best MV, etc. Recently, several OFA methods [21]–[24]
introduced some of the excellent optical flow algorithms [19],
[20] into the application of FRUC and significant improve-
ments have been obtained due to the dense MVF. As most of
them directly use the existing optical flow estimation [19] in
FRUC, Lee et al. [23] refined pixel’s optical flow by choosing
the flows of its neighboring pixels, which can be regarded
as a spatial filter. However, since the spatial smoothness
information has already been exploited as a regularization
term in the energy function of the variational model, their
refinement may have very limited effectiveness. In our method,
we also obtain pixel-wise MVF, but it is composed of two
subfields corresponding to velocity and acceleration. And the
proposed dynamic filter can be viewed as a temporal filter to
improve the accuracy of MVF, which is more reasonable than
Lee’s spatial filter scheme [23].

III. FRAMEWORK OF FRAME RATE UP CONVERSION

A. High Order Model

Formally, let pt := (x, y)� indexes a pixel’s two-
dimensional spatial coordinate in the video frame at time
step t . The pixel’s spatial location pt is restricted in the image
plane � ⊂ R

2. By our high order model for pixels, it is
assumed that pixels have their velocities and accelerations,
which comprise the motion vector fields (MVF) p′

t := (u, v)�
and p′′

t := (w, z)�, respectively. According to the law of
accelerated motion, the new position for the pixel in a small
time interval �t is then expressed as pt + p′

t�t + 1
2 p′′

t �t2.
Therefore, the position pt+�t along trajectory at time t + �t
is represented as

pt+�t = (
pt , p′

t , p′′
t

) × (
1,�t,

�t2

2

)�
. (1)

The time interval �t can be any real number such as 0,
±1 or ±1/2. For instance, pt+1 refers to the pixel’s position in
the next neighboring frame while pt+1/2 refers to the pixel’s
position in the intermediate frame.

Let It (pt ) : R
2 → R represent the pixels’ intensities.

In contrast to traditional methods which assume that the pixel
in consecutive frames keeps the same brightness, we assume
that there exists an intensity variation from frame to frame.
Therefore, the intensity of a pixel in a time interval �t is
modeled as

It+�t
(
pt+�t

) = It (pt ) + I′t (pt )�t . (2)
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The high order model of this paper is reflected by the two
equations (1) and (2). The equation (1) expresses that, from
time t to t + �t , the pixel follows a second-order motion
trajectory and equation (2) means that the pixel intensity along
the trajectory can also vary with time.

Overall, in this high order model for pixel position and
intensity, there are three coefficient terms to be determined.
They are p′

t , p′′
t and I′t , representing pixel’s velocity, accel-

eration and the intensity variation, respectively. By contrast,
conventional FRUC algorithms usually assume that objects are
moving linearly and hold a brightness constancy assumption.
In these algorithms, only the MVF p′

t is to be determined,
lacking the flexibility on dealing with nonlinear motions.
In this paper, however, we take a step further by higher-
order approximation for more accurate modeling of pixels to
increase our algorithm’s capability for handling more compli-
cated videos.

B. Intensity Variation and Motion Trajectory Estimation

To obtain these coefficients of the high order model, energy
objective functions are defined based on two models, namely,
auto-regressive (AR) model for intensity variation and varia-
tional model for motion trajectory.

1) Auto-Regressive Model for Intensity Variation: In nat-
ural videos, it is observed that scene illumination usually
changes smoothly or consistently [36]. For example, the light
source may gradually go dark or bright, leading to a decreas-
ing or increasing intensity value of pixels. Therefore, intensity
variations can be seen as predictable. In this paper, the inten-
sity variation of a pixel is considered as a stationary random
process. The following auto-regressive model describes this
process,

I′t (pt ) =
k∑

l=1

φl(pt )I′t−l

(
pt−l

) + n(pt ), ∀pt ∈ �. (3)

The k-order AR model takes the weighting average of pixel p’s
past samples I′t−l

(
pt−l

)
to approximate current intensity vari-

ation I′t (pt ). And the weights for each order are noted as
φ1(pl) correspondingly. Besides, there is an prediction error
n(p) in AR process. In our model we empirically set the
AR order to be k = 2. By this AR model, the estimation
of intensity variation is turned into the problem of estimating
the AR parameters φ1 to φk .

To determine these parameters, the samples of each target
pixel pt along its motion trajectory are used to train the
model by minimizing the prediction error. However, if we
only use the single set of samples of the target pixel itself
along the trajectory, the AR process will not have a unique
solution since the samples are insufficient. Considering that
the neighboring pixels usually belong to the same object,
their intensity variations share the same regressive process
with the target pixel and thus can help determine the AR
parameters. The pixel block B(pt ) centered at target pixel pt

are simultaneously predicted along the trajectory of pt . Then,
the pixel-wise AR prediction error for all the target pixels in

Fig. 2. Illustration of prediction error of AR model.

image space � makes up of the following energy cost:

E AR,D(φ1, · · · , φk) =
∫

�

∑

qt∈B(pt )

�
(

n2(
qt ; pt

))
dpt . (4)

This energy is regarded as the data term of our AR model.
Fig.2 illustrates how AR prediction error is constructed in
details. Firstly, guided by the motion trajectory of pt , the sam-
ple set of pixels qt of block B(pt ) are extracted with the
direct subtraction of pixel intensity between two frames. Thus,
the samples I′t

(
qt ; pt

)
, I′t−1

(
qt−1; pt

)
and I′t−2

(
qt−2; pt

)
of

frames at t , t − 1 and t − 2 can be obtained. Finally,
the AR prediction error n(qt ; pt ) is calculated as the difference
between Î′t (qt ; pt ) and I′t (qt ; pt ). Namely,

n(qt ; pt ) = I′t (qt ; pt ) − Î′t (qt ; pt )

= I′t (qt ; pt ) −
k∑

l=1

φl(pt )I′t−l

(
qt−l; pt

)
. (5)

All the squared prediction error of block pixels B(pt) over
all pixel position of the entire frame pt ∈ � is summed up,
resulting in the total data energy cost E AR,D of equation (4).
The convex function �(s2) = √

s2 + ε with ε being a small
constant of 0.0001 is used to avoid singularity problem.

Since the data energy of AR model in equation (4) is
minimized pixel-by-pixel, the obtained AR parameters are
spatially independent. Therefore, the data energy minimization
can produce spatial deviation of AR parameters in the current
frame. For example, an abrupt changing of training samples of
neighboring target pixels would lead to tremendously different
AR parameter, which may not be in conformity with the
intuition that neighboring AR processes are spatially similar.
Therefore, the AR parameter planes φl(l = 1, · · · , k) are
viewed as Markov Random Fields. In addition to the data term,
the smoothness term that imposes constraint on the parameter
planes is utilized. Namely,

E AR,S(φ1, · · · , φk ) = ∑k
l=1

∫
� �

(
||∇φl(pt )||22

)
dp. (6)

It can prevent parameter planes from being affected by
inconsistent brightness change or undesired abrupt deviation.
||∇φl ||2 denotes the L2-norm of spatial gradient of φl .

bwb08
高亮
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From the two energy terms in equation (4) and (6) of
AR model, it is expected to obtain the parameter plane φl .
And the pixel-wise intensity variation Î′t (pt ) will be obtained
by equation (3) neglecting the noise term. However, in this
AR model, the motion trajectory is required because the train-
ing samples are obtained along pixels’ trajectories. Therefore,
the total energy of AR model for the high order coefficients
are as follows:

E AR (I′t , p′
t , p′′

t ) = E AR,D + λE AR,S . (7)

The regularization factor λ is to make a balance between the
data and smoothness terms.

2) Variational Model for Motion Trajectory: To estimate
the motion, we employ the idea of variational model which
regards the to-be-estimated MVF as a function over the
two-dimensional grid space and defines an energy objective
for the function. This model has been widely studied in optical
flow estimation [19], [20] where only one MVF is required.
In contrast, by our high order model, since we adopt a second-
order approximated motion trajectory for pixels, two MVFs
of velocity and acceleration are to be determined. Moreover,
as pixel’s intensity varies among neighboring frames, the data
term of variational model for flow field implicitly imposes con-
straints on intensity variation. Therefore, the energy function
of variational model is established on the three coefficients as
follows:

EV A
(
I′t , p′

t , p′′
t

) = EV A,D + αEV A,S, (8)

where the data term EV A,D penalizes the error of observed
and reconstructed frame. In order to solve the two MVFs
of velocity and acceleration, the data term consists of both
forward and backward frame reconstruction errors at time t−1
and t + 1. Namely,

EV A,D =
∫

�
�

(∣
∣∣It+1(pt+1)−

(
It (pt ) + I′t (pt )

)∣∣∣
2)

dpt

+
∫

�
�

(∣
∣
∣It−1(pt−1)−

(
It (pt ) − I′t (pt )

)∣∣
∣
2)

dpt . (9)

Moreover, in equation (8), the smoothness term is defined as

EV A,S =
∫

�
�

(
||∇u||22 + ||∇v||22 + ||∇w||22 + ||∇z||22

)
dpt ,

(10)

which penalizes the spatial gradients of four components
u, v,w, z of p′

t and p′′
t . The parameter α in (8) is used to

balance the data and smoothness terms.
3) Joint Energy Minimization: By combining the two

energy functions in (7) and (8) together, the high order
coefficients can be optimally determined by solving the joint
energy minimization problem,

〈Î′t , p̂′
t , p̂′′

t 〉 = argmin{E AR + EV A}. (11)

Obviously, it is non-trivial to solve this multi-variate opti-
mization problem, especially for that each of the high order
coefficients is a pixel-wise field. Also, it is hard to get a robust
estimation by numerical minimization due to the problems
such as local minimum, sensitivity to variable initialization and
so on. Moreover, since the calculation of intensity variation

Fig. 3. Illustration of the frame interpolation. Two corresponding pixels
pt and pt+1 from forward and backward reference frames are used to
compensate for p

t+ 1
2

of the intermediate frame. Namely, p
t+ 1

2
= pt + 1

2 p̂′
t +

1
8 p̂′′

t or pt+ 1
2

= pt+1 − 1
2 p̂′

t+1 + 1
8 p̂′′

t+1.

and motion are interdependent with each other, the minimiza-
tion of E AR and EV A will be alternatively performed in the
optimization process. It will be found that each time after
the minimization of EV A, training samples required by the
E AR have to be re-extracted, which is quite computationally
inefficient. Hence, to overcome these difficulties and achieve
an optimal estimation, we put up forward a dynamic filtering
approach based on video’s temporal coherence. The details of
the approach are presented in Section IV.

C. Frame Interpolation

After the estimation of motion trajectory and intensity
variation of current time t , according to the equation (1) of
high order model, the intermediate frame at time step t + 1

2
can then be obtained as follows:

I f

t+ 1
2
(pt+ 1

2
) = It (pt ) + 1

2
Î′t (pt ), (12)

where pt+ 1
2

= pt + 1
2 p̂′

t + 1
8 p̂′′

t . This is a forward unilateral
motion compensated interpolation (MCI) by current estima-
tion of the high order model. Generally, due to the relative
movement, some pixels shown in one reference frame may be
covered in another frame, which is known as the occlusion
problem. It will result in hole pixels of the intermediate frame
if we only use a unilateral interpolation. Therefore, it’s better
to use both the forward and backward unilateral MCI, which
will make up most of the missing pixels for each other.
The backward interpolation Ib

t+ 1
2
(pt+ 1

2
) is projected along the

inverted motion of pixels at t +1. Then, as illustrated in Fig.3,
both I f

t+ 1
2

and Ib
t+ 1

2
are fused together to produce the final

frame. It is formulated as follows (the coordinate index pt+ 1
2

of intermediate frame is omitted for simplicity):

It+ 1
2

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(
I f
t+ 1

2
+ Ib

t+ 1
2

)
/2, both I f and Ib exist,

I f

t+ 1
2
, only I f

t+ 1
2

exists,

Ib
t+ 1

2
, only Ib

t+ 1
2

exists,

hole f illing, nei ther I f
t+ 1

2
nor Ib

t+ 1
2

exists.

(13)

Actually, compared with traditional FRUC methods which
only compensate the constant intensity along linear motion
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trajectory, our method is superior in modeling pixels with high
order polynomials for intensity variation (I′t ) and accelerated
motion (p′

t and p′′
t ). Moreover, the high order model is

solved with a dynamic filtering method. It exploits video’s
temporal coherence and achieves the optimal estimation
(Î′t , p̂′

t and p̂′′
t ) both efficiently and robustly. Besides, by using

a sliding window of four frames for estimating the high order
coefficients, the forward and backward interpolated frames
I f
t+ 1

2
and Ib

t+ 1
2

are more consistent with each other. It leads

to a more sharp and clear intermediate frame instead of a
severe blurry one caused by frame averaging. For the hole
pixels that neither I f

t+ 1
2

nor Ib
t+ 1

2
provides an interpolation,

we use trilateral filtering [18] to fill them up for the method’s
efficiency on providing clear textures and sharp edges.

IV. OPTIMAL ESTIMATION FOR HIGH ORDER MODEL

Let’s reconsider the problem in equation (11), which aims
at using four video frames {I}t−2→t+1 to determine the three
coefficients I′t , p′

t , p′′
t of high order model. The straightforward

numerical approximation solution to (11) is obviously inef-
ficient. To address this problem, we firstly reformulate the
problem from the perspective of probability theory. In fact,
the energy minimization can be expressed as maximum a
posteriori (MAP) estimation of the conditional probability as
follows:

〈Î′t , p̂′
t , p̂′′

t 〉 = argmax p
(

I′t , p′
t , p′′

t

∣
∣
∣{I}t−2→t+1

)
. (14)

As is known to all, the moving objects of videos usually
exhibits high temporal coherence that the pixel’s states such as
motion, brightness are temporally correlated. Inspired by this
knowledge, we factorize the MAP estimation into the prior and
maximum likelihood (ML) parts according to Bayes’ Theorem.
Namely,

〈Î′t , p̂′
t , p̂′′

t 〉 = argmax p
(

I′t , p′
t , p′′

t

∣
∣
∣{I}t−2→t

)

· p
(

It+1

∣
∣∣I′t , p′

t , p′′
t , {I}t−2→t

)
. (15)

The prior part p
(

I′t , p′
t , p′′

t

∣
∣
∣{I}t−2→t

)
represents that the prob-

ability of random variables I′t , p′
t and p′′

t should be maximized
according to previous information {I}t−2→t without presence
of frame It+1. While the ML part p

(
It+1

∣
∣
∣I′t , p′

t , p′′
t , {I}t−2→t

)

refers to that with given values of these random variables,
the probability of newly observed frame It+1 should be max-
imized.

In other words, the prior part exploits the information of
pixel’s temporal predecessor to make a prediction for current
state and the ML part maximizes the likelihood of new frame
observation to obtain a fresh measurement. Each of the two
parts is to obtain an estimate, but both are sub-optimal.
To achieve the optimality, a dynamic filtering procedure adap-
tively fuses the two estimations according to corresponding
noise levels. In this paper, the Kalman filter [37] is employed
since its temporal iterative characteristic coincides well with
our temporal filtering demands.

A. Dynamic Filtering

For better readability and ease of presentation, we use a
compact state vector to represent pixel’s multiple properties
including position, velocity, acceleration, intensity and inten-
sity variation as follows:

Xt (pt ) :=(
pt , p′

t , p′′
t , It (pt ), I′t (pt )

)�
.

It is an 8-dimensional vector for every pixel location pt . In the
following subsections, the prior estimate, maximum likelihood
estimate and posterior estimate for this state vector, noted by
X−

t (pt ), X̃t (pt ), X̂t (pt ), respectively, will be determined.
1) Prior Estimation: The prior part of the MAP expresses

that one can obtain a prior estimation of state vector without
given the observation of frame It+1 but only the previous infor-
mation. During the processing of videos over time, the pre-
vious frames as well as intermediate results such as X̂t−1
are already know when proceeding to time step t . Supposing
that the pixel mt−1 of time step t − 1 will move to pt , i.e.,
pt = mt−1 +m̂′

t−1 + 1
2 m̂′′

t−1, we use this temporal predecessor
pixel mt−1 to make a prediction for current pixel pt through
the following transition rules: (i) current velocity is the sum of
previous estimated velocity and acceleration, (ii) current pixel
intensity is the sum of previous intensity and its estimated
intensity variation, and (iii) current acceleration and intensity
variation are the same as before. The transition is a noisy
process since these rules are not strictly obeyed in practice
and the noise is modeled as system noise. With the compact
form of state vectors, the above transition process as well as
corresponding noise covariances can be formulated as:

{
X−

t (pt ) = AX̂t−1(mt−1),

P−
t (pt ) = AP̂t−1(mt−1)A� + Qt (pt ).

(16)

The transition matrix A can be easily derived out as

A =

⎡

⎢
⎢
⎢
⎢
⎣

E2 E2
1
2 E2

E2 E2
E2

1 1
1

⎤

⎥
⎥
⎥
⎥
⎦

, (17)

where E2 is a 2 × 2 identity matrix (similarly hereinafter).
The prior estimate X−

t (pt ) and noise covariance P−
t (pt ) are

transited from predecessor’s posterior estimation X̂t−1(mt−1)
and corresponding noise covariance P̂t−1(mt−1). The sys-
tem noise Qt (pt ) := σ 2

Q(pt )E8 is defined as an iden-
tity matrix parameterized by σ 2

Q(pt ) which will be detailed
in section IV-B.

2) Maximum Likelihood Estimation: The purpose of ML
estimation is to maximize the likelihood of new observation
of frame It+1, which can be equally defined as minimizing the
reconstruction error of this observation. With this definition,
the following data term of variational model is established,

Eml
V A,D =

∫

�
�

(∣
∣
∣It+1(pt+1)−

(
It (pt ) + I′t (pt )

)∣∣
∣
2)

dpt . (18)

In this equation, not only the MVFs of veloctiy and accel-
eration, but also the variation intensity are to be updated,
which means that the newly observed frame contributes to
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new measurement of the state vector. To obtain a complete
updating of the state vector, the optimization of AR parameters
is also engaged. However, there are some differences between
the AR data term with its previous definition in equation (4),
because the motions before current time step t are taken as
deterministic signal in ML estimation. Therefore, the training
samples can be obtained along the predecessor of pt , namely,
mt−1’s trajectory, instead of pt ’s trajectory. The new AR
prediction error for ML estimation is thus written as

nml(qt ; pt ) = I′(qt ; pt ) −
k∑

l=1

φl(pt )I
′
t−l

(
qt−l; mt−1

)
. (19)

Then, the new AR data term Eml
AR,D is given by replacing

n(qt ; pt ) of E AR,D with nml(qt ; pt ) in equation (4). The
ML estimation is turned into an energy minimization problem,

X̃t (pt ) = argmin{Eml
AR + Eml

V A}, (20)

where

Eml
AR = Eml

AR,D + λE AR,S ,

Eml
V A = Eml

V A,D + αEV A,S + β EV A,C , (21)

The smoothness terms E AR,S and EV A,S have been described
in equation (6) and (10). Additionally, a new regularization
term EV A,C with a factor of β is incorporated. This new term
imposes a consistency constraint on the MVF of velocity as
follows:

EV A,C =
∫

�
�

(||p′
t − (m̂′

t−1 + m̂′′
t−1)||22

)
dpt . (22)

It minimizes the difference between the measured velocity and
the predicted velocity (m̂′

t−1 + m̂′′
t−1).

Apparently, the new energy in (20) has a similar form with
the energy in equation (11). However, they are different from
each other because ML estimation takes the previous states
of pixels as deterministic but MAP estimation does not. This
significantly simplifies the energy optimization problem from
several aspects. Firstly, the backward reconstruction error used
in EV A,D is abandoned by Eml

V A,D , reducing the computation
complexity of the iterative optimization of energy functions.
Secondly, the new consistency term EV A,C implicitly encour-
ages new motion field of velocity to be drawn near to previous
estimations, which makes the optimization robust to variable
initialization. Thirdly, the training samples in Eml

AR,D is fixed,
leaving the optimization free of re-extracting training samples
in each iteration.

For X̃t (pt ) which can be viewed as a new measurement
with the newly observed frame at t +1, the measurement noise
variance is noted as a parameterized identity matrix Rt (pt ) :=
σ 2

R(pt )E8 analogous to the system noise Qt (pt ).
3) Kalman Filter: As both prior estimate X−

t (pt ) and ML
estimate X̃t (pt ) are noisy, we take use of the Kalman filtering
tool and the following updating functions to obtain an optimal
estimation. We refer the readers concerned about the deducing
of updating equations of Kalman filter to the literature [37].

⎧
⎪⎨

⎪⎩

K(pt ) = P−
t (pt )[P−

t (pt ) + Rt (pt )]−1,

X̂t (pt ) = X−
t (pt ) + K(pt )[X̃t (pt ) − X−

t (pt )],
P̂t (pt ) = [E8 − K(pt)]P−

t (pt ).

(23)

In equation (23), the Kalman gain K(pt ) is firstly calculated
as a matrix division between P−

t (pt ) and P−
t (pt ) + Rt (pt ).

Then, the ML estimate X̃t (pt ) and prior estimate X−
t (pt ) are

fused adaptively to reach a final posterior estimate X̂t (pt ) in an
analytical way that is considerably efficient. Besides, the poste-
rior noise covariance P̂t (pt ) for X̂t (pt ) is also updated. In this
dynamic fusion of prior and ML estimates, the filtered result
is dependent on the noise of them. If any one of them has
a relatively high noise level, the other will be much more
preferred, so that the optimal estimation for Î′t , p̂′

t , p̂′′
t can be

extracted from state vector X̂t (pt ). In a temporally iterative
way, similar to what X̂t−1(mt−1) has been used for making
a prior prediction X−

t (pt ), X̂t (pt ) will also be used for the
successor at t + 1 of pixel pt .

During the procedure of dynamic filtering, the previous
information provided by past frames is exploited by the prior
part, while the future information in the new frame is utilized
by the ML part. The adopted temporal coherence information
makes great contributions to temporally fluent motion and
intensity with a highly efficient utilization of all video frames.
Moreover, our method mitigates the difficulty of estimating
motions in occlusion areas, because the motions of such
areas can be predicted from pixels’ past states, although these
occluded pixels have no correspondences in the next frame.
More details are presented in the experimental section V-B.

B. Implementation Details

From the descriptions above for dynamic filtering, the qual-
ity of filtering is related mainly to two issues, one is the
evaluation metric of noise level and the other is the energy
minimization in ML estimation.

1) Noise Covariance: In dynamic filtering, the system
noise Qt and measurement noise Rt related to prior and ML
estimates are used to determine a Kalman gain, which should
be well-balanced to acquire the final posterior estimation.
The noise metric is optional, but a proper selection of it
is profitable for robust filtering and fast convergence of the
iterative Kalman filter. Empirically, if the reconstruction error
by an estimated state vector is high or the estimated motion
field is not locally smooth, its reliability is very likely to
be low [23]. We suggest that the noise variances Qt and
Rt are related to the bidirectional reconstruction error and
local motion smoothness terms. Instead of using the two terms
over a single pixel, the block reconstruction error (B RE) and
block motion smoothness (B M S) are utilized to improve the
robustness of noise evaluation. Taking σ 2

R(pt ) of Rt as an
example, the calculation of the noise parameter is defined as
follows:

σ 2
R(pt ) = 1 − exp

( − ηB RE(pt ) − κ B M S(pt )
)
, (24)

where

B RE(pt )

=
∑

qt ∈B(pt )

(∣
∣It+1

(
qt+1; pt

)−(
It
(
qt ; pt

) + Ĩ′t
(
qt ; pt

))∣∣

+ ∣∣It−1
(
qt−1; pt

)−(
It
(
qt ; pt

) − Ĩ′t
(
qt ; pt

))∣∣
)
, (25)
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and

B M S(pt ) =
∑

qt ∈B(pt )

∣
∣
∣
∣∇ũ

∣
∣
∣
∣
2+

∣
∣
∣
∣∇ṽ

∣
∣
∣
∣
2+

∣
∣
∣
∣∇w̃

∣
∣
∣
∣
2+

∣
∣
∣
∣∇z̃

∣
∣
∣
∣
2.

(26)

In equation (24), η and κ are used to balance the two terms.
The tilde marks ∼ in Ĩ′t , ũ and so on represent that they are
the components of measurement X̃t (pt ).

2) Energy Minimization Method: For the problem of equa-
tion (20), we propose to alternatively optimize two sub-
problems aimed at minimizing Eml

AR and Eml
V A respectively.

Each sub-problem is solved with gradient descent algorithms.
Therefore, we derive out the gradients of each objective func-
tion with respect to their variables. For the function of Eml

AR ,
with fixed motion trajectory, the derivatives with respect to the
parameters of each order at each pixel position are given as

∂ Eml
AR

∂φl(pt )
=

∑

qt ∈B(pt )

� ′(n2(qt ; pt
))

I′t−l

(
pt−l; mt−1

)

− λ · div

(
� ′(||∇φl(pt )||22

)
∇φl(pt )

)
. (27)

where the operator div(·) is the divergence of a vector field.
These derivatives of the variables in (27) are used by BFGS
gradient descent algorithm [43] in numerical optimization.

For the second sub-problem, with fixed intensity variation
I′t (pt ), the derivatives of Eml

V A with respect to the variables p′
t

and p′′
t are also required. Without loss of generality, we take

the horizontal component u of p′
t as an illustration as follows:

∂ Eml
V A

∂u

= � ′(
∣
∣∣It+1(pt+1)−

(
It (pt ) + I′t (pt )

)∣∣∣
2)

·
∣
∣∣It+1(pt+1)−

(
It (pt ) + I′t (pt )

)∣∣∣ · ∂It+1(pt+1)

∂u

− α · div

(
� ′(||∇u||22+||∇v||22+||∇w||22 + ||∇z||22

)
∇u

)

+ β · � ′(||p′
t − (m̂′

t−1 + m̂′′
t−1)||22

)

×∂||p′
t − (m̂′

t−1 + m̂′′
t−1)||22

∂u
. (28)

In a similar way, we can also get the derivatives
∂Eml

V A
∂v ,

∂Eml
V A

∂w , and
∂Eml

V A
∂z correspondingly. We use the successive

over relaxation algorithm which is also adopted by [19] to
solve the variational optimization problem. By alternating the
minimization of Eml

AR and Eml
V A, the ML estimation p̃′

t , p̃′′
t and

Ĩ′t (pt ) of X̃t (pt ) in equation (20) will be obtained.

V. EXPERIMENTAL RESULTS

We conduct several experiments to demonstrate the effec-
tiveness of the proposed HOMDF method. In these experi-
ments, videos of the CIF (352x288) and 1080p (1920x1080)
formats are used as the test sources. Specifically, the CIF
videos contain Akiyo, Bus, City, Coastguard, Container,
Flower, Football, Foreman, Hall, Ice, Mobile, News, Paris,

Silent, Soccer, Stefan and Waterfall. The 1080p videos are
Bluesky, Kimono, Sunflower, Parkscene. In addition to these
naturally captured videos, we further synthesized two video
sequences named as AccMot and VarIllu. They are constructed
based on the natural video Flower and Akiyo. AccMot is
an sequence with accelerated motion. It is composed of a
stationary background from Flower sequence and an acceler-
ative foreground cropped from Akiyo. The foreground moves
from the bottom-right to the top-left in the video and then
turns back. The motion has an obvious deceleration pattern
with an acceleration of −2 pel/ f rame and initial velocity
of 40 pel/ f rame. VarIllu is the variant illumination sequence
originated from the Flower sequence. However, the frames are
processed with gamma transformation at different gamma val-
ues (see more details in Section V-C). By this transformation,
VarIllu simulates a prominent variant illumination scenario.

The proposed method uses some parameters. In the extrac-
tion of training samples for AR model or the noise parameter
evaluation of (24), the pixel block size of B(·) is set to 5 × 5,
the order of AR model is k = 2, and the regularization
parameter λ is empirically set to be 10.0. In the energy
function (21) of Eml

V A, α is 30 and β is 3. In the dynamic
filtering, the noise covariance evaluation (24) for Qt and Rt is
dependent on η and κ , which are 0.03 and 0.3, respectively.

Several state-of-the-art FRUC algorithms [13], [23], [24],
[27], [28] are used for comparison. 3DRS [13] and Kim
and Sunwoo’s [28] methods belong to the BMA category.
Lee et al. [23] and Kaviani and Shirani’s [24] methods use
optical flow estimation. Guo et al.’s [27] method uses Kalman
filter under a bidirectional BMA framework.

To evaluate the performance of FRUC, the even frames of
test videos are skipped and then interpolated by HOMDF as
well as the referenced methods. Thus, the PSNR (Peak-Signal-
to-Noise Ratio) and SSIM (Structural SIMilarity ) [44] of the
interpolated frame are calculated with respect to the original
frame.

A. Comparison With Existing Algorithms

For the CIF format videos, we make comparisons
with four algorithms, including Lee et al.’s [23],
Kaviani and Shirani’s [24], Guo et al.’s [27], and
Kim and Sunwoo’s [28],methods. While for the 1080p format
videos, due to the unavailable results of Lee et al.’s [23],
Kaviani and Shirani’s [24], and Guo et al.’s [27] methods,
we implement Kaviani and Shirani’s [24] and additionally
incorporate the 3DRS [13] algorithm for more comprehensive
comparison. TABLE I and II compare the average PSNR and
SSIM values over CIF sequences (with total frames indicated
in brackets after sequence name) between the proposed
HOMDF and the other FRUC methods. In the two tables,
the best performance for each sequence is highlighted in bold.
It can be seen that our method outperforms the state-of-the-art
algorithms on most sequences. Although Guo et al.’s [27]
and our method both take use of the Kalman filtering tool,
we achieve a remarkably improved performance up to 2.1dB
gain (for Stefan), because of the dense motion vector field
as well as the unilateral motion compensation used by
HOMDF. Moreover, HOMDF consistently outperforms both
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TABLE I

COMPARISON OF VARIOUS FRUC ALGORITHMS IN TERMS OF AVERAGE PSNR (DB) OVER CIF FORMAT VIDEOS

Fig. 4. Sujective comparison of Mobile’s 12-th frame. (a) Kim and
Sunwoo [28], 24.88dB. (b) Kaviani and Shirani [24], 28.31dB.
(c) Lee et al. [23], 27.87dB. (d) Guo et al. [27], 27.22dB. (e) HOMDF,
28.74dB. (f) Groundtruth.

Lee et al. [23] and Kaviani and Shirani [24] on all testing
sequences, and also achieves up to 2.2dB (for City) and
1.5 dB (for Flower and Paris) PSNR gain respectively. Since
the pixel-wise motion field is used in HOMDF as well as
Lee et al.’s [23] and Kaviani and Shirani’s [24] methods,
these advantages should be attributed to the desirable property
of a higher model for intensity and position in improving
the precision for pixel. For the synthesized videos, our

Fig. 5. Sujective comparison of Stefan’s 48-th frame. (a) Kim and
Sunwoo [28], 27.97dB. (b) Kaviani and Shirani [24], 29.93dB.
(c) Lee et al. [23], 29.81dB. (d) Guo et al. [27], 30.70dB. (e) HOMDF,
30.80dB. (f) Groundtruth.

method obtains superior results with the PSNR of 37.54dB
and 56.50dB for AccMot and VarIllu respectively, while
Lee et al. [23] achieves 35.76dB and 56.14dB. It shows
that our method has much more advantages in dealing with
complicated motion scenarios.

In terms of SSIM, as presented in TABLE II, HOMDF
obtains better performance among the competing methods for
most of the sequences except the Waterfall. In the Waterfall
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TABLE II

COMPARISON OF VARIOUS FRUC ALGORITHMS IN TERMS OF AVERAGE SSIM OVER CIF FORMAT VIDEOS

Fig. 6. Sujective comparison of Kimono’s 24-th frame. (Zoom in for better inspection). (a) 3DRS [13], 31.07dB. (b) Kim and Sunwoo [28], 30.96dB.
(c) Kaviani and Shirani [24], 32.71dB. (d) HOMDF, 34.96dB. (e) Groundtruth.

TABLE III

AVERAGE PSNR (DB) AND SSIM RESULTS OF DIFFERENT FRUC
ALGORITHMS OVER 1080P FORMAT VIDEOS (100 FRAMES)

sequence, the irregular motions cannot be estimated correctly.
However, the adaptive overlapped block MC method [31] used
by Guo et al. [27] obtains smoothed interpolation and thereby
achieves better SSIM result. Overall, since the SSIM index is
known to approximate the structural similarity perceived by
the human visual system, it shows that our method is able to
preserve better structures.

The results of 1080p video sequences are illustrated in
TABLE III. Our method has consistently obtained the best

performances over all of the four sequences. Comparing our
method with Kaviani and Shirani [24] which has the sec-
ond best performance, an average 2.0dB gain over 1080p
sequences is observed. The precise description for motion
in our high order model plays a more important role in
interpolating high resolution videos than interpolating low
resolution ones. The accelerated motion can be captured and
determined better in high resolution, and finally, contribute to
improved performances.

Besides these objective results, the subjective comparisons
are depicted in Figs.4∼6 on various scenes. Fig.4(a)∼(f) illus-
trate the interpolated results of Mobile’s 12-th frame, where
multiple types of motion exist such as translation, rotation,
acceleration as well as global motion. Kim and Sunwoo’s [28]
method produces obvious blocking artifacts around both the
numbers and the rolling ball. Kaviani and Shirani’s [24] result
illustrated in (b) contains cracked numbers due to that their
mismatch mechanism is sensitive to small structures. As for
Lee et al.’s [23] result in (c), the occlusion area around the
rolling ball is interpolated with erroneous MVs because the
used outward MV by their method is not symmetrical with
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Fig. 7. Illustration of the estimated MVs of HOMDF and OF over multiple frames. (a) shows the three selected objects highlighted in black, blue, green
boxes. The estimation details for objects are presented in (b), (c) and (d), respectively. (a) The three boxes containing various motions (global motion and
zooming for black, accelerated motion for blue and rotation for green). (b) Wall in black box. (c) Number “14” in blue box. (d) Ball in green box.

inward MV under non-rigid cases. Guo et al.’s [27] result
in (d) also shows cracked numbers because of the adopted
bidirectional framework. In (e), HOMDF can alleviate these
artifacts above, because the motion vector field is more dense
and the dynamic filtering copes well with non-rigid motion by
its adaptive noise variance evaluation.

Fig.5 presents the subjective comparison of the Stefan
sequence, where a running player is with diverse motions
among different parts (head, hand, foot, and body).
Kaviani and Shirani’s [24] and Kim and Sunwoo’s [28]
methods suffer from blockiness, and the tennis player’s faces

cannot be recognized very well. Lee et al. [23], Guo et al. [27]
and HOMDF produce relatively clear faces. However,
Lee et al. [23] does not preserve the minor structure of the
player’s hand well and Guo et al.’s [27] shows blurriness
on the ball kid behind the player. In contrast, our method
maintains both the textures for face and hands, and the clear
boundaries of different objects are well kept.

Fig.6 shows the subjective comparison on 1080p videos.
By inspecting the details of the walking woman closely,
it can be found that there are blocking artifacts in
Fig.6(a) and (b) caused by incorrect MVs of 3DRS [13] and
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Kim and Sunwoo [28] around the woman. In contrast,
Kaviani and Shirani’s [24] results are more pleasant than
theirs and HOMDF even produces better outcome in terms
of PSNR. This is attributed to that the temporal coherence
information leveraged by HOMDF is helpful to eliminate the
occlusions occurred near motion boundaries. Moreover, for
the homogeneous motion areas such as the background trees,
there is also severe blockiness by block based method, but
they are avoided by HOMDF since the delicate motion details
are captured by our pixel-wise motion estimation.

Overall, either in objective or subjective comparison, over
CIF or 1080p videos, our algorithm can produce favorable
intermediate frames comparing to the state-of-the-art methods.
Since our method can be analyzed from the motion and
intensity variation parts, more experiments are conducted to
show the details of HOMDF and show the effectiveness of
motion estimation and intensity variation estimation.

B. Effectiveness of the Motion Estimation

1) Dynamic Filtering: As is known that the Mobile contains
various motion types such as translational movement, rotation,
zooming, acceleration, etc, this sequence is qualified enough
to show the complexity of motion estimation and reveal how
Kalman filter works. Fig.7 gives the results of tracked true
motion trajectories of three objects over multiple frames. The
motion vectors generated by Brox’s Optical Flow (OF) [19]
and our HOMDF are compared.

The black box contains a portion of the wall with con-
tinuous translational motion and zooming caused by camera
movement. The line chart in the left of Fig.7(b) plots the
horizontal/vertical vector magnitude of OF/HOMDF of the
center pixel in the box at different Frame No. (frame number).
While the six images in the right of Fig.7(b) depict the MVFs
of OF/HOMDF at selected Frame No.s that we are particularly
concerned about. As depicted by the line chart in Fig.7(b),
the OF method produces an outlier at No. = 51. But HOMDF
is robust and produces stable and accurate MVFs from No.
= 27 to No. = 69 thanks to the Kalman filter’s temporally iter-
ative characteristic. The second box in blue contains number
“14” on the calendar. The motion of this number by HOMDF
is coherent in temporal and smooth in spatial comparing to
the jittering trajectory and inhomogeneous MVF by OF as
in Fig.7(c). The last box in green tracks a rolling ball as
in Fig.7(d). The MVFs at No.= 41, 61 and 81 by OF is
disordered near the rotating ball. However, by our HOMDF,
the estimated motion shows great robustness. It can be found
that our algorithm is able to handle various kinds of motions
and produces both spatially and temporally robust MVFs.

2) True Motion of Occluded Regions: The proposed
HOMDF is capable of estimating better MVF for the occluded
areas. We compare HOMDF with Brox et al. [19] and
Lee et al. [23]. The optical flow by Brox et al. [19] ignores
the occlusions in two neighboring frames and usually produces
over-smoothed flow fields. As illustrated in Fig.8(a) and (b),
the vector flow fields by Brox et al. [19] are represented by col-
ors with the visualization method suggested by Liu et al. [45].
The motion vectors in the occluded regions such as the
boundary of the tree are noisy and don’t align well with object

Fig. 8. Illustration of different optical flow estimation algorithms. Relative
movement between the tree and the background causes occluded regions near
the boundary of the tree. Image (a), (c), (e) in the left column are the forward
flow while image (b), (d), (f) in the right column are the backward flow.

edges. Lee et al.’s [23] method attempt to refine Brox’s result
by selecting the best MV from spatial neighborhoods. It is
effective for refining the motion boundaries at the cover side,
but fails at the uncovered side as shown in Fig.8(c) and (d).
More importantly, their method can not guarantee a smooth
vector field at coherent motion areas. In contrast, in (e) and (f)
by our method, the flow field is well estimated for both the
cover and uncover side and the flow boundary coincides well
with the object boundary. This achievement is attributed to
the temporal information used by dynamic filtering. In the
occluded regions, although the pixels have no correspondences
in the next frame, they have truthful motion in the previous
frames. Therefore, the prior estimation of dynamic filtering can
utilize this temporal information to make a robust estimate.

C. Effectiveness of Intensity Variation Estimation

To better illustrate the effectiveness and accuracy of estimat-
ing intensity variation, a synthesized video sequence named
as VarIllum is used to mimic a variant illumination scenario.
We take a frame of Flower and perform gamma transformation(
I′ = 255( I

255)γ
)

on it with gamma coefficient γ ranging from
0.1 to 10.0 at the step size of 0.1. These generated 100 frames
are then assembled to constitute VarIllum sequence. In Fig.9,
we show the estimated AR model parameters during the
interpolation of 12-th frame. As shown by Fig.9(a), three
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Fig. 9. AR model parameters of intensity variation by HOMDF. (a) Ground
truth intermediate frame. (b) Convergence over epochs. (c) The first AR
parameter plane φ1. (d) The second AR parameter plane φ2.

Fig. 10. Illustration of the reconstruction error of the intermediate frame.
(a) Kaviani and Shirani [24]. (b) HOMDF.

objects, namely object1 in red, object2 in blue, and object3 in
black are selected as examples to illustrate the intermediate
results in iterative minimization by gradient descent algorithm.
The pixel-wise parameter planes for φ1 and φ2 reach to
convergence and are illustrated in Fig.9(c) and (d). And with
these AR parameters, the 12-th frame can be reconstructed. We
compare the reconstruction error of Kaviani and Shirani’s [24]
and ours methods in Fig.10. For black object3 in the sky with
small intensity variation, the estimated φ1 and φ2 are zeros,
and both methods work fine with imperceptible reconstruction
errors. While for red object1 in the garden and blue object2 on
the tree, with a good estimation of intensity variation, our
method’s reconstruction error is reduced compared to Kaviani
and Shirani’s [24]. It shows that by estimating the intensity
variation, our algorithm can produce better results for frame
interpolation.

VI. CONCLUSION

This paper has proposed a novel method for frame rate up
conversion. A high order model for video pixel’s intensity
and position has been established. And to solve the multi-
variate energy objective for the coefficients in this high order

model, we have proposed a dynamic filtering method based on
the temporal coherence of videos. With the Bayes’ Theorem,
the optimal estimation for these coefficients is divided into
prior and maximum likelihood estimation parts. It not only
simplifies the estimation but also accomplishes an effective
utilization of temporal information. It has been shown that
our method is capable of handling the frame interpolation
problems, even at some complicated scenarios such as motion
acceleration and brightness variation. The estimated motion
has been more fluent in temporal, and the interpolated frames
have much better visual quality. Experimental results and
analysis have validated the advantages of our method over
the state-of-the-art ones.
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