
Strategic Chain-of-Thought: Guiding Accurate Reasoning in LLMs
through Strategy Elicitation

Anonymous ACL submission

Abstract001

The Chain-of-Thought (CoT) paradigm has002
emerged as a critical approach for enhanc-003
ing the reasoning capabilities of large lan-004
guage models (LLMs). However, despite their005
widespread adoption and success, CoT methods006
often exhibit instability due to their inability007
to consistently ensure the quality of generated008
reasoning paths, leading to sub-optimal reason-009
ing performance. To address this challenge,010
we propose the Strategic Chain-of-Thought011
(SCoT), a novel methodology designed to re-012
fine LLM performance by integrating strategic013
knowledge prior to generating intermediate rea-014
soning steps. SCoT employs a two-stage ap-015
proach within a single prompt: first eliciting016
an effective problem-solving strategy, which017
is then used to guide the generation of high-018
quality CoT paths and final answers. Our ex-019
periments across eight challenging reasoning020
datasets demonstrate significant improvements,021
including a 21.05% increase on the GSM8K022
dataset and a 24.13% increase on the Track-023
ing_Objects dataset, respectively, using the024
Llama3-8B model. Additionally, we extend025
the SCoT framework to develop a few-shot026
method with automatically matched demonstra-027
tions, yielding even stronger results. These028
findings underscore the efficacy of SCoT, high-029
lighting its potential to substantially enhance030
LLM performance in complex reasoning tasks.031

1 Introduction032

The rapid development of large language models033

(LLMs) has highlighted their remarkable effective-034

ness in reasoning tasks (Huang and Chang, 2022;035

Chang et al., 2024), particularly when integrated036

with various prompting techniques (Sivarajkumar037

et al., 2023). Among these techniques, Chain-of-038

Thought (CoT) has become a fundamental com-039

ponent of contemporary LLMs and is now widely040

adopted in the field of natural language processing.041

Despite the demonstrated effectiveness of the042

CoT approach in various applications, it faces sig-043
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nificant challenges in complex reasoning tasks. 044

These challenges primarily arise from the variabil- 045

ity in the quality of the reasoning paths generated 046

by the CoT method (Wang et al., 2022), which 047

are not consistently of high quality. Consequently, 048

even when LLMs produce a CoT path that aligns 049

with a valid reasoning process, there remains a risk 050

that the final outcome is erroneous. 051

This phenomenon parallels findings in cognitive 052

science, where different problem-solving strategies, 053

though correct, vary in error likelihood. Sweller’s 054

Cognitive Load Theory (Sweller, 1988) suggests 055

that different strategies impose varying cognitive 056

loads, influencing error probability. 057

This variability in CoT generation strategies can 058

reduce the reliability of CoT approaches, especially 059

in critical applications requiring precise reasoning. 060

Thus, further refinement is needed to enhance CoT 061

performance in complex reasoning tasks, drawing 062

on insights from both AI and cognitive science. 063

Several methods address this challenge by im- 064

proving CoT path quality. Voting-based approaches 065

improve reasoning accuracy by generating diverse 066

paths and selecting the most reliable answer (Wang 067

et al., 2022; Zhang et al., 2023). Retrieval- 068
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Augmented Generation (RAG) uses multi-step069

prompting to access external knowledge (Lewis070

et al., 2021; Yang et al., 2024b; Zheng et al., 2023).071

Additionally, Suzgun and Kalai(2024) integrates072

prompt enhancement algorithms that dynamically073

select the optimal one during operation. Prompt-074

based methods guide models through predefined075

reasoning patterns by incorporating cue words,076

such as generating a plan before providing a so-077

lution (Wang et al., 2023a).078

These approaches help reduce variability in079

path quality but often come with high costs. For080

instance, Self-Consistency (Wang et al., 2022)081

may require up to 40 queries, while methods like082

BoT (Yang et al., 2024b) and Step-Back (Zheng083

et al., 2023) involve multi-stage queries. Step-Back084

abstracts the problem, providing more knowledge085

but not directly identifying key steps for its solu-086

tion. Additionally, RAG-based approaches rely087

on high-quality external expert resources. Prompt-088

based methods like Plan-and-Solve (Wang et al.,089

2023a), while optimizing CoT paths, still share090

similar limitations with traditional CoT methods091

and may result in suboptimal reasoning paths.092

To tackle this challenge, we propose a novel ap-093

proach called Strategic Chain-of-Thought (SCoT).094

SCoT is designed to improve the quality of CoT095

path generation for reasoning tasks by incorporat-096

ing strategic knowledge. The method involves a097

two-step process within a single prompt. First,098

it explores and identifies various problem-solving099

strategies, eliciting the most effective one as the100

guiding strategic knowledge. Subsequently, this101

strategic knowledge directs the model in gener-102

ating high-quality CoT paths and producing ac-103

curate final answers, ensuring a more effective104

reasoning process. We further extend the SCoT105

framework by adapting it to a few-shot method. In106

this approach, strategic knowledge is used to auto-107

matically select the most relevant demonstrations.108

These examples can be employed within both the109

few-shot and SCoT frameworks to further enhance110

the model’s reasoning capability. SCoT enhances111

the model’s reasoning capabilities without the need112

for multi-query approaches or additional knowl-113

edge sources. By eliminating the requirement for114

multiple queries and external knowledge integra-115

tion, SCoT reduces computational overhead and116

operational costs, making it a more practical and117

resource-efficient solution.118

We conducted experiments across eight reason-119

ing datasets spanning five distinct domains: mathe-120

matical reasoning, commonsense reasoning, physi- 121

cal reasoning, spatial reasoning, and multi-hop rea- 122

soning. The results revealed substantial improve- 123

ments across various models, including a 21.05% 124

increase in accuracy on the GSM8K dataset and a 125

24.13% increase on the Tracking_Objects dataset 126

with the Llama3-8b model. These results validate 127

the effectiveness of the SCoT approach. 128

The contributions of this work are summarized 129

as follows: 130

• We introduce a two-stage methodology that 131

integrates strategic knowledge, guiding the 132

LLM to generate high-quality CoT paths by 133

first developing a problem-solving strategy 134

and then producing the final answer. 135

• We propose a method that leverages strate- 136

gic knowledge to select and match relevant 137

demonstrations, enabling the precise pairing 138

of high-quality CoT examples. 139

• Our experimental results validate the effec- 140

tiveness of SCoT, demonstrating promising 141

outcomes in reasoning tasks across multiple 142

domains. 143

2 Related Work 144

2.1 Strategic Diversity in Problem Solving 145

In the realm of problem-solving, there is rarely a 146

one-size-fits-all approach. The complexity of each 147

problem often necessitates a variety of strategies to 148

reach an effective solution. In the fields of educa- 149

tion and cognitive science, the phenomenon of us- 150

ing multiple approaches to solve problems is quite 151

common (Sweller, 1988; Rusczyk, 2003). Simi- 152

larly, researchers have found that LLMs might gen- 153

erate diverse solution paths for a single question, 154

where the problem-solving strategies and answers 155

of these methods might vary significantly (Wang 156

and Zhou, 2024; Wang et al., 2022). 157

2.2 Enhancement of CoT Path 158

Current methods for improving model-generated 159

content are diverse and sophisticated. 160

Some approaches improve reasoning by adding 161

specific phrases to prompt templates. For exam- 162

ple, assigning roles at the start of the prompt can 163

elicit more professional responses (Kong et al., 164

2024), while phrases like “Take a breath” (Yang 165

et al., 2023) or prompting the model to first cre- 166

ate a plan or principle before solving the prob- 167
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lem (Zheng et al., 2023; Wang et al., 2023a) can168

generate higher-quality CoT paths.169

Voting-based mechanisms have gained170

prominence in recent research efforts. Self-171

Consistency (Wang et al., 2022) enhances172

reasoning accuracy by generating over 20 CoT173

paths and then selecting the most consistent answer174

through voting. Similarly, Step-Back (Zheng175

et al., 2023) enhances RAG by abstracting the176

question for better logical structure. Similarly,177

Yang et al. (2024b) developed a RAG-based178

method, Buffer of Thoughts, integrating external179

knowledge into task-specific prompt templates to180

generate more accurate answers.181

Additionally, some methods incorporate exter-182

nal tools for problem-solving. PAL (Gao et al.,183

2023) utilizes LLMs to parse problems and gen-184

erated programs as intermediate reasoning steps,185

delegating the execution of solutions to a runtime186

environment such as a Python interpreter. Tree187

of Thoughts (ToT) (Yao et al., 2024) introduced a188

tree-based reasoning structure to enhance decision-189

making processes and to improve reasoning ca-190

pabilities. Suzgun and Kalai (2024) introduced191

meta-prompting, a technique that integrates exist-192

ing prompt-based frameworks to enable dynamic193

selection of the most effective reasoning strategy.194

These methods are complex, with some be-195

ing task-specific and others requiring multi-turn196

prompting. However, they have proven effective in197

enhancing LLM reasoning, advancing CoT genera-198

tion in machine learning.199

3 Method200

In this section, we introduce the strategic knowl-201

edge, the Strategic Chain-of-Thought (SCoT)202

method, and its few-shot extension.203

3.1 Strategic Knowledge204

LLMs tend to generate different CoT paths for the205

same problem, but their quality can vary signifi-206

cantly (Wang and Zhou, 2024; Wang et al., 2022).207

As shown in Figure 2(a), even methods like Plan-208

and-Solve, known for higher accuracy, can produce209

errors when solving problems like the math ques-210

tion “compute the sum of all integers s such that211

−26 < s < 24”. An alternative approach, us-212

ing the arithmetic series sum formula, provides213

more stable and accurate results. While both meth-214

ods are valid, the formula-based approach leads to215

higher-quality, more stable outputs and is consid-216

ered strategic knowledge. 217

Strategic knowledge (strategy) refers to a well- 218

defined method or principle that guides reasoning 219

towards a correct and stable solution. It involves 220

using structured processes that logically lead to the 221

desired outcome, thereby enhancing the stability of 222

CoT generation and improving the overall quality 223

of the results. 224

Specifically, strategic knowledge should adhere 225

to the following principles: 226

1. Correct and Comprehensive Problem-Solving 227

Approach: The strategy provides a systematic ap- 228

proach that enables the model to generate accurate 229

answers when it follows the reasoning steps. 230

2. Straightforward Problem-Solving Steps: The 231

steps of the method should not be overly complex, 232

while each step should be sufficiently detailed to 233

ensure accuracy and prevent overly brief outputs 234

that could lead to ambiguity. 235

3.2 Strategic Chain-of-Thought 236

Building on the concept of strategic knowledge, 237

we propose a prompt-based method to enhance the 238

reasoning quality of LLMs, called Strategic Chain- 239

of-Thought (SCoT). 240

The SCoT method enables the model to first 241

elicit strategic knowledge before generating an an- 242

swer, rather than producing an answer directly. 243

Specifically, in a single-query setting, SCoT in- 244

volves two key steps: 245

1. Elicitation of Strategic Knowledge: The 246

model identifies and determines one of the most 247

effective methods for solving the problem, which 248

then serves as the strategic knowledge for the task. 249

2. Application of Strategic Knowledge: The 250

model subsequently applies the identified strategy 251

to solve the problem and derive the final answer. 252

Figure 3(a) illustrates a prompt template that uti- 253

lizes the SCoT approach. Our prompt consists of 254

five components: Role, Workflow, Rule, Initializa- 255

tion, and Task Input. The workflow, as shown in 256

Figure 4, comprises three steps integrated into a 257

single prompt. The first two steps are designed 258

to identify and elicit strategic knowledge for solv- 259

ing the problem, while the third step focuses on 260

applying the strategy to generate the answer. 261

We demonstrate that the details of strategic 262

knowledge identification vary across different do- 263

mains. In mathematics, strategic knowledge fa- 264

vors generating elegant and efficient solutions, such 265

as using the arithmetic series formula to sum se- 266

quences. In physics, it involves selecting the most 267
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compute the sum of all integers 
s such that -26 < s < 24?

Ques�on

Let's break down the problem:
1. Iden�fy the range of integers : The 
integers start from -25 and end at 23.
2. Sum the integers : The sum of integers 
from -n to n is 0. Since our range is not 
symmetric around 0, we need to calculate 
the sum explicitly.
3. Calculate the sum : Since -25 to -1 and 1 to
23 are symmetric, their sum will be zero. The 
only integers le� are -25 and 23, which we 
need to add.

Let's carry out the plan: 
1. Iden�fy the range : The integers are from -
25 to 23.
2. Sum the integers : The integers from -25 to 
-1 and 1 to 23 cancel each other out, leaving 
us with -25 and 23.
3. Calculate the sum : The sum of -25 and 23 
is -2.

Therefore, the answer is -2.

CoT Answer

The Arithme�c sequence sum
formula can be the problem-solving 
strategy for this ques�on.

The integers in the range are: -25, -
24, -23, … , 22, 23
The formula for the sum S of an 
arithme�c series is given by: 
S = num_of_term /2 * (first term + 
last term)
Apply the sum formula:
S = 49/2 * (-25 + 23) = -49
Thus, the sum of all integers s such
that -26 < s < 24 is:  -49

SCoT Answer

To solve this problem, we 
can use Arithme�c 
sequence sum formula.

StrategyStrategy
Elicita�on

SCoT Answer A

Ques�on A

Demonstra�on Selected

SCoT Answer B

Ques�on B …

Step1:
Strategy Elicita�on
Step2:
Answer Genera�on

compute the sum of all integers s
such that -26 < s < 24?

Ques�on

Few-shot SCoT

Zero-shot SCoTPlan-and-Solve

Demonstra�on 
Corpus

(a) Framework of zero-shot and few-shot strategic chain-of-thought. The solid line indicates
zero-shot SCoT, while the dashed line indicates few-shot SCoT. Prompt details are omitted
for brevity.

Ques�on 3
Ques�on 2

There are 18 apples for 28 
students. How many students
can have exclusive access to 
an apples if each student 
needs one and no more than 
2 can share?

Ques�on 1

Training Set

Demonstra�on Corpus

…
SCoT Answer 2

Ques�on 2

SCoT Answer 1

Ques�on 1

SCoT Answer 3

SCoT Answer 2

We can se�ng up an
equa�on… 
Thus, the answer is 10

SCoT Answer 1

Demo Corpus

Zero-shot SCoT

(b) Construction of the demon-
stration corpus.

Figure 2: Illustration of zero-shot and few-shot strategic SCoT. Few-shot SCoT builds upon zero-shot SCoT by
incorporating strategy-aligned demonstrations. Prompt details are omitted for brevity.

# Role Se�ng

## Workflow

## Rules

## Ini�aliza�on

Task Input

(a) Zero-shot SCoT

Task Input

# Role Se�ng

## Workflow

## Demonstra�on

## Rules

## Ini�aliza�on

(b) Few-shot SCoT

Figure 3: Prompt templates used in Zero-shot SCoT and
Few-shot SCoT.

## Workflow

1. Analyze the problem and iden�fy any relevant 
mathema�cal formulas, or approaches that might be helpful, 
and select the approaches that can solve the problem.

2. Select the most efficient and prac�cal approach . For 
example, when asked to find the sum of all integers from -25
to 23, consider using the summa�on formula of arithme�c 
instead of simply adding the numbers one by one. The
summa�on formula of arithme�c sequence is an elegant and 
prac�cal solu�on, while rudely adding the numbers is not.

3. Solve the problem step by step following the selected 
approach carefully.

1. Search for all 
valid Problem-
solving methods.

2. Select one as 
strategic
Knowledge.

3. Use Strategic
Knowledge to 
complete the task.

Figure 4: Workflow for a math prompt.

relevant and straightforward formulas or processes,268

such as applying F = ma to calculate force. For269

multi-hop reasoning, strategic knowledge focuses270

on determining the appropriate granularity for prob-271

lem decomposition and recalling pertinent informa-272

tion. Similarly, in other domains, the model first273

develops an overarching method or workflow be-274

fore systematically applying it to solve problems.275

3.3 Few-shot Strategic Chain-of-Thought276

We refine the SCoT method into a few-shot version277

by leveraging the strategy to select demonstrations.278

Our approach is structured into two stages: con-279

structing a strategy-based demonstration corpus280

(Figure 2(b)) and performing model inference in a 281

two-query process (Figure 2(a)). This is motivated 282

by the fact that some problems, despite being from 283

different domains, share similar solution strategies. 284

As a result, direct similarity matching based on the 285

problems alone may not yield the most relevant 286

demonstrations. 287

Stage 1: Strategy-Based Demonstration Cor- 288

pus Construction. 289

1. SCoT Answer Generation: We apply zero- 290

shot SCoT to the instances in the training set to 291

generate SCoT answers for each question. 292

2. Demonstration Corpus Construction: The gen- 293

erated answers are compared to the ground truth, 294

retaining only correct question-SCoT pairs. This 295

step assumes that the strategic knowledge used in 296

these problems is both correct and relevant. The 297

validated pairs are then compiled into a demonstra- 298

tion corpus categorized by strategic knowledge. 299

Stage 2: Model Inference.. 300

1. Strategy Generation: The LLM generates 301

strategy for each test instance, focusing on under- 302

standing the problem rather than giving the answer. 303

2. Demonstration Matching: The strategy is 304

used to search the demonstration corpus from Stage 305

1, matching relevant demonstrations to the SCoT 306

answers. This is done by computing embeddings 307

with the m3e-base model and selecting the most 308

similar examples from the corpus. 309

3. Few-shot Inference: The selected demonstra- 310

tions are integrated as few-shot examples into the 311

input prompt (Figure 3(b)). This integration guides 312

the model to generate the final prediction based on 313
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the provided examples.314

4 Experimental Setup315

4.1 Datasets and Tasks316

To validate the effectiveness of SCoT, we evalu-317

ate models on a range of reasoning datasets span-318

ning mathematical, physical, commonsense, multi-319

hop, and spatial reasoning. Specifically, we use320

MathQA (Amini et al., 2019), AQuA (Ling et al.,321

2017), GSM8K (Cobbe et al., 2021), and MMLU-322

math (Hendrycks et al., 2021) for mathematical323

reasoning; ARC (Clark et al., 2018) for physical324

reasoning; CSQA (Talmor et al., 2019) and Strat-325

egyQA (Geva et al., 2021) for commonsense and326

multi-hop reasoning; and Tracking_Object (BIG-327

bench authors, 2023) for spatial reasoning.328

In the few-shot setting, SCoT is evaluated on329

MathQA, AQuA, GSM8K, and ARC, which are330

selected due to their sufficiently large training sets331

with gold answers to support demonstration con-332

struction. We first run zero-shot SCoT and retain333

only the demonstrations that yield correct answers334

to form the demonstration corpus. More details on335

this process are provided in Appendix A.2.336

4.2 Models337

To verify the effectiveness of the SCoT method,338

we utilize the Llama3 series (Dubey et al., 2024)339

(including Llama3-8B, Llama3-70B, Llama3.1-8B,340

and Llama3.1-70B); the Llama2 series (Touvron341

et al., 2023) (including Llama2-7B, Llama2-13B,342

and Llama2-70B); Mistral-7B (Jiang et al., 2023);343

the Qwen2 series (Yang et al., 2024a) (includ-344

ing Qwen2-7B and Qwen2-72B); and ChatGLM4-345

9B (Team GLM et al., 2024).346

4.3 Baselines347

We use zero-shot prompts (Kojima et al., 2022),348

Self-Consistency (Wang et al., 2022), Step-349

Back (Zheng et al., 2023), SIMTOM (Wilf et al.,350

2023), Plan-and-Solve (Wang et al., 2023b),351

Least-to-Most (Zhou et al., 2022) and Buffer-of-352

Thought (Yang et al., 2024b) as baselines. Step-353

Back is evaluated on only six datasets because we354

were unable to locate examples from the CSQA355

and Object datasets, and neither of these datasets356

includes a training set. BoT and Least-to-Most357

are specifically designed for mathematical problem358

solving, therefore, we conduct experiments only on359

the four mathematics datasets.360

We use accuracy as the performance metric, cal- 361

culated as the average of three independent infer- 362

ences for each model. Experimental parameters are 363

provided in the Appendix A.4. 364

5 Experimental Results 365

In this section, we empirically evaluate the effec- 366

tiveness of SCoT on Llama3-8B and Mistral-7B 367

across all datasets. To further validate its efficacy, 368

we test three representative tasks on all seven mod- 369

els. We also assess the impact of model size, per- 370

form ablation studies on SCoT components, and 371

conduct case studies, along with additional discus- 372

sions to understand the factors influencing SCoT’s 373

effectiveness. 374

5.1 Results across all Datasets 375

Results across all datasets using the two models are 376

presented in Table 1 and Table 2. In both vanilla 377

zero-shot and self-consistency settings, SCoT out- 378

performs the CoT approach in most tasks, with 379

significant improvements including a 21.05% accu- 380

racy gain on GSM8K and a 24.13% gain on Track- 381

ing_Object after incorporating strategic knowledge. 382

However, the Llama3-8B model exhibits a 2.6% 383

performance decline on the ARC dataset, which 384

may be attributed to the greater reliance on factual 385

knowledge relative to others. While some meth- 386

ods, such as SIMTOM, achieve comparable perfor- 387

mance (within 2% of SCoT on Llama3-8B), their 388

results fluctuate more across datasets, and their av- 389

erage gains remain lower. In general, SCoT shows 390

an average improvement of 6.92% on all datasets 391

using Llama3-8B, and demonstrates an average 392

improvement of 3.83% using Mistral-7B. Notably, 393

SCoT achieves substantial gains in mathematical 394

and commonsense reasoning tasks, primarily be- 395

cause the gap between strategic and suboptimal rea- 396

soning is more significant, highlighting the value 397

of strategy in guiding models toward more accurate 398

and reliable solutions. 399

Furthermore, we extend the SCoT framework to 400

support few-shot settings by automatically match- 401

ing demonstrations, resulting in even stronger per- 402

formance. The SCoT 1-shot−, as shown in Table 1 403

and Table 2, refers to CoT prompting with demon- 404

strations selected based on strategic knowledge. 405

Compared to CoT 0-shot1, SCoT 1-shot−, which 406

uses strategy-matched demonstrations, shows sig- 407

1We do not present the accuracy of CoT 1-shot separately
as it was comparable to CoT 0-shot in our experiments.
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Table 1: Accuracy (%) using Llama3-8B across all datasets. “SCoT 1-shot−” refers to the results obtained using
the standard Few-shot CoT template with demonstrations matched by strategy, and “+SC” refers to methods using
self-consistency. The highest scores for 0-shot and 1-shot are both bolded.

Methods MathQA AQuA GSM8K MMLU ARC SQA CSQA Object Gain

0-shot

CoT 0-shot 55.33 49.61 52.11 46.67 80.60 64.60 71.13 44.27 –
CoT 0-shot+SC 57.00 51.90 48.48 49.52 81.00 66.00 72.06 54.00 +1.83

Step-Back 56.33 50.39 53.25 47.78 75.80 64.64 – – - 0.28
SIMTOM 56.33 51.07 71.04 49.26 80.00 66.67 74.50 57.00 +4.94

Plan-and-Solve 50.00 51.57 70.28 49.63 78.00 49.67 71.00 49.40 +0.53
SCoT 0-shot 56.67 51.85 73.16 50.00 78.02 68.56 74.00 68.40 +6.92

SCoT 0-shot+SC 60.33 53.94 70.58 52.22 78.00 69.00 75.00 61.60 +6.92

1-shot

Least-to-Most 49.00 35.43 30.18 45.19 – – – – - 6.23
Buffer of Thoughts 44.00 38.98 52.24 40.37 – – – – - 7.28

SCoT 1-shot− 56.33 50.87 74.91 – 73.40 – – – +4.22
SCoT 1-shot 57.67 55.12 76.57 – 80.60 – – – +7.89

Table 2: Accuracy (%) using Mistral-7B across all datasets.

Methods MathQA AQuA GSM8K MMLU ARC SQA CSQA Object Gain

0-shot

CoT 0-shot 30.00 29.13 36.26 29.75 67.20 56.22 61.80 21.40 –
CoT 0-shot+SC 31.42 32.87 34.50 31.88 68.78 53.50 62.69 24.50 +1.04

Step-Back 31.43 32.87 36.67 31.85 68.00 56.72 – – +1.12
SIMTOM 27.00 29.72 38.67 25.96 68.40 61.67 61.80 24.73 +0.77

Plan-and-Solve 26.67 30.07 38.22 30.00 66.20 52.67 58.00 23.40 - 0.81
SCoT 0-shot 30.44 33.60 38.97 32.35 72.20 61.89 68.00 24.75 +3.81

SCoT 0-shot+SC 31.67 36.22 34.72 32.96 75.40 57.33 66.50 27.60 +3.83

1-shot

Least-to-Most 22.33 29.92 25.31 26.67 – – – – - 3.72
Buffer of Thoughts 28.00 24.41 30.17 25.93 – – – – - 2.88

SCoT 1-shot− 34.33 31.50 45.57 – 67.40 – – – +4.05
SCoT 1-shot 37.00 35.04 47.38 – 73.20 – – – +6.26

nificant performance improvements across most408

datasets, highlighting the effectiveness of the409

matched demonstrations. The SCoT 1-shot, which410

combines both strategic knowledge and strategy-411

matched demonstrations, achieves the best results.412

5.2 Results across all Models413

The experimental results for all models on the three414

datasets are shown in Table 3. The experiments415

demonstrate that SCoT can enhance performance416

across most models. In particular, with the excep-417

tion of the Llama3.1-8B model, where the addition418

of SCoT results in a slight decrease in accuracy419

on the MMLU task, other models exhibit accu-420

racy improvements ranging from 1.11% to 24.13%421

across the three datasets. Notably, the CoT 0-shot422

has achieved 100% accuracy with Llama3.1-70B423

model on Tracking_Object dataset, and SCoT 0-424

shot maintains this performance.425

5.3 Model Scale426

We investigate the impact of model size on the427

effectiveness of SCoT, the results on the Llama2428

model series with three different sizes are shown in429
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Figure 5: Accuracy (%) across three datasets using
different scales of models in Llama2 series.

Figure 5. It demonstrates that SCoT can lead to ac- 430

curacy improvements across all sizes of the Llama2 431

models. However, a general trend emerges that per- 432

formance improvement decreases marginally with 433

model size. Furthermore, manual inspection of the 434

model outputs reveals that larger models are more 435

likely to generate CoT paths containing strategic 436

knowledge in 0-shot settings. 437

5.4 Ablation Study 438

We explore the effects of various components 439

within the prompt (such as role, workflow, struc- 440
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Table 3: Accuracy (%) across seven models on MMLU, SQA and Tracking_Object datasets

Datasets Methods Llama3-8B Mistral-7B Chatglm4-9B Qwen2-7B Qwen2-72B Llama3.1-8B Llama3.1-70B

MMLU
Math

CoT 0-shot 46.67 29.75 66.67 71.97 84.20 59.63 85.19
SCoT 0-shot 50.00+3.33 32.35+2.59 68.15+1.48 71.85 85.93+1.73 56.42 85.19

SQA CoT 0-shot 64.60 56.22 61.80 61.00 75.22 73.11 64.67
SCoT 0-shot 68.56+3.96 61.89+5.67 64.67+2.87 61.00 77.67+2.45 74.22+1.11 82.33+1.33

Object CoT 0-shot 44.27 21.40 61.80 46.20 93.93 62.60 100.00
SCoT 0-shot 68.40+24.13 24.67+3.27 69.00+7.20 47.53+1.33 97.47+3.54 77.60+15.00 100.00

Table 4: Ablation study on SCoT prompt components:
* denotes a non-markdown format, while no * indicates
a markdown format.

Methods AQuA ARC

Mistral-7B* 29.13% 67.20%
Mistral-7B + Role* 27.95% 69.80%
Mistral-7B + Role 32.28% 71.20%
Mistral-7B + WorkFlow* 33.07% 70.40%
Mistral-7B + WorkFlow 31.89% 70.40%

SCoT 0-shot (Ours) 33.60% 72.20%
SCoT 1-shot (Ours) 35.04% 73.20%
SCoT 3-shot (Ours) 35.43% 73.20%

ture, and the quantity of demonstrations) on accu-441

racy. The experimental results are illustrated in Ta-442

ble 4. Building on the CoT 0-shot approach, we ob-443

served that adding roles, incorporating workflows,444

and formatting prompts in Markdown progressively445

increased accuracy. We also explored the impact of446

the number of demonstrations on accuracy within447

the few-shot SCoT framework. Experimental re-448

sults indicate that as the number of demonstrations449

increases, the performance of SCoT either slightly450

improves or remains unchanged.451

5.5 Case Study452

We conduct a detailed case study focusing on the453

validity of the strategic knowledge elicited from454

the model. Figure 6 shows several typical cases.455

In the domain of mathematics, we observe that456

the SCoT output tends to favor solving problems457

using inequalities rather than directly analyzing458

the problem to reach an answer. For the instance459

of frog jumping calculation in the Figure 6, an in-460

correct solution may miscalculate the final jump’s461

impact. While generating a strategy ensures accu-462

rate calculations by considering all constraints and463

systematically solving the problem.464

In physical tasks, we find that the model’s CoT465

output could be misled by specific phrases in the466

task input (e.g., “capacitor”), leading to the selec-467

tion of an incorrect formula. In contrast, the SCoT468

approach successfully elicited the correct formula.469

Table 5: Token length comparison between CoT and
SCoT (0-shot) across three datasets

Datasets Methods Llama3-8B Mistral-7B

AQuA CoT 0-shot 158.335 186.889
SCoT 0-shot 226.192 209.441

GSM8K CoT 0-shot 130.532 858.507
SCoT 0-shot 206.278 611.848

Object CoT 0-shot 106.931 83.475
SCoT 0-shot 123.482 128.285

Similarly, in multi-hop reasoning tasks, CoT out- 470

put often focuses on details, resulting in incomplete 471

subsequent logical reasoning, whereas SCoT gen- 472

erates answers by considering the overall context. 473

474

5.6 Efficiency Analysis 475

Due to SCoT’s mechanism of generating a strat- 476

egy before solving problems in one query, it is 477

more efficient than multi-query methods. How- 478

ever, compared to single-query methods, the output 479

token length might be longer, potentially decreas- 480

ing efficiency. To investigate this, we measure the 481

token lengths for the AQuA, GSM8K, and Track- 482

ing_Object using both CoT 0-shot and SCoT 0-shot 483

methods. The results are shown in Table 5. 484

Except for Mistral-7B on GSM8K, SCoT out- 485

puts are longer than CoT, with lengths ranging 486

from 1.03 to 1.8 times that of CoT and averag- 487

ing around 1.5 times. This is mainly due to the 488

models’ tendency to repeat answer spans, espe- 489

cially in complex or multi-step tasks—a pattern 490

observed in both CoT and SCoT but more pro- 491

nounced in SCoT. In general, whenever repetitive 492

answer spans occur, the model is unlikely to pro- 493

duce the correct result. For practical deployment, 494

we recommend truncating outputs or employing 495

early-stopping mechanisms when repetition is de- 496

tected, which can effectively mitigate unnecessary 497

computational overhead while preserving response 498

quality. 499
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A well is 30 meters deep. A frog at the bo�om jumps 3 meters up each day but slips back 2 meters each night. How many
days will it take for the frog to climb out of the well?

Math Ques�on A

To solve this problem, we need to consider the frog's daily progress.
On the first day, the frog jumps up 3 meters but slips back 2 meters, resul�ng in a net gain of 1 meter.
From the second day onward, the frog gains 1 meter each day.
The frog needs to climb a total of 30 meters to get out of the well. A�er the first day, it s�ll needs to climb 29 meters. 
Therefore, the total number of days required is 1+29=30 days.

CoT Answer

To address this problem elegantly, we can u�lize a mathema�cal model. The frog gains a net height of 1 meter each day. 
However, on the day it reaches the top of the well, it will no longer slip back down. 
Let  n represent the number of days it takes for the frog to climb out of the well. We can formulate the following inequality: 
n - 1 + 3 >= 30
This simplifies to: n >= 28
Thus, the total number of days for the frog to climb out of the well is 28 days.

SCoT Answer

How much work is required to charge a 10μF capacitor to a poten�al difference of 100V?Physical Ques�on B

Using the formula for work done by a capacitor, which is W=k×V×C, and subs�tu�ng the values, we find that 0.09J of work
needs to be done.

CoT Answer

Using the capacitor charging formula. The formula for capacitor charging is E = (1/2)CV^2
To subs�tute the values, it needs to do 0.05J of work

SCoT Answer

Is shrimp scampi definitely free of plas�c?Mul�-hop Ques�on C

Shrimp scampi is a dish made with shrimp, bu�er, garlic, and some�mes lemon, usually served with pasta. The ingredients 
typically include fresh or frozen shrimp, bu�er, garlic, and lemon juice. There is no connec�on between shrimp scampi and 
plas�c, as plas�c is not an ingredient in this dish . Therefore, shrimp scampi is True definitely free of plas�c.

CoT Answer

Shrimp scampi usually does not contain plas�c, but contamina�on is possible. It is typically made with ingredients like shr imp, 
garlic, bu�er, and parsley, which do not contain plas�c, and there are no known instances of shrimp scampi being made with 
plas�c-containing ingredients. Therefore, while shrimp scampi is usually made without plas�c. So, the answer is: No.

SCoT Answer

Figure 6: Comparison of the paths generated by CoT and SCoT in different domains using the Qwen2-72B model.

Table 6: Accuracy (%) using DeepSeek-R1-Distill-
Qwen-32B.

Methods MathQA MMLU ARC Object

CoT 0-shot 55.67 85.56 95.00 99.70
SCoT 0-shot 84.33 93.70 94.40 99.80

6 Discussions500

6.1 Automatic SCoT501

To verify that the performance gains stem from the502

SCoT concept rather than human-crafted prompts,503

we conduct a preliminary experiment to assess504

whether SCoT prompt templates can be automat-505

ically generated. We instruct LLMs to generate506

prompt templates based solely on the SCoT con-507

cept and evaluate them on the AQuA dataset. The508

accuracy using Mistral-7B model is 31.89%. Al-509

though the accuracy of prompts automatically gen-510

erated based on the SCoT concept is lower than that511

of manually crafted SCoT prompts, it is still supe-512

rior to 0-shot CoT performance. This suggests that513

the automatic generation of SCoT-based prompts514

are feasible.515

6.2 Enhancing Smaller-Scale Models516

In this paper, we focus on enhancing the reasoning517

capabilities of smaller-scale models. We exclude518

larger, more powerful models from our experiments519

because they already achieve accuracy rates exceed-520

ing 95% on our datasets, even in a zero-shot CoT521

configuration. This indicates that the capabilities of522

models extremely large parameters on these tasks523

are already saturated. In future work, we aim to524

test SCoT on more challenging reasoning datasets 525

to further validate its efficacy on stronger models. 526

6.3 Accuracy of the DeepSeek Distilled Model 527

We also experimented with the popular DeepSeek- 528

R1 series models (DeepSeek-AI et al., 2025), 529

specifically using CoT 0-shot and SCoT 0-shot on 530

the DeepSeek-R1-Distill-Qwen-32B model across 531

four datasets, as shown in Table 6. Except for a 532

slight drop in performance on the ARC dataset, 533

we observed positive gains on the other three 534

datasets, with the highest improvement of 28.66% 535

on MathQA. These results are consistent with those 536

in Table 1 and Table 2, demonstrating that SCoT is 537

effective on the DeepSeek series models. 538

7 Conclusion 539

In this paper, we introduce the Strategic Chain-of- 540

Thought, a method that enables large models to au- 541

tonomously generate an optimal Chain-of-Thought 542

path. By integrating a structured workflow for elic- 543

iting and applying strategic knowledge, SCoT en- 544

hances the model’s ability to produce high quality 545

outputs. We further extend SCoT to a few-shot ver- 546

sion by matching demonstrations through strategic 547

knowledge from a predefined strategic knowledge- 548

based corpus. Experimental results demonstrate the 549

effectiveness of both 0-shot and few-shot SCoT. 550

Overall, SCoT offers a promising framework for 551

improving the quality of reasoning path in large 552

models. Future research will focus on evaluating 553

its effectiveness with more complex problems and 554

exploring further applications. 555
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8 Limitation556

In this paper, we propose a novel methodology to557

enhance the performance of large language mod-558

els by incorporating strategic knowledge prior to559

generating intermediate reasoning steps. However,560

there are four limitations in our work.561

The first limitation is that we only use one-562

shot SCoT in our main experiments. This choice563

was made because incorporating additional demon-564

strations would significantly increase input length,565

leading to substantial resource consumption. As566

a result, we limited our experiments to a single567

dataset and model without conducting large-scale568

testing.569

The second limitation is the exclusion of sev-570

eral recent methods from our baseline comparisons.571

For example, approaches like Tree-of-Thought or572

meta prompting could not be reproduced due to the573

limitation of the resources.574

The third limitation is that our experiments fo-575

cused solely on reasoning tasks, leaving us uncer-576

tain about SCoT’s effectiveness in other domains.577

Additionally, we have not provided a theoretical578

proof to explain why SCoT is effective.579

The fourth limitation lies in our use of only the580

most basic approach to automatic prompt gener-581

ation, without applying any prompt optimization582

techniques. As a result, the performance of the583

automatically generated prompts presented in this584

paper is inferior to that of manually crafted prompts.585

Our work provides only a preliminary attempt at586

automatic prompt generation, intended primarily587

to demonstrate that the SCoT framework remains588

effective even when using automatically generated589

prompts. In future work, we plan to explore meth-590

ods for optimizing these prompts, with the goal of591

developing a more generalizable and robust auto-592

matic prompt generation framework.593

We plan to address these limitations in future594

work by expanding the experimental scope and595

refining our methodology.596

9 Ethical Considerations597

All datasets and models used in this paper are open-598

source, and the licenses for the models have been599

specified. The prompts used in the experiments are600

provided, and the entire study can be reproduced us-601

ing widely available large model API frameworks.602

This ensures the reproducibility and transparency603

of the research.604
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A Details of Experiments835

A.1 Models Details836

This experiment involves eleven models, nine of837

which are public (Llama3-8B, Llama2-7B, Mistral-838

7B, Llama3.1-8B, Qwen2-7B, ChatGLM4-9B,839

Llama3-70B, Llama3.1-70B, Llama2-70B, Qwen2-840

72B and Qwen2.5-72B). ChatGLM4-9B is chat-841

oriented and other models are instruction-tuned.842

The sources and licenses for all public models are843

detailed in Table 7.844

A.2 Datasets Details845

This experiment involves eight datasets: MathQA,846

AQuA, GSM8K, MMLU, ARC, StrategyQA, Com-847

monsenseQA, and Tracking_Object.848

1. Mathematics and Physical Reasoning: We849

assess the models using datasets such as MathQA,850

AQuA, GSM8K, and MMLU-high-school-math for851

mathematical reasoning tasks. These datasets fea-852

ture a range of mathematical problems with varying853

levels of difficulty, demanding strong mathemati-854

cal reasoning abilities. Additionally, we evaluated855

the models on ARC_Challenge for physical reason-856

ing, i.e., a popular dataset that presents significant857

challenges in this domain.858

2. Commonsense and Multi-hop Reasoning:859

We evaluate the models on CommonsenseQA860

(CSQA) for commonsense reasoning tasks and861

StrategyQA (SQA) for multi-hop reasoning tasks.862

These datasets are well-regarded in their respective863

domains and offer a substantial level of difficulty.864

3. Spatial Reasoning: We also evaluate the865

models using the Tracking_Object (Object) dataset,866

which represents a less common but highly intrigu-867

ing type of reasoning task.868

Due to the large size of the MathQA, Strat-869

egyQA, ARC, CommonsenseQA, and Track-870

ing_Object datasets. We randomly selected a sub-871

set from each to serve as the test dataset, while for872

the other datasets, we used the original full dataset.873

All datasets used in this study are publicly avail-874

able, with their sources, licenses and size detailed875

in Table 8.876

MathQA, AQuA, MMLU, ARC, StrategyQA,877

CommonsenseQA, and Tracking_Object consist of878

multiple-choice questions. To determine correct-879

ness, we compare the predicted choice with the880

gold choice. For GSM8K, the answers are numeri-881

cal text spans; we assess correctness by checking882

if the predicted answer exactly matches the gold883

answer.884

As mentioned in Section 3, we exclusively 885

conducted experiments on the MathQA, AQuA, 886

GSM8K, and ARC datasets, as these were the only 887

four datasets in our study that contained training 888

sets. Moreover, the demonstration corpus for the 889

few-shot version of SCoT required these training 890

sets to provide demonstrations that differed from 891

those in the test set and aligned appropriately with 892

it. Consequently, we limited our experiments to 893

these four datasets. 894

Initially, we executed the zero-shot version of 895

SCoT using the training sets and subsequently eval- 896

uated the final results as the gold answers are pro- 897

vided in the training sets. We assumed that if the 898

model correctly answered a question, the strategic 899

knowledge it generated was also accurate. There- 900

fore, we retained only the correct demonstrations 901

to construct the demonstration corpus for the few- 902

shot version of SCoT. This systematic approach en- 903

sured the integrity of our evaluation and enhanced 904

the overall effectiveness of the few-shot learning 905

framework. 906

A.3 Baseline Details 907

Step-Back Prompting: We reproduced Step-Back 908

using the demonstration examples and prompt tem- 909

plates provided in the original paper’s appendix. 910

Least-to-Most: We directly used the demonstra- 911

tions from the original paper’s appendix to con- 912

struct few-shot prompts. As the original work 913

focused on math datasets, our experiments were 914

limited to this domain. Results show that Least-to- 915

Most is not particularly effective on more difficult 916

problems. 917

Buffer-of-Thought: For Buffer-of-Thought, 918

we found that the authors later open-sourced 919

nearly 500 templates in a follow-up work, Rea- 920

sonFlux (Yang et al., 2025). In our experiments, 921

we utilized the knowledge and demonstration com- 922

ponents from the template library provided in Rea- 923

sonFlux, and reproduced the method based on the 924

descriptions presented in the paper. We only con- 925

dected experiments on the mathematic datasets be- 926

cause BoT is focus on the mathematic domain. 927

SIMTOM For SIMTOM prompting, we fol- 928

lowed the approach proposed in Wilf et al. and 929

directly used the prompt examples provided in the 930

original paper as our prompts 931

A.4 Other Details 932

We used the standard zero-shot CoT and few-shot 933

CoT templates, with the Step-Back template fol- 934
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Table 7: Models, sources and licenses used in this work

Models Modelsources License

Llama2-7B-chat https://huggingface.co/meta-llama/Llama-2-7b-chat llama2 license

Llama2-13B https://huggingface.co/meta-llama/Llama-2-13b-chat llama2 license

Llama2-70B https://huggingface.co/meta-llama/Llama-2-70b-chat llama2 license

Llama3-8B https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct llama3 license

Llama3.1-8B https://huggingface.co/meta-llama/Meta-Llama-3.1-8B-Instruct llama3.1 license

Llama3.1-70B https://huggingface.co/meta-llama/Meta-Llama-3.1-70B-Instruct llama3.1 license

Mistral-7B https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2 tongyi-qianwen license

Qwen2-7B https://huggingface.co/Qwen/Qwen2-7B-Instruct tongyi-qianwen license

Qwen2-72B https://huggingface.co/Qwen/Qwen2-72B-Instruct Apache License 2.0

Qwen2.5-72B https://huggingface.co/Qwen/Qwen2.5-72B-Instruct Qwen license

ChatGLM4-9b https://huggingface.co/THUDM/glm-4-9b-chat glm-4-9b License
DeepSeek-R1-
Distill-Qwen-32B https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-32B MIT License

Table 8: Datasets, sources and licenses used in this work

Datasets Sources Licenses Size

MathQA https://huggingface.co/datasets/datafreak/MathQA Apache License 2.0 300

AQuA https://github.com/google-deepmind/AQuA Apache License 2.0 254

GSM8K https://huggingface.co/datasets/openai/gsm8k MIT License 1319

MMLU https://huggingface.co/datasets/cais/mmlu MIT License 300

ARC https://huggingface.co/datasets/allenai/ai2_arc CC-BY-SA-4.0 License 270

StrategyQA https://huggingface.co/datasets/ChilleD/StrategyQA/viewer/default/test MIT License 500

CommonsenseQA https://huggingface.co/datasets/tau/commonsense_qa MIT License 500

Object Tracking https://github.com/google/BIG-bench Apache License 2.0 200

lowing the design from the original paper, and the935

parameters for self-consistency also based on the936

original work. Additionally, the selection of the937

normal one-shot demonstration was done using938

embedding and cosine similarity, similar to the ap-939

proach in RAG.940

For all experiments except those involving Self-941

Consistency, we set the temperature to 0 and top_p942

to 1. For DeepSeek models, the temperature is943

set to 0.6. Thus, except for tasks with dynamic944

demonstration selection, the results are expected to945

be deterministic. For Self-Consistency, following946

the settings from the original paper (Wang et al.,947

2022), the temperature is adjusted to 0.5, and top_p948

is set to 0.5. 20 responses are selected for voting949

with -SC method.950

We utilize vllm (Kwon et al., 2023) as the infer-951

ence framework for all deployments. For models 952

under 70 billion parameters (such as Llama3-8B, 953

Llama2-7B, and Mistral-7B), we deploy each on a 954

single 32GB AI graphics card. For models with 70 955

billion parameters or more (including Llama3-70B, 956

Llama3.1-70B, Llama2-70B, and Qwen2-72B), we 957

utilize two 80GB AI graphics cards per model. 958

B Results 959

B.1 All Results 960

Accuracy is used as the evaluation metric. We con- 961

ducted three independent inference runs for all ex- 962

periments and calculated the average results. How- 963

ever, due to the high computational cost, we per- 964

formed only a single inference for Self-Consistency. 965

The accuracy and standard deviation results are pre- 966

sented in Table 9 and Table 10. 967
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Table 9: Accuracy (%) using Llama2-8B and Mistral-7B across all datasets. SCoT 1-shot− refers to the results
obtained using the standard few-shot CoT template but with demonstrations matched by strategy.

Models Methods MathQA AQuA GSM8K MMLU ARC SQA CSQA Object

Llama3-8B

CoT 0-shot 56.33±0.000 49.61±1.790 52.11±0.129 46.67±0.000 80.60±0.000 64.60±0.646 71.13±0.094 44.27±0.736
CoT 0-shot+SC 57.00 51.90 48.48 49.52 81.00 66.00 72.06 54.00
Step-Back 56.33±0.272 50.39±0.000 53.23±0.000 47.78±0.000 75.80±0.248 64.64±0.2722– –
SIMTOM 56.33±0.000 51.07±0.000 71.04±0.000 49.26±0.000 80.00±0.000 66.67±0.000 74.50±0.000 57.00±0.000
Plan-and-Solve 50.00±0.000 51.57±0.000 70.28±0.000 49.63±0.000 78.00±0.000 49.67±0.000 71.00±0.000 49.40±0.000
SCoT 0-shot 56.67±0.000 51.85±1.299 73.16±0.163 50.00±0.000 78.02±0.000 68.56±0.566 74.00±0.000 68.40±0.000
SCoT 0-shot+SC 60.33 53.94 70.58 52.22 78.00 69.00 75.00 61.60

Least-to-Most 49.00±0.000 35.43±0.000 30.18±0.000 45.19±0.000 – – – –
BoT 44.00±0.000 38.98±0.000 52.24±0.000 40.37±0.000 – – – –
SCoT 1-shot− 56.33±0.000 50.87±2.140 74.91±0.000 – 73.40±0.000 – – –
SCoT 1-shot 57.67±0.000 55.12±0.000 76.57±0.000 – 80.60±0.000 – – –

Mistral-7B

CoT 0-shot 30.00±0.000 29.13±1.245 36.26±1.854 29.75±0.924 67.20±0.356 56.22±0.314 61.80±0.000 21.40±0.000
CoT 0-shot+SC 31.42 32.87 34.50 31.88 68.78 53.50 62.69 24.50
Step-Back 31.43±0.000 32.87±0.322 36.67±0.000 31.85±0.495 68.00±0.000 56.72±0.000 – –
SIMTOM 27.00±0.000 29.72±0.000 38.67±0.000 25.96±0.000 68.40±0.000 61.67±0.000 61.80±0.000 24.73±0.000
Plan-and-Solve 26.67±0.000 30.07±0.000 38.22±0.000 30.00±0.000 66.20±0.000 52.67±0.000 58.00±0.000 23.40±0.000
SCoT 0-shot 30.44±0.874 33.60±1.523 38.97±0.655 32.35±1.665 72.20±0.370 61.89±0.415 68.00±0.000 24.75±0.165
SCoT 0-shot+SC 31.67 36.22 34.72 32.96 75.40 57.33 66.50 27.60

Least-to-Most 22.33±0.000 29.92±0.000 25.31±0.000 26.67±0.000 – – – –
Buffer of
Thoughts

28.00±0.000 24.41±0.000 30.17±0.000 25.93±0.000 – – – –

SCoT 1-shot− 34.33±0.000 31.50±0.964 45.57±1.087 – 67.40±0.000 – – –
SCoT 1-shot 37.00±0.000 35.04±0.000 47.38±0.107 – 73.20±0.000 – – –

Table 10: Accuracy (%) across seven models on MMLU, SQA and Tracking_Object datasets

Dataset Methods Llama3-8B Mistral-7B Chatglm4-9B Qwen2-7B Qwen2-70B Llama3.1-8B Llama3.1-70B

MMLU
Math

CoT 0-shot 46.67±0.000 29.75±0.924 66.67±0.302 71.97±0.349 84.20±0.349 59.63±0.000 85.19±0.605
SCoT 0-shot 50.00±0.000 32.35±1.665 68.15±0.907 71.85±0.302 85.93±0.302 56.42±0.175 85.19±0.000

SQA CoT 0-shot 64.60±0.595 56.22±0.314 61.80±0.363 61.00±0.000 75.22±0.314 73.11±0.314 64.67±0.000
SCoT 0-shot 68.56±0.566 61.89±0.415 64.67±0.408 61.00±0.157 77.67±0.272 74.22±0.157 82.33±0.157

Object CoT 0-shot 44.27±0.736 21.40±0.000 61.80±0.000 46.20±0.000 93.93±0.525 62.60±0.411 100.00±0.000
SCoT 0-shot 68.40±0.000 24.67±0.000 69.00±0.000 47.53±0.094 97.47±0.339 77.60±0.993 100.00±0.000

B.2 Case Study968

We conducted a detailed case study to assess the969

validity of the strategic knowledge elicited from970

the model. Figures 7 and 8 present several repre-971

sentative cases spanning math reasoning, physical972

reasoning, commonsense reasoning, multi-hop rea-973

soning, and spatial reasoning.974

C Comparison with Step-Back prompting975

We have presented the results of Step-Back in Ta-976

ble 1 and Table 2. Experimental results show that977

Step-Back Prompting performs comparably to zero-978

shot CoT, with some outcomes even falling below979

baseline.980

This method is motivated by the hypothesis981

that abstracting the original question may help the982

model focus less on superficial details and more983

on relevant knowledge. It typically involves gener-984

ating a principle (in STEM tasks) or a Step-Back985

question (in other tasks), then retrieving content 986

based on both the original and abstracted versions. 987

However, the retrieved knowledge or generated 988

principles often do not correspond to strategic 989

knowledge and frequently fail to guide effective 990

reasoning. 991

In STEM tasks, the abstraction often lacks 992

problem-solving utility. For example, in the ques- 993

tion "The price of a product is reduced by 30%. 994

By what percentage should it be increased to re- 995

turn to 100%?", a strategic solution involves setting 996

up an equation. In contrast, Step-Back produces 997

flawed reasoning: "The price is reduced to 70%, 998

so increasing it by 30% restores it to 100%." This 999

overlooks the non-linearity of percentage changes. 1000

In commonsense and multi-hop tasks, the ab- 1001

stracted questions may diverge from the original 1002

intent. For instance, the question "Are more people 1003

today related to Genghis Khan than Julius Cae- 1004
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A well is 30 meters deep. A frog at the bo�om jumps 3 meters up each day but slips back 2 meters each night. How many days w ill
it take for the frog to climb out of the well?

Math Ques�on A

To solve this problem, we need to consider the frog's daily progress.
On the first day, the frog jumps up 3 meters but slips back 2 meters, resul�ng in a net gain of 1 meter.
From the second day onward, the frog gains 1 meter each day.
The frog needs to climb a total of 30 meters to get out of the well. A�er the first day, it s�ll needs to climb 29 meters. Therefore, 
the total number of days required is 1+29=30 days.

CoT Answer

To address this problem elegantly, we can u�lize a mathema�cal model. The frog gains a net height of 1 meter each day. However, 
on the day it reaches the top of the well, it will no longer slip back down. 
Let  n represent the number of days it takes for the frog to climb out of the well. We can formulate the following inequality: n - 1 
+ 3 >= 30
This simplifies to: n >= 28. Thus, the total number of days for the frog to climb out of the well is 28 days.

SCoT Answer

How much work is required to charge a 10μF capacitor to a poten�al difference of 100V?Physical Ques�on B

Using the formula for work done by a capacitor, which is W=k×V×C, and subs�tu�ng the values, we find that 0.09J of work needs 
to be done.

CoT Answer

Using the capacitor charging formula. The formula for capacitor charging is E = (1/2)CV^2
To subs�tute the values, it needs to do 0.05J of work

SCoT Answer

Jordan plays video games for 2 hours every day. He also has a part -�me job where he earns $10 an hour. How much money would 
Jordan earn in one week if he spent his video game �me working instead?

Math Ques�on C

To calculate how much money Jordan would earn in one week if he spent his video game �me working instead, we need to follow 
these steps:
Step 1: Jordan plays video games for 2 hours every day. There are 7 days in a week, so he would work for 7 - 2 = 5 hours each day.
Step 2: Jordan earns 10 an hour. If he works 5 hours a day, his daily earnings would be 5 hours * 10/hour = 50.
To find his weekly earnings, we mul�ply his daily earnings by the number of days in a week: 50/day * 7 days/week = 350/week.

CoT Answer

Calculate the total hours he would have worked in a week by mul�plying the number of hours he plays per day by the number of
days in a week. Given: 1. Hours Jordan plays video games per day = 2 hours; 2. Days in a week = 7 days
Total hours = 2 hours/day×7 days/week = 14 hours/week
Calculate the total amount of money Jordan would have earned in one week if he worked those 14 hours. 
Total earnings = 14 hours/week ×$10/hour = $140/week

SCoT Answer

Figure 7: Comparison of the paths generated by CoT and SCoT in different domains.

sar?" is abstracted as "Who are the ancestors of1005

a large number of people today?", which fails to1006

support direct comparison. Similarly, abstracting1007

"Do the anchors on Rede Globo speak Chinese?"1008

into "What languages are commonly spoken by1009

Rede Globo anchors?" may retrieve irrelevant con-1010

tent (e.g., Portuguese), potentially misleading the1011

model.1012

Overall, while abstraction occasionally aids rea-1013

soning, it often introduces noise or misalignment.1014

In contrast, SCoT explicitly guides the model with1015

strategy, yielding better performance across tasks.1016

Moreover, Step-Back involves multi-step1017

prompting—two steps for STEM and three for1018

others—resulting in higher latency. It is also less1019

effective with smaller models, which frequently1020

fail to generate valid knowledge in the first step,1021

leading to cascading errors in subsequent steps.1022

The motivation behind SCoT is to guide models1023

in selecting the most appropriate CoT reasoning1024

path without relying on external inputs, such as user1025

feedback. As outlined in the introduction, existing1026

methods either introduce unnecessary complexity1027

or depend on external resources. In contrast, SCoT1028

offers a more efficient, lightweight approach that1029

generates higher-quality reasoning paths.1030

It is important to note that the improvements ob-1031

served in certain models are not always significant.1032

There are three primary reasons for this. First, we1033

did not provide additional external information to1034

the models; instead, we relied solely on the prompt1035

to guide the model in generating strategic knowl-1036

edge, leveraging its inherent capabilities. This ap-1037

proach makes it challenging to achieve substantial 1038

improvements without sacrificing the model’s effi- 1039

ciency in completing tasks. 1040

Second, even when applying the SCoT frame- 1041

work—prompting the model to first generate strate- 1042

gic knowledge before producing an answer—the 1043

specifics of the prompt can significantly impact the 1044

model’s performance. For instance, not all models 1045

are compatible with Markdown syntax in prompts. 1046

Since we did not optimize the prompts for each 1047

model, the current results may not reflect the best 1048

possible outcomes. 1049

Finally, the third reason may lie in the inher- 1050

ent limitations of the models themselves. Further 1051

analysis of the results revealed that while many of 1052

the strategic knowledge outputs are correct and the 1053

reasoning processes are sound, errors tend to oc- 1054

cur in the final calculations. For example, in one 1055

task requiring the calculation of 1.144, most mod- 1056

els made calculation errors, leading to incorrect 1057

answers. This type of issue is common across all 1058

models tested. 1059

D Experimental Prompts 1060

The prompt for standard zero-shot Chain-of- 1061

Thought is shown in Figure 9. Prompts for zero- 1062

shot Strategic Chain-of-Thought are displayed in 1063

Figure 10 (for math reasoning), Figure 11 (for 1064

multi-hop reasoning), Figure 13 (for physical rea- 1065

soning), Figure 12 (for commonsense reasoning) 1066

and Figure 14 (for spatial reasoning). Prompts 1067

for one-shot Strategic Chain-of-Thought are shown 1068
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Alice, Bob, and Claire are playing a game. At the start of the game, they are each holding a ball: Alice has a brown ball, Bo b has a red 
ball, and Claire has a purple ball. As the game progresses, pairs of players trade balls. First, Bob and Claire swap balls. T hen, Alice and 
Claire swap balls. Finally, Alice and Bob swap balls. At the end of the game, Claire has the 
A) brown ball; B) red ball; C) purple ball

Object Ques�on A

Let's break down the sequence of swaps:
1. Bob and Claire swap balls: Bob gets the purple ball, and Claire gets the red ball.
2. Alice and Claire swap balls: Alice gets the red ball (which Claire had just go�en), and Claire gets the brown ball.
3. Alice and Bob swap balls: Alice gets the red ball (which she had just given to Claire), and Bob gets the brown ball.
So, at the end of the game, the final posi�ons are: Claire has the purple ball.

CoT Answer

Ini�al State: Alice has a brown ball; Bob has a red ball; Claire has a purple ball
Process Exchanges: 
1. Bob and Claire swap balls: Alice s�ll has a brown ball; Bob has a purple ball; Claire has a red ball
2. Alice and Claire swap balls: Alice has a red ball; Bob has a purple ball; Claire has a brown ball
3. Alice and Bob swap balls: Alice has a purple ball; Bob has a red ball; Claire has a brown ball
Determine the Answer: The correct answer is that Claire has the brown ball.

SCoT Answer

Find out which of the following values is the mul�ple of X, if it is divisible by 9 and 12?
A) 36; B) 15; C) 17; D) 5; E) 7

Math Ques�on B

To find the mul�ple of a number that is divisible by both 9 and 12, we need to find the common mul�ple of 9 and 12. 
The least common mul�ple (LCM) of 9 and 12 can be found using the prime factoriza�on method or the LCM table.
The prime factoriza�on of 9 is 3^2, and the prime factoriza�on of 12 is 2^2 * 2 * 3. 
Since 3^2 is a factor of both 3^2 and 2^2 * 2 * 3, the LCM of 9 and 12 is 3^2 * 2^2 * 2 * 3 = 3^2 * 2^2 * 3 = 3^2 * 9 = 9^2 = 81.
Now, let's check which op�on is a perfect square of 9. Op�on B, 15, is a perfect square of 9, it is the correct answer..

CoT Answer

The problem states that X is divisible by 9 and 12. To find the mul�ple of X that fits the given condi�ons, we need to find the least 
common mul�ple (LCM) of 9 and 12.
Choose the most efficient and prac�cal approach: the LCM of 9 and 12 is 36.
Therefore, the correct answer is A) 36. 

SCoT Answer

Is shrimp scampi definitely free of plas�c?Mul�-hop Ques�on C

Shrimp scampi is a dish made with shrimp, bu�er, garlic, and some�mes lemon, usually served with pasta. The ingredients typ ically 
include fresh or frozen shrimp, bu�er, garlic, and lemon juice. There is no connec�on between shrimp scampi and plas�c, as plas�c 
is not an ingredient in this dish. Therefore, shrimp scampi is True definitely free of plas�c.

CoT Answer

Shrimp scampi usually does not contain plas�c, but contamina�on is possible. It is typically made with ingredients like shr imp, garlic,
bu�er, and parsley, which do not contain plas�c, and there are no known instances of shrimp scampi being made with plas�c-
containing ingredients. Therefore, while shrimp scampi is usually made without plas�c. So, the answer is: No.

SCoT Answer

Figure 8: Comparison of the paths generated by CoT and SCoT in different domains.

in Figure 15. The prompt for one-shot Strategic1069

Chain-of-Thought is provided in Figure 5. Fi-1070

nally, the prompts for automated Strategic Chain-1071

of-Thought are shown in Figure 6. The auto-1072

mated SCOT prompts were generated using the1073

Qwen2.5-72B model by given the idea of SCoT.1074

We did not provide pseudocode directly in the pa-1075

per; instead, we offered prompts, as utilizing these1076

prompts along with standard API call codes allows1077

for straightforward reproduction of our work.1078
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I will provide you with a math problem and 5 op�ons. Please choose 
the correct op�on from the five provided and indicate your answer 
with [Answer]op�on[Answer], such as [Answer]C[Answer]. 

Please output the answer at the end in strict accordance with the 
output format.

Problem: [Please Put Your Ques�ons Here]
Op�ons: [Please Put Your Op�ons Here]
Answer: Let's think step by step.

Zero-shot CoT template

Figure 9: An example of prompting for standard zero-shot CoT

# Role
A highly skilled mathema�cian and algorithm expert.

# Workflow
1. Analyze the problem and iden�fy any relevant mathema�cal formulas, or
approaches that might be helpful, and select the approaches that can solve the
problem.
2. Choose the most efficient and prac�cal approach. For example, when asked to find
the sum of all integers from -25 to 23, consider using the summa�on formula of
arithme�c sequence instead of simply adding the numbers one by one. The
summa�on formula of arithme�c sequence is an elegant and prac�cal solu�on, while
rudely adding the numbers is not.
3. Solve the problem step by step following the selected approach carefully.

## Rules
1. Avoid using brute force methods, as they do not reflect the professionalism.
2. Indicate your answer with [Answer]op�on[Answer], such as [Answer]C[Answer].
Please output the answer at the end in strict accordance with the output format.

## Ini�aliza�on
As <Role>, please follow <Rules> strictly. Your task is to solve the math problem
following <Workflow>.I will provide you with a problem and 5 op�ons. Please choose
the correct op�on from the five provided.

Problem: [Please Put Your Ques�ons Here]
Op�ons: [Please Put Your Op�ons Here]
Answer: Let's think step by step.

Zero-shot SCoT template

Figure 10: An example of prompting for standard Strategic Chain-of-Thought in math reasoning tasks

# Role
An expert of world knowledge with strong logical skills.

# Workflow
1. Analyze the problem and break down the complex query into simpler sub -
ques�ons.
2. Sequen�ally finding reliable answers for each sub-ques�on.
3. Integra�ng these answers to form a comprehensive. Directly answering the main
ques�on is rude, but breaking it down, answering the sub-ques�ons, and then
integra�ng the answers is elegant and prac�cal.

## Rules
1. Avoid using brute force methods, as they do not reflect the professionalism.
2. Indicate your answer with [Answer]op�on[Answer], such as [Answer]C[Answer].
Please output the answer at the end in strict accordance with the output format.

## Ini�aliza�on
As <Role>, please follow <Rules> strictly. Your task is to solve the problem following
<Workflow>.I will provide you with a problem and 5 op�ons. Please choose the
correct op�on from the five provided.

Problem: [Please Put Your Ques�ons Here]
Op�ons: [Please Put Your Op�ons Here]
Answer: Let's think step by step.

Zero-shot SCoT template

Figure 11: An example of prompting for standard Strategic Chain-of-Thought in multi-hop reasoning tasks
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# Role
An expert with world knowledge and reasoning abili�es.

# Workflow
1. Understanding the Ques�on: Iden�fy key concepts and comprehend the ques�on's
context. Ensure you grasp the main idea and any analogies being used. Search for any
concept, knowledge, or common sense related to the topic.
2. Analyzing the Op�ons: Read each choice carefully, understand its meaning, and
relate it to the ques�on's context to determine relevance.
3. Logical Reasoning: Use logical reasoning to eliminate op�ons that are clearly
irrelevant or incorrect based on the ques�on's context. Compare the remaining
op�ons to iden�fy the one that best aligns with the ques�on's requirements and the
context provided.

## Rules
1. Avoid using brute force methods, as they do not reflect the professionalism.
2. Indicate your answer with [Answer]op�on[Answer], such as [Answer]C[Answer].
Please output the answer at the end in strict accordance with the output format.

## Ini�aliza�on
As <Role>, please follow <Rules> strictly. Your task is to solve the problem following
<Workflow>.I will provide you with a problem and 5 op�ons. Please choose the
correct op�on from the five provided.

Problem: [Please Put Your Ques�ons Here]
Op�ons: [Please Put Your Op�ons Here]
Answer: Let's think step by step.

Zero-shot SCoT template

Figure 12: An example of prompting for standard Strategic Chain-of-Thought in commonsense reasoning tasks

# Role
A careful expert proficient in various world knowledge.
# Workflow
1. Careful Ques�on Analysis:

- Read the Problem and the Op�ons Carefully: Ensure you understand the background and specific ques�on being asked .
- Iden�fy Keywords: Extract key terms or phrases from the Problem and the Op�ons, try recalling their meanings .
- Understand the Problem: Ensure you clearly understand what the Problem is asking, including any specific condi�ons or 

requirements. Eliminate op�ons that are not relevant to the problem.
2. Iden�fy Relevant Knowledge and approaches:

- Recall Related Knowledge or approach: Iden�fy all the relevant concepts, principles, or formulas that might apply to the 
Problem.

- Select Appropriate Knowledge: Choose the knowledge, formulas and approaches that can solve the problem.
3. Choose the Most Efficient and Prac�cal Knowledge and Formulas: When solving the problem, select the most efficient and
prac�cal knowledge, formulas or approaches. For example, when the descrip�on of a problem is related to poten�al energy 
and kine�c energy of an object, a�er using the formula PE = mgh, carefully analyze each op�on to judge right or wrong, 
rather than relying on experience or ready-made theorems to select op�ons. 
4. Careful Applica�on of Knowledge and Formulas:

-Detailed Analysis:  When applying formulas and knowledge, pay a�en�on to the specific condi�ons and variables in the 
problem.

- Logical Reasoning: Carefully analyze each variable in the formula or methodically derive conclusions based on the 
knowledge point, ensuring the reasoning process is consistent and correct. For example, when using PE = mgh, you need to
analyze the overall effect of all variables, including m, g, and h, rather than just one variable.

## Rules
1. Avoid using brute force methods, as they do not reflect the professionalism.
2. Indicate your answer with [Answer]op�on[Answer], such as [Answer]C[Answer]. Please output the answer at the end in 
strict accordance with the output format.

## Ini�aliza�on
As <Role>, please follow <Rules> strictly. Your task is to solve the problem following <Workflow>.I will provide you with a 
problem and 5 op�ons. Please choose the correct op�on from the five provided.

Problem: [Please Put Your Ques�ons Here]
Op�ons: [Please Put Your Op�ons Here]
Answer: Let's think step by step.

Zero-shot SCoT template

Figure 13: An example of prompting for standard Strategic Chain-of-Thought in physical reasoning tasks
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# Role
A very me�culous logical Analyst.

# Workflow
1. Ini�al State: First, list the ini�al state of the balls each person has according to the
problem statement.
2. Process Exchanges: Next, carefully read the problem statement. For each exchange,
update the current state of the balls and document the result of each exchange.
3. Determine the Answer: Once all exchanges are completed, iden�fy which friend's
ball color is being inquired about in the problem statement and select the correct
answer.

## Rules
1. Avoid using brute force methods, as they do not reflect the professionalism.
2. Indicate your answer with [Answer]op�on[Answer], such as [Answer]C[Answer].
Please output the answer at the end in strict accordance with the output format.

## Ini�aliza�on
As <Role>, please follow <Rules> strictly. Your task is to solve the problem following
<Workflow>.I will provide you with a problem and 5 op�ons. Please choose the
correct op�on from the five provided.

Problem: [Please Put Your Ques�ons Here]
Op�ons: [Please Put Your Op�ons Here]
Answer: Let's think step by step.

Zero-shot SCoT template

Figure 14: An example of prompting for standard Strategic Chain-of-Thought in spatial reasoning tasks

# Role
A highly skilled mathema�cian and algorithm expert.

# Workflow
1. Analyze the problem and iden�fy any relevant mathema�cal formulas, or
approaches that might be helpful, and select the approaches that can solve the
problem.
2. Choose the most efficient and prac�cal approach. For example, when asked to find
the sum of all integers from -25 to 23, consider using the summa�on formula of
arithme�c sequence instead of simply adding the numbers one by one. The
summa�on formula of arithme�c sequence is an elegant and prac�cal solu�on, while
rudely adding the numbers is not.
3. Solve the problem step by step following the selected approach carefully.

## Demonstra�ons
Problem: [Please Put Your Demonstra�on Problem Here]
Op�ons: [Please Put Your Demonstra�on Op�ons Here]
Answer: [Please Put Your Demonstra�on Answer Here]

## Rules
1. Avoid using brute force methods, as they do not reflect the professionalism.
2. Indicate your answer with [Answer]op�on[Answer], such as [Answer]C[Answer].
Please output the answer at the end in strict accordance with the output format.

## Ini�aliza�on
As <Role>, please follow <Rules> strictly. Your task is to solve the math problem
following <Workflow>, <Demonstra�on> is some examples. I will provide you with a
problem and 5 op�ons. Please choose the correct op�on from the five provided.

Problem: [Please Put Your Ques�ons Here]
Op�ons: [Please Put Your Op�ons Here]
Answer: Let's think step by step.

One-shot SCoT template

Figure 15: An example of prompting for one-shot Strategic Chain-of-Thought
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