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Abstract001

We introduce Debate Speech Evaluation as a002
novel and challenging benchmark for assess-003
ing LLM judges. Evaluating debate speeches004
requires a deep understanding of the speech at005
multiple levels, including argument strength006
and relevance, the coherence and organiza-007
tion of the speech, the appropriateness of its008
style and tone, and so on. This task involves009
a unique set of cognitive abilities that previ-010
ously received limited attention in systematic011
LLM benchmarking. To explore such skills,012
we leverage a dataset of over 600 meticulously013
annotated debate speeches and present the first014
in-depth analysis of how state-of-the-art LLMs015
compare to human judges on this task. Our find-016
ings reveal a nuanced picture: while larger mod-017
els can approximate individual human judg-018
ments in some respects, they differ substan-019
tially in their overall judgment behavior. We020
also investigate the ability of frontier LLMs021
to generate persuasive, opinionated speech,022
showing that models may perform at a human023
level on this task. We make our code and024
data available at https://anonymous.4open.025
science/r/BenchmarkingLLMAJ-220C.026

1 Introduction027

One particularly promising application of lan-028

guage models is the LLM-as-a-Judge paradigm029

(LLMaJ), where powerful LLMs are used to evalu-030

ate responses generated by humans or other mod-031

els (Zheng et al., 2023). This approach offers a032

scalable alternative to the costly process of collect-033

ing human-written references or annotations. But034

as LLMaJ systems become more prevalent, it is035

essential to rigorously evaluate their performance036

across a broad range of challenging and cognitively037

demanding tasks.038

Debate provides a rich, structured domain for039

this purpose. Evaluating debate speeches is inher-040

ently complex and requires a nuanced assessment041

of multiple dimensions: persuasiveness, logical042
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Figure 1: Benchmarking data (1) and task (2). We
assess the judgment capabilities and behavior of LLMs
by analyzing how they rate debate speeches - long texts
that argue for or against a controversial topic.

coherence, speech structure, and tone. In other 043

words, the task demands a comprehensive under- 044

standing of long-form argumentation, making it a 045

compelling testbed for LLMaJ systems. 046

In this work, we introduce a novel benchmarking 047

task for LLM judges: evaluating long-form debate 048

speeches that argue for or against controversial top- 049

ics (Figure 1). This task involves unique cognitive 050

challenges, such as comprehending the strength of 051

the arguments and their relevance - abilities that re- 052

main unexplored by common judge benchmarking 053

tasks like question-answering (Zheng et al., 2023) 054

or summarization (Wang et al., 2025). We focus 055

our investigation on the following questions: 056
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• Q1: How do LLM judges perform in the task057

of debate speech evaluation?058

• Q2: In what ways does their judgment behav-059

ior differ from that of human judges?060

We present the first comprehensive and system-061

atic evaluation of LLM judges on debate speech062

rating. To assess this challenging and nuanced judg-063

ment task, we leverage a unique dataset of over064

600 speeches (Slonim et al., 2021), carefully anno-065

tated by many human raters, yielding a high-quality066

benchmark for evaluating LLM judges.067

Using this dataset, we conduct a series of exper-068

iments involving 23 models of various sizes and069

types, including state-of-the-art reasoning LLMs.070

Our findings indicate that some LLMs align well071

with individual human annotators; size proves cru-072

cial, as models with fewer than 7B parameters con-073

sistently underperform. However, a closer analysis074

reveals that even the strongest LLM judges devi-075

ate from human judging behavior: while they of-076

ten agree with humans on the relative ranking of077

speeches, they tend to assign systematically lower078

scores.079

After measuring the performance and behavior080

of LLMs as judges, we pose an additional question:081

• Q3: How do speeches by state-of-the-art082

LLMs compare to human speeches?083

Our analysis reveals that judges rate speeches084

by GPT-4.1 higher than those of human expert de-085

baters. This result demonstrates the impressive de-086

bating capabilities of modern LLMs. At the same087

time, it raises important social concerns regarding088

the potential misuse of LLMs.089

To conclude, our contributions are as follows:090

• We propose debate speech evaluation as a091

novel and challenging benchmark for the092

LLM-as-a-Judge paradigm.093

• We present the first comprehensive evaluation094

of LLM judging capabilities on this task, us-095

ing complex, carefully annotated, debate data.096

• We analyze systematic differences between097

human and LLM judgments, and show that098

state-of-the-art models may surpass humans099

in composing argumentative text.100

2 Related Work 101

LLM-as-a-judge The LLM-as-a-judge (LLMaJ) 102

paradigm uses strong LLMs to assess or compare 103

the output of other models or human-authored con- 104

tent. Recent works use it to aid or replace human- 105

written references in various tasks. Some examples 106

are evaluation of retrieval-augmented generation 107

(Es et al., 2023), question-answering (Zheng et al., 108

2023; Asai et al., 2024) and writing (Shao et al., 109

2024; Chiang and Lee, 2023). 110

With LLMaJ becoming increasingly prevalent, 111

properly evaluating the judges becomes crucial. Re- 112

cent works attempt to benchmark LLMs judging ca- 113

pabilities in various areas. JudgeBench (Tan et al., 114

2024) is an LLMaJ benchmark that focuses on cre- 115

ating pairs of challenging responses, where the 116

judge has to identify the correct answer. Another 117

notable example is MM-Eval (Son et al., 2025), 118

which focuses on multilingual tasks. Besides gen- 119

eral benchmarking, many works are dedicated to 120

analysing certain biases and issues associated with 121

LLM judges, such as positional bias (Wang et al., 122

2023), verbosity bias (Saito et al., 2023), self-bias 123

(Xu et al., 2024) or an excessive focus on style and 124

grammar (Wu and Aji, 2023). 125

In our work, we explore the evaluation of long- 126

form debate speeches, comparable in length to real- 127

world texts such as opinion articles. This setting 128

poses a unique challenge for LLMaJ, as it requires 129

reasoning over both local properties, such as the 130

strength and clarity of individual arguments, and 131

more holistic dimensions, including the overall per- 132

suasiveness of the discourse. These aspects have 133

not yet been comprehensively benchmarked in the 134

context of LLMaJ. 135

Argumentative text evaluation Multiple works 136

in the field of computational argumentation 137

(Wachsmuth et al., 2017) have explored the qual- 138

ity of individual arguments (Toledo et al., 2019; 139

Gretz et al., 2020; Durmus et al., 2024; Habernal 140

and Gurevych, 2016). With the increased long- 141

context capabilities of LLMs, researchers have be- 142

gun exploring lengthy argumentative texts, apply- 143

ing LLMs to evaluate entire debates. A notable 144

thread of research is using LLMs to determine the 145

winner in a debate between two sides. Rescala 146

et al. (2024) provide debater exchanges to a model 147

and prompts it to predict the victor. Liang et al. 148

(2024) introduce a more sophisticated architecture 149

that addresses long context length challenges in 150

multi-round debates. Their model evaluates the de- 151
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bate speech by speech, using analysis of previous152

speeches rather than the entire debate history. Liu153

et al. (2024) analyze how several LLMs (GPT-3.5,154

GPT-4, and Llama-2-70B) predict debate winners155

and study their biases.156

Picking a debate winner, however, is a coarse157

measurement that hides much information and of-158

fers limited interpretability. Furthermore, existing159

debate datasets are either small in scale (Ruiz-Dolz160

et al., 2021) or lack absolute quality annotations161

for individual participants (Liang et al., 2024; Dur-162

mus and Cardie, 2018). In this regard, the dataset163

introduced by Slonim et al. (2021) stands out: each164

speech was assessed by multiple human annotators,165

yielding detailed and reliable quality judgments.166

In this work, we are the first to use this richly an-167

notated dataset as a benchmark to evaluate the judg-168

ing capabilities of modern LLMs. To our knowl-169

edge, this constitutes the first large-scale bench-170

marking effort focused on quality scores for long171

debate speeches.172

3 Speech Quality Dataset173

In our work, we use the data collected by Slonim174

et al. (2021) to benchmark LLM judges. The data175

was initially collected to evaluate Project Debater,176

a system developed by IBM to participate in a com-177

petitive debate against humans. It includes hun-178

dreds of annotated debate speeches covering vari-179

ous topics (e.g., “We should further exploit genetic180

engineering”). The speeches were composed by181

Project Debater and various baselines, including182

human expert debaters and automated pipelines.183

Each speech in the dataset was carefully rated184

by 15 experienced human annotators. Given the185

speech and the topic of the debate, the annotators186

were asked to score the following statement on a187

Likert scale between 1 and 5: “This speech is a188

good opening speech to support the topic”, as pre-189

sented in Figure 1. Slonim et al. further employed190

additional measures to ensure the annotation qual-191

ity, such as “control” speeches added to identify192

unreliable annotators.193

In this study, we use 631 speeches from this194

dataset (see Appendix A). Table 1 outlines the prop-195

erties of the data.196

Speech Sources The data includes 152 speeches197

transcribed from recordings of human expert de-198

baters. In addition, it uses speeches generated by199

six synthetic pipelines: (1) Summit — based on200

extractive summarization (Feigenblat et al., 2017),201

Speech Quality Dataset

# Speeches 631
# Human-written speeches 152
# Synthetic speeches 479

# Topics 76
# Speeches-per-topic (mean) 8.3

# Annotators-per-speech 15
# Words-per-speech (mean) 613.8

Table 1: Speech Quality Dataset statistics.

(2) Arg-Search — using argument mining tech- 202

niques (Stab et al., 2018), (3) Speech-GPT2 — 203

generated with GPT-2 (Radford et al., 2019), (4)- 204

(5) Arg-Human1 and Arg-Human2 — formed 205

by concatenating human-written arguments, and 206

finally (6) Project Debater — an automatic debate 207

system. 208

The different sources exhibit varying levels 209

of “artificiality”: speeches of some sources (e.g., 210

Speech-GPT2) are entirely artificial, while others 211

are partly artificial (e.g., Arg-Human1,2), alongside 212

152 completely human-authored speeches. This di- 213

versity gives the data a rich variety of writing styles 214

and qualities. We provide additional details regard- 215

ing the different sources in Appendix A. 216

As the data was originally collected for Slonim 217

et al. (2021), its construction relied on the most ad- 218

vanced models available at publication time (GPT- 219

2). Therefore, it lacks annotations for current 220

state-of-the-art LLMs. We complement this by pre- 221

senting new experiments with GPT-4.1-generated 222

speeches in Section 5.3. 223

4 Experimental Setup 224

We run a series of experiments to assess the per- 225

formance of judges (Q1) and assess their behavior 226

(Q2). These experiments involve running multiple 227

LLMs as judges on the speech dataset and mea- 228

suring their agreement with humans. Finally, we 229

use GPT-4.1 to generate speeches, which we then 230

evaluate with the highest-performing judges (Q3). 231

Judge models Our experiments encompass 23 232

models of different sizes, families, and licensing 233

types (both proprietary and open), including state- 234

of-the-art generative and reasoning models. We 235

use various sizes of Qwen-2.5, Llama-3.1, Llama- 236

3.2, and Llama-3.3. Additionally, we incorporate 237

Claude-3.5, GPT-4o, and GPT-4.1 models. We also 238
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Figure 2: We compare LLM-human agreement in two ways: Kappa scores (Figure 2a) and Kendall’s Tau with
average human scores (Figure 2b). Both show that larger models do better on this task, with a notable jump at 7B.

employ four reasoning models: Claude-3.7-Sonnet,239

o3, o3-mini, and o4-mini. Appendix B describes240

additional details regarding execution.241

Prompts The prompt for the judge models fol-242

lows the instructions given to human annotators243

in Slonim et al. (2021). It asks the model to score244

input speeches on a scale of 1 to 5. We also create a245

variant of this prompt that requires judges to justify246

their scores. Prompts are provided in Appendix B.247

Agreement metrics We define the following248

metrics for measuring agreement on speech rat-249

ings. Following Slonim et al. (2021), we employ250

weighted Kappa agreement. For human annotators,251

we identify pairs who share at least 50 speeches252

(termed the “minimal-sample” threshold) and cal-253

culate their average pairwise agreement scores. We254

use a leave-one-out approach to evaluate LLM255

judges: for each human pair, we substitute one256

annotator with an LLM and measure agreement257

on the same speech set. We perform this substitu-258

tion for both positions in each pair and average the 259

pairwise agreements. 260

Even when enforcing a minimal-sample value, 261

the number of shared speeches per annotator pair 262

remains small, which could introduce noise. We 263

therefore employ an additional, more robust metric 264

that measures ranking correlation between an LLM 265

judge and the average of 15 human annotations 266

per speech, over the entire set of speeches. We 267

use the Kendall’s Tau-C correlation metric as it can 268

handle agreement between variables with different 269

possible values – in our case, a continuous variable 270

(the average human scores) and a categorical one 271

(the LLM judge scores). 272

Speech generation We use GPT-4.1 to generate 273

new speeches. We request the model to generate a 274

600-word speech about a given debate topic. Ap- 275

pendix C shows the prompt used for this step, along 276

with additional technical details regarding maintain- 277

ing the length limit of the speeches. 278
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Figure 3: LLMs, especially stronger ones, generally align better with human annotators when using CoT prompting.

5 Results279

5.1 Judge Performance Evaluation280

Humans vs. LLM judges We start by analyzing281

the judges’ performance in Figure 2a, aiming to282

examine to what extent the judges are comparable283

with human annotators, and can replace them on284

this task. It presents the average pairwise Kappa285

agreement between humans, along with results286

from repeating the experiment while replacing one287

annotator with various LLM judges (as described288

in Section 4). Our results indicate that there are289

LLM judges who perform on par with humans,290

with some, like Qwen-72B, even surpassing human291

performance.292

Are stronger models better? Figure 2a shows293

that models larger than 7B are generally more capa-294

ble on this task. However, smaller models such as295

Qwen-7B and Qwen-14B outperform considerably296

stronger and more advanced models like GPT-4o.297

To address potential noise from the limited number298

of speeches shared between annotator pairs, we299

introduce a more robust analysis. As described in300

Section 4, we compute the agreement between av-301

erage human scores per speech and LLM judges302

using Kendall’s Tau-C.303

Figure 2b shows the results of this experiment304

across the entire dataset. Like 2a, these additional305

findings confirm that larger LLMs generally show306

higher agreement with humans, aligning well with307

expectations based on model size and capability.308

Yet, we observe that some state-of-the-art models,309

such as o3, still underperform on this task.310

Enhancing zero-shot judges Inspired by recent311

works (Liu et al., 2023; Luo et al., 2023), we test312

whether Chain-of-Thought (CoT) prompting can313

-1 1 2 3 4 5
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Human
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Figure 4: Strong LLM judges tend to give lower scores
than human annotators (-1 signifies parsing issues). Re-
sults for all judges are shown in Appendix F.

help to improve the performance of LLM judges. 314

To this end, we repeat the previous experiment 315

using a CoT variant of our prompt (available in 316

Appendix B). Figure 3 presents our results. We ob- 317

serve that for most larger models, CoT prompting 318

offers a slight improvement. Interestingly, it de- 319

grades some of the smaller judges. We hypothesize 320

that some performance decrease could be attributed 321

to increased parsing issues (see Appendix D for fur- 322

ther analysis). 323

We make an additional attempt to improve the 324

LLM judges through ensembling, which we de- 325

scribe in Appendix E. 326

5.2 Judge Behavior Analysis 327

Judge score distributions Figure 4 presents the 328

distribution of speech scores given by various LLM 329
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(b) Strong judges’ rating of speeches from different sources.

Figure 5: Judge ratings of different speech sources, compared to human ratings (rightmost panels). Text in gray
shows the Pearson correlation of human and LLMs mean scores across sources. As models become more capable,
they rank speeches from different sources more similarly to how humans do. Interestingly, while stronger models
align with humans on the relative ranking of speeches, they tend to assign lower overall scores to synthetic data.

judges and human annotators. We observe that330

stronger LLMs (larger than 7B) generally give the331

speeches lower scores. This is interesting, given the332

results presented in Figure 2b, which show that the333

same models have high agreement with humans on334

speech rankings. We conclude that LLM score dis-335

tributions are not well aligned with humans, even336

when the LLMs capture a similar instance-level337

ranking to humans.338

The score distribution helps explain why some339

LLMs outperform others in one metric but not in340

another. We observe that models whose score dis-341

tributions resemble those of humans generally ob-342

tain better Kappa scores, even if their agreement343

on the speech ranking is relatively low. For ex-344

ample, Llama-3.1-8B has a higher Kappa agree-345

ment than Llama-3.1-70B, but a lower Kendall’s346

tau score. This could be attributed to Kappa normal-347

izing agreement based on the expected agreement348

by chance, which is derived from the scores distri-349

bution. This is in contrast to Kendall’s tau, which350

is a non-parametric measure of agreement.351

Speech source analysis Evaluating debate352

speech quality is a complex task, requiring at-353

tention to both local aspects (such as argument354

strength) and holistic elements like coherence and 355

flow. As described in Section 3, the benchmark 356

data includes speeches from various sources with 357

different levels of artificiality. Some sources con- 358

tain entirely generated texts (like Speech-GPT2, 359

which may have better flow but weaker arguments), 360

while others automatically construct speeches us- 361

ing human-written arguments (which may have 362

stronger arguments but are harder to follow). Study- 363

ing modern LLM judges across these different 364

sources could reveal insights into their judging 365

behavior and which qualities they value most in 366

effective debate speeches. 367

In Figures 5a and 5b, we present the average 368

scores that LLMs and human judges assign to 369

speeches from different sources. The rightmost 370

panels present the average human scores, taken 371

from Slonim et al. (2021). Figure 5a compares 372

models from the Qwen family. We see that as 373

models grow in size, their rating of speeches from 374

different sources increasingly resembles the rating 375

given by humans; we also again observe a turning 376

point occurring around the 7B mark, as described 377

in Section 5.1. 378

In line with the general score distributions pre- 379
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Figure 6: Strong judges rate speeches generated by GPT-
4.1 higher than those by human-expert debaters.

sented in Figure 4, models that strongly align with380

humans (such as Qwen-72B) tend to assign lower381

scores. Interestingly, this is most prominent for382

speeches from synthetic sources: While Qwen-72B383

gives human speeches an average score of ∼4 (akin384

to human annotators), it gives artificial speeches385

(like speech-GPT2) a score of ∼1.5 (almost two386

points lower than human judges!). We also note387

that the score gap for partially artificial sources388

(like Arg-Human2) is not as dramatic. As shown389

in Figure 5b, other strong judges exhibit similar390

scoring patterns. We provide examples of speeches391

from different sources in Appendix H.392

Our findings could be explained by stronger393

judges showing a more decisive behavior, amplify-394

ing the gap between strong and weak “systems” (in395

our case, groups of speeches; see Gera et al., 2024).396

Another factor that might contribute to the differ-397

ence between human and LLM judges’ behaviour398

is that, in contrast to LLMs, multiple humans anno-399

tate the same speech, smoothing out extremes and400

biases of individual judges.401

5.3 Speech Quality of Modern LLMs402

Having established that certain LLM judges403

strongly agree with humans, we examine how404

the best-performing judges from each family405

(those with the highest Tau-C correlation) evalu-406

ate speeches generated by a SOTA model. We use407

GPT-4.1 to generate 152 speeches (two per debate408

topic, similarly to speeches by humans) and com-409

pare their average rating to that of human speeches.410

The generation prompt is provided in Appendix C.411

Our results, presented in Figure 6, indicate a412

strong preference for GPT-4.1 speeches over those 413

authored by humans. This is in stark contrast to 414

the results in Section 5.2, where older synthetic 415

sources were given a very low rating. All five mod- 416

els, including those not subject to self-bias like 417

Claude-3.7 and Llama-3.3-70B, rated the gener- 418

ated speeches higher than the human-authored ones. 419

While we lack human annotations for further verifi- 420

cation, these results demonstrate the rapid progress 421

of generative models in recent years. More impor- 422

tantly, the ability of these models to argue contro- 423

versial topics more effectively than human experts 424

raises concerns about their safe deployment and 425

potential misuse. We provide an example of a GPT- 426

4.1 generated speech in Appendix H, Figure 19. 427

5.4 Judge Reasoning Analysis 428

In this section, we drill down into the differences 429

in scores that LLM judges assign to speeches from 430

various sources. To better understand these dif- 431

ferences, we apply Key Point Analysis (Bar-Haim 432

et al., 2020a,b) to chain-of-thought explanations 433

generated by Llama-3.3-70B, one of the capable 434

judges we examine in Sections 5.2 and 5.3. Key 435

Point Analysis (KPA) is a summarization technique 436

used to compress a corpus of texts into a group of 437

concise pro (positive) and con (negative) key points. 438

We use it to identify a canonical group of expla- 439

nations or justifications the judge provides for its 440

speech scores. Appendix G contains additional im- 441

plementation details, along with similar results for 442

two more judge models. 443

Figure 7 shows the distribution of the three most 444

common pro and con explanations across speech 445

sources. We first note that the proportion of positive 446

key points per source aligns with the judge’s rating 447

in Sections 5.2 and 5.3. Additionally, we see that 448

some key points focus on more holistic aspects of 449

the speech, such as persuasiveness, relevance, and 450

coherence (e.g., “Overall, the speech is a coherent 451

opening”), while others, like “The speech provides 452

strong arguments” have a more local scope (spe- 453

cific arguments or points in the speech). Table 2 454

in Appendix G presents a more detailed list of pro 455

and con key points, providing further insight into 456

the evaluation criteria employed by the judge. We 457

observe that less frequent key points reflect more 458

nuanced aspects — including remarks like “The 459

use of evidence shows thorough preparation” and 460

“The points are not well-developed”. 461

In addition, the key points indicate that GPT-4.1 462

speeches are the most coherent and clear. This is 463
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Overall, the speech is a coherent opening. The content supports the topic. The speech provides strong arguments. Other (pro)

The speech lacks a clear and focused argument. It lacks persuasive reasoning. The speaker's points are often confusing. Other (con)

0% 20% 40% 60% 80% 100%

Speech-GPT2
Arg-Human1

Project Debater
Human expert

gpt-4.1

Figure 7: Distribution of the top three pro and con key points in Llama-3.3-70B’s chain-of-thought explanations,
grouped by source. Other (pro) and Other (con) denote less frequent points. The relative share of positive key points
per source reflects the judge ratings discussed in Sections 5.2 and 5.3.

unsurprising, considering how the speeches were464

constructed. For example, Arg-Human1 speeches465

consist of automatically concatenated arguments466

supporting the topic, while human speeches are467

transcribed from recordings. In Appendix H, we468

provide examples of multiple speeches that show469

the far more constructed and organized GPT-4.1470

speeches. The most notable difference is the divi-471

sion into paragraphs and a clear structure, includ-472

ing an opening, three arguments, and a summary.473

Given that LLM judges are notoriously known to474

be biased towards stylistic properties (Wu and Aji,475

2023), this may be one of the reasons that speeches476

by GPT-4.1 receive higher scores.477

6 Discussion478

In this work, we set out to test LLMs on debate479

speech evaluation, a challenging task that demands480

a nuanced understanding of long texts as well as481

a combination of multiple analysis and reasoning482

skills. Indeed, our findings show that this task is483

strictly the purview of larger (7B+ parameters) and484

more capable models. Moreover, we find that some485

state-of-the-art LLMs, such as o3, still underper-486

form on this challenging evaluation task.487

The comparison of LLM judges to high-quality488

human annotations reveals some complex patterns.489

On the one hand, some LLMs are on par with indi-490

vidual humans in terms of instance-level agreement,491

occasionally even surpassing the performance of492

the typical human annotator. On the other, our493

deeper analysis demonstrates that all judges dif-494

fer starkly from humans in their judgement be-495

haviors – LLM judges assign lower evaluation496

scores overall, and draw sharper distinctions be-497

tween "strong" and "weak" speeches, potentially498

exaggerating performance gaps in ways that dif-499

fer from human annotators. Moreover, judges still500

fail to accurately replicate the system-level rank-501

ing of speech sources given by humans. These502

patterns echo recent works on the distinctions be- 503

tween system-level and instance-level judgment 504

performance (Gera et al., 2024; Gao et al., 2024). 505

Importantly, they point to open questions around 506

the design of LLM-as-a-Judge evaluation pipelines 507

and whether current methods adequately reflect 508

nuanced human judgments. 509

Our results in Section 5.3 indicate that modern 510

LLMs can outperform humans in generating high- 511

quality speeches. This raises concerns about mis- 512

use, particularly in settings where persuasive lan- 513

guage could be weaponized by malicious actors. At 514

the same time, it highlights promising applications 515

in writing support or educational tools. 516

Future work Improving the judging capabilities 517

of smaller models remains an important goal. Fur- 518

ther research is also needed to better align LLM 519

judgment behavior with human evaluations, partic- 520

ularly in capturing nuanced patterns and system- 521

level preferences. Finally, future work may explore 522

enabling LLM judges to rate distinct aspects of 523

speech quality, such as rhetorical style or coher- 524

ence, rather than relying solely on an overall score. 525

7 Conclusion 526

We present a novel benchmarking task for the LLM- 527

as-a-Judge paradigm: rating long debate speeches 528

arguing for or against a controversial topic. We 529

conduct the first large-scale evaluation of judges 530

in this challenging task and reveal a nuanced pic- 531

ture. While larger LLMs often align with human 532

ratings at the instance level, they exhibit a tendency 533

to be more critical, especially toward lower-quality 534

speeches. Our findings also reveal that modern 535

LLMs may surpass humans in argumentative writ- 536

ing — a result that underscores both the impressive 537

capabilities and the potential risks of such systems. 538

8



Limitations539

Data-related limitations In this work, we bench-540

mark LLMs using data collected by Slonim et al.541

(2021). This imposes some limitations on our542

experiments. First, multiple quality dimensions,543

such as relevance, style, factuality, and argument544

strength, are all combined into a single score. This545

may introduce interpretability challenges, which546

we aim to address in Section 5.4. Second, the547

data by Slonim et al. (2021) does not contain an-548

notations for speeches by current state-of-the-art549

models. We try to address this gap in Section 5.3550

by generating additional speeches using the state-551

of-the-art GPT-4.1. Moreover, analyzing how LLM552

judges rate synthetic outputs from older and newer553

models offers valuable insight into the qualities554

they prioritize in a speech, as seen in Section 5.4.555

Finally, in line with the data, we focus solely556

on opening debate speeches. This neglects the557

complexities of evaluating subsequent turns in de-558

bate, where arguments and counterarguments build559

upon each other. Evaluating LLMs’ ability to judge560

multi-turn debate dynamics remains an open chal-561

lenge.562

Variety of tested judges In this work, we focus563

exclusively on prompted judges, as they allow for564

the use of complex, instruction-like prompts that565

closely resemble those given to human annotators566

(Slonim et al., 2021). Evaluating the performance567

of fine-tuned judges — such as Prometheus (Kim568

et al., 2024) and LMUnit (Saad-Falcon et al., 2024)569

— on the task of rating debate speeches is left for570

future work. Reward models are trained for rela-571

tive preference and are therefore unsuitable for the572

settings examined in this work.573

SOTA speeches evaluation In Section 5.3,574

we use five high-performing judges to analyze575

speeches authored by GPT-4.1. While our exper-576

iments show these models align well with human577

judges, we acknowledge that actual human anno-578

tation of this specific data could yield different579

results. Specifically, as we point out in Section580

5.4, stylistic bias (Wu and Aji, 2023) may have581

contributed to the higher score of these speeches.582

In adddition, judges from the GPT-4.1 series may583

be biased towards self-generated texts (Xu et al.,584

2024).585

Ethics Statement 586

We make our data and code publicly available to 587

ensure long-term reproducibility and enable oth- 588

ers to build upon our work. The released speeches 589

were collected by Slonim et al. (2021), which exam- 590

ines ethical concerns regarding the data annotation. 591

Our analysis reveals potential risks of LLM misuse, 592

though we recognize that studying these risks poses 593

its own ethical challenges. For example, our find- 594

ings could be used to identify models that excel at 595

generating persuasive text beyond human capabili- 596

ties and misuse them. This underscores the critical 597

need for robust system safeguards and ethical de- 598

ployment guidelines to prevent dangerous use. We 599

used AI assistants for grammatical corrections and 600

code writing (e.g., GitHub Copilot). 601
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A Additional details on the data783

We take the benchmarking data in this study from784

Slonim et al. (2021). Specifically, we use "Pipeline-785

set-1," a subset containing the most human-786

authored speeches. We removed 78 speeches that787

were used for vetting the annotation process, as788

these were designed to receive lower scores and789

identify poor quality annotations. We also excluded790

speeches from two topics — "We should increase791

airport racial profiling in the United States" and792

"We should subsidize the human mission to Mars" —793

since they lacked speeches from both Arg-Human1794

and Arg-Human2.795

Synthetic speech sources The following is a de-796

tailed review of the automatic pipelines used for797

speech generation:798

Imagine the following scenario. You are in the audience of a competitive debate
between two opposing speakers on the specified topic. The first speaker delivers
the opening speech, aiming to persuade the audience to support the topic.
Please carefully read the topic and the transcript of this opening speech provided
below.

Here is the topic:
<topic>
{TOPIC}
</topic>

Here is the speech to be evaluated:
<speech>
{SPEECH}
</speech>

Your task is to indicate to what extent you agree or disagree with the statement:
"This speech is a good opening speech for supporting the topic."

Please select one of the following options:
1 = Strongly disagree
2 = Disagree
3 = Neither agree nor disagree
4 = Agree
5 = Strongly agree

Provide your score in the following format:
<score>
[Insert a single number between 1 and 5]
</score>

Figure 8: Speech scoring prompt. We give LLM judges
a speech and its topic, and instruct them to rate it. The
instructions closely follow the ones given to human
annotators in Slonim et al. (2021).

Imagine the following scenario. You are in the audience of a competitive debate
between two opposing speakers on the specified topic. The first speaker delivers
the opening speech, aiming to persuade the audience to support the topic.
Please carefully read the topic and the transcript of this opening speech provided
below.

Here is the topic:
<topic>
{TOPIC}
</topic>

Here is the speech to be evaluated:
<speech>
{SPEECH}
</speech>

Your task is to indicate to what extent you agree or disagree with the statement:
"This speech is a good opening speech for supporting the topic."

Please select one of the following options:
1 = Strongly disagree
2 = Disagree
3 = Neither agree nor disagree
4 = Agree
5 = Strongly agree

Before providing your final score, use the scratchpad to justify your evaluation.
<scratchpad>
[Provide 1-2 sentences of justification here]
</scratchpad>

After completing your justification in the scratchpad, provide your final score. Your
score should be a single number between 1 and 5, with no additional text,
explanation, or justification.

Provide your score in the following format:
<score>
[Insert a single number between 1 and 5]
</score>

Figure 9: Chain of Thought (CoT) speech scoring
prompt. We request the LLM judge to give a short
justification for the given score.
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You are tasked with writing an opening speech for a competitive debate. Your goal
is to craft a compelling 600-word speech supporting the following topic:

<topic>
{{TOPIC}}
</topic>

Remember, your task is to present the strongest possible case for the given topic,
regardless of your personal stance.
Now, present your opening speech within <speech> tags.

Figure 10: Speech generation prompt, requesting the
model to generate a 600-word speech supporting a cer-
tain topic (e.g., "We should abandon social media").

• Summit An extractive multi-document sum-799

marization system (Feigenblat et al., 2017).800

Given a topic, it selects relevant sentences and801

constructs a summary to serve as the speech.802

• Arg-Search Based on the ArgumenText803

project (Stab et al., 2018), which provides804

APIs for various argument mining tasks.805

Speeches are created by retrieving and com-806

bining arguments from ArgumenText in re-807

sponse to queries about a debate topic.808

• Speech-GPT2 Speeches generated by a GPT-809

2 model (Radford et al., 2019) fine-tuned on a810

dataset of speeches (Orbach et al., 2020).811

• Arg-GPT2 A GPT-2 model (Radford et al.,812

2019) fine-tuned on a dataset of arguments813

from Gretz et al. (2020). Speeches are formed814

by automatically concatenating arguments815

generated by the fine-tuned model.816

• Arg-Human1, Arg-Human2 Speeches com-817

posed of automatically concatenated, crowd-818

sourced arguments on debate topics featured819

in the data. Arguments are sourced from Gretz820

et al. (2020) for Arg-Human1 and Ein-Dor821

et al. (2020) for Arg-Human2.822

• Project Debater A system developed by IBM823

to compete in debates against humans (Slonim824

et al., 2021). It processes large text collec-825

tions, extracts relevant arguments, and gener-826

ates speeches on a given topic.827

B Judges implementation details828

Figure 8 presents the prompt used for the zero-shot829

experiment, while Figure 9 presents its Chain of830

Thought (CoT) variation. In all experiments, we831

run Llama and Qwen models larger than 8B pa-832

rameters using a quantized implementation (4bit).833

The temperature for all baselines is 0.01 and the 834

maximal context length is 4096. 835

C Speech generation implementation 836

Figure 10 presents the prompt we use for speech 837

generation. It requests the generation model to pro- 838

duce a 600-word speech supporting a specific de- 839

bate topic (e.g., "We should subsidize higher educa- 840

tion"). We use GPT-4.1 for the generation process, 841

and create two speeches for each topic (similarly to 842

human-authored speeches). For this step, we select 843

a temperature of 1 and a maximal context of 1024. 844

In case a generated speech exceeds the allowed 600 845

words, we iteratively remove sentences from its 846

end until it complies with the required length. 847

D Parsing errors 848
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Figure 11: Number of parse errors for different prompt
variations. "No-CoT" refers to the prompt described by
Figure 8 and "CoT" to the prompt described by Figure
9. We note that parsing errors mostly occur with smaller
models and could largely vary with the prompt. In
general, results for the CoT prompt seem to be more
challenging to parse.

When the judge’s response cannot be parsed, we 849

assign the relevant speech a score of -1. Figure 850

11 presents the number of parsing errors for both 851

prompt variations. We exclude models with fewer 852

than 10 parsing errors for better readability. We ob- 853

serve that CoT prompting introduces parsing issues 854

for some of the smaller models. The only excep- 855

tions are Llama-3.2-1B and GPT-4.1-nano, whose 856

parsability is significantly improved by using CoT. 857
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Figure 12: Results for two judge ensembles and their
individual parts: Figure 12a shows an ensemble of rela-
tively weak models (with 0.1 < tau < 0.5) and Figure
12b shows a larger ensemble of more capable judges
(with tau > 0.5). Our results indicate that ensem-
bling judges is a non-trivial enhancement technique,
and might be beneficial only in certain cases.

E Judge ensembling858

We inspect ensembling - aggregating the results of859

multiple diverse judges - as a means to improve860

LLM rating on this task. We examine two judge861

ensembles, divided according to their performance862

in the experiment presented in Figure 2b. (1) Weak863

judges: all models with 0.1 < tau < 0.5 (2)864

Strong judges: all models with tau > 0.5. Figure865

12 presents results for both ensembles. We observe866

that ensembling the set of relatively weak models867

(GPT-4.1-nano, Qwen-2.5-7B, and Llama-3.1-8B)868

offers a slight improvement of 5 points. Interest-869

ingly, ensembling models with tau > 0.5 has no870

effect. These findings demonstrate that model en-871

sembling is a complex technique which can be872

beneficial in some scenarios but not in others.873

F Additional judges scores distributions874

In Section 5.2, we discuss the score distribution for875

a subset of the assessed judges. The same analysis876

for all judges is provided in Figure 13.877
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Figure 13: Judge scores distributions. Strong LLM
judges tend to give lower scores than humans (-1 signi-
fies parsing issues)

You will be given a paragraph to rephrase. Your task is to rewrite the paragraph
using shorter sentences, where each sentence captures a single idea. The content
and meaning of the original paragraph should be preserved in your rephrased
version.

Here is the paragraph you need to rephrase:

<original_paragraph>
{PARAGRAPH}
</original_paragraph>

Follow these steps to complete the task:

1. Read the paragraph carefully to understand its main ideas and content.
2. Break down the information into individual concepts or points.
3. Rewrite each concept as a separate, concise sentence.
4. Ensure that each sentence conveys only one main idea.
5. Maintain the logical flow and connection between sentences.
6. Double-check that all information from the original paragraph is included in your
rephrased version.
7. Verify that the overall meaning and intent of the original paragraph are
preserved.

Remember:
- Keep sentences short and to the point.
- Use clear and simple language.
- Avoid complex sentence structures or multiple clauses.
- Do not add any new information that wasn't in the original paragraph.
- Do not omit any important details from the original paragraph.

Present your rephrased paragraph in the following format:

<result>
[Insert your rephrased paragraph here]
</result>

Before submitting your final answer, review your rephrased paragraph to ensure it
accurately represents the content of the original while using shorter, more focused
sentences.

Figure 14: Key point preprocessing prompt: To improve
key-point analysis, we convert chain-of-thought reason-
ing into shorter, clearer sentences that justify the speech
score.
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Overall, the speech is a coherent opening. The speech provides strong arguments. The content supports the topic. Other (pro)

The speech lacks a clear and focused argument. It lacks persuasive reasoning. The delivery of the speech is somewhat disorganized. Other (con)
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Figure 15: Distribution of the top three pro and con key points in GPT-4.1-mini’s chain-of-thought explanations,
grouped by source. Other (pro) and Other (con) denote less frequent points. The relative share of positive key points
per source reflects the judge ratings discussed in Sections 5.2 and 5.3

It presents a clear stance. The speech provides strong arguments. The content supports the topic. Other (pro)

It lacks persuasive reasoning. The speech lacks a clear and focused argument. The speaker's points are often confusing. Other (con)
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Figure 16: Distribution of the top three pro and con key points in Qwen-32B’s chain-of-thought explanations,
grouped by source. Other (pro) and Other (con) denote less frequent points. The relative share of positive key points
per source reflects the judge ratings discussed in Sections 5.2 and 5.3

Pro key points Con key points

The speech provides strong arguments. The speech lacks a clear and focused argument.
The content supports the topic. It lacks persuasive reasoning.
Overall, the speech is a coherent opening. The speaker’s points are often confusing.
The argument for reform is strong. The delivery is somewhat disorganized.
It presents a clear stance. There is no cohesive narrative.
It is well-structured. There is no clear thesis statement.
The delivery is persuasive. The points are not well-developed.
The use of evidence shows thorough preparation. The tone of the speech is inconsistent.
It clearly explains the benefits of socialism. The arguments are somewhat repetitive.
The speech stays focused on the topic. The speaker does not give a strong opening.

Table 2: Top ten pro and con key points.

G KPA: Additional details878

In Section 5.4, we describe how we use Key Point879

Analysis (KPA) to interpret scores assigned by one880

of our strongest identified judges, Llama-3.3-70B,881

with CoT prompting. The analysis is designed for882

texts with relatively short sentences, such as argu-883

ments or product reviews. To better support this884

analysis, we use GPT-4.1 to rephrase the raw CoT885

strings into paragraphs of shorter sentences. Fig-886

ure 14 shows the prompt for this step. For a more887

robust analysis, we build the corpus using CoT rea-888

soning from the three strongest CoT judges per889

model family, identified in 5.1: Qwen-32B (CoT),890

Llama-3.3-70B (CoT), and GPT-4.1-mini (CoT).891

We report results for Llama-3.3-70B (CoT) in Sec-892

tion 5.4. Figures 15 and 16 report similar results 893

for GPT-4.1-mini and Qwen-32B, respectively. 894

Additional key points Table 2 presents the top 895

10 pro and con key points identified in our analysis, 896

offering a more nuanced view of the judges’ rea- 897

soning. Note that due to the extractive nature of 898

KPA, some key points may be overly specific (e.g., 899

“The argument for reform is strong”). 900

H Speech examples 901

Figures 17, 18, 19 provide examples of speeches 902

from multiple sources: Speech-GPT2, Human ex- 903

pert, and GPT-4.1. All speeches discuss the same 904

topic (“We should increase fuel tax”). 905
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“We should increase fuel tax. So, in this debate, we’re going to argue that the states should introduce
a tax on fuels, on fuels, in order to recoup the cost of fuel. So, in the status quo, states are allowed
to levy a small tax on every single product that they consume. But they can’t levy a tax on fuels,
because that would be an unfair tax on people who are worse off in the world. We think that the
state should instead tax fuels, and if the cost of fuel exceeds the cost of fuel, the state should tax
them. So, with that in mind, we have three arguments for why we should tax the fuel. The first is
that we think that this will be a fair and just solution for the climate crisis. So, right now, there’s a
huge debate in the developed world about climate change. The most important question, of course,
is whether we can stop global warming dead in its tracks, and the answer is no. We need to move
as quickly as possible to reduce the amount of carbon that is put into the atmosphere, which will
inevitably lead to global warming, which will lead to things like rising sea levels and more extreme
weather. The only way to do this, therefore, is to put as many people as possible in power who can
push the buttons, push the levers, and turn the lights off. But we think that, right now, there’s a
huge power imbalance in the developed and developing world, and that, ultimately, the only way
to make a change, to fight climate change, is to have a market that is regulated, that is controlled,
that is controlled by the people who live on the ground. We think that this is the only way to do it,
because the people who live on the ground are the most informed, and the people who are making
the decisions are the most educated. We think that, therefore, the people who are most affected
by climate change are the people on the ground, and that we need to put the people who are most
affected in power. The reason for this is that, right now, the average person in the developed world
is only a single vote out of a whole lot of people in the developed world. We think that, therefore,
if you put a tax on the people living on the ground, that they’re more likely to take action, and that
this is a one-time opportunity for people to change their behavior. The people who are in power
right now are very very different from the people who are in power right now, and it’s clear that, in
the future, people will have more power, and we’ll be able to use that power more efficiently. Our
second argument is that this will save states money. So, right now, if states want to build up their
energy infrastructure, they’re spending a lot of money to do so. And that’s a problem. We see that,
for instance, in the US, that a big oil companies are using up all of the oil in the country, and that’s
why the price of oil is going up. It’s a problem that, right now, the US is spending more than $100
billion a year on oil. But, right now, we’re spending less than $1 trillion a year on oil, which is a
fraction of what we need. We think that if you tax the energy that the state uses, that that money
will go much further. For instance, if you have a big nuclear power plant, and the price of nuclear
power goes up, and people are using that for their own energy, that means that you’re going to
be able to get more of the energy that you need for your own energy needs, and that money will
go further. And, in the same way, a tax on fuel will also reduce the cost of fuel. So, ultimately,
because you will be able to recoup the cost of fuel, and because this will save the state money in
the long term, we think that this is a good idea. For all these reasons, we should tax fuel. Thank
you.”

Figure 17: Speech-GPT2 speech on the topic “We should increase fuel tax”
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“We should increase the fuel tax. Fuel in the united states is very cheap relatively to other developed
nations in the world and so is the tax rate on gas. This contributes to the existing situation in which
americans end up consuming more gasoline than nearly any other country. This creates a number
of problems two of which we shall discuss in this speech. A, a high level of pollution that harms
the environment. So the more that people are driving, the more it pollutes the environment. We
think that’s pretty elementary. This pollution of course is a negative externality that the entire
society is forced to pay the price for. Raising the tax which makes fuel more expensive can be used
in order to make consumers internalize this cost and this way we can reach a better equilibrium
that takes into account the harm to society and to the environment. This tactic of negative taxation
to deal with negative externalities is very common in various other fields. For instance if there
is a factory that pollutes like the waters of a river nearby that there’s a and there’s like a village
that is using that water from the river for drinking, then we have a market failure because the cost
of pollution isn’t felt by the factory owner and so this factory owner has an incentive to continue
on polluting as much as as much as possible. In order to deal with this what we do is we make
him pay a tax on pollution that is proportional to the amount of damage that is being caused as a
result from the pollution. And so the factory will take care of reducing the amount of pollution
until the like amount that is going to be optimal. Same thing exactly goes with drivers and fuel.
Second thing is, on the second problem, is a high dependency on on private transportation that
is presenting other alternatives from being formed. So seeing as gas is cheap, many people are
incentivized to own a car. And so other alternatives to transportation just don’t seem appealing
enough. These alternatives can be things like, I don’t know, a higher quality public transportation,
carpool and so on. Why is this so bad? Because judging by other places in the world these
alternatives are potentially cheaper, greener, and most importantly they will make the US less
dependent on foreign oil. The biggest exporters of fossil fuels are countries that are not exactly
friendly to the united states and the dependency on fuel forces us to pay a heavy political price. For
instance, it’s provides countries like saudi arabia with a very strong position of power that doesn’t
allow the US to criticize the horrible way in which women women’s rights are being trampled by
the local regime there. Raising the fuel tax can help us become more independent and that’s great.
Another advantage in raising the fuel tax is in lies in the ability to use this revenue from taxation
in order to improve the status of infrastructure for roads and highways that desperately requires
improvement. The budget for these type of things is based on incomes and revenues coming from
these taxes exactly and that is why they are in such bad shape today. With so many drivers even
like a one dollar raise per gallon means huge amounts of money that could be used to to even lower
other types of taxes like income tax. So for all of these reasons please propose.”

Figure 18: Human-expert debater speech on the topic “We should increase fuel tax”
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“Ladies and gentlemen, esteemed judges, and fellow debaters,
Today, I stand in firm affirmation of the motion: "We should increase fuel tax." This is not just a
matter of fiscal policy; it is a matter of economic prudence, environmental stewardship, and social
responsibility. Allow me to lay out the compelling reasons why increasing fuel tax is not only
justified, but necessary.
First and foremost, let us consider the environmental imperative. The combustion of fossil fuels
is the primary driver of climate change. According to the Intergovernmental Panel on Climate
Change, transportation accounts for nearly a quarter of global carbon dioxide emissions. Fuel taxes
are a proven and practical tool to address this crisis. By making fossil fuels more expensive, we
create a financial incentive for individuals and businesses to reduce consumption, seek alternatives,
and invest in cleaner technologies. Countries like Sweden and Norway have shown that sustained,
targeted fuel taxes can lead to significant reductions in greenhouse gas emissions while maintaining
economic growth.
Secondly, increasing fuel tax directly combats the many hidden costs—what economists call
externalities—associated with fossil fuel consumption. Every liter of gasoline burned not only
pollutes the air but also inflicts damage on public health through increased rates of asthma, heart
disease, and premature death. These are costs society collectively bears—in higher healthcare
expenditures, lost productivity, and diminished quality of life. A higher fuel tax internalizes
these costs, making polluters pay and shifting the burden away from taxpayers and vulnerable
communities.
Third, a higher fuel tax can provide critical funding for infrastructure and public transportation.
Throughout the world, roads, bridges, and transit systems are deteriorating due to chronic under-
funding. By linking fuel consumption to infrastructure funding, we create a sustainable revenue
stream. Take Germany, for example—revenue from fuel taxes is a cornerstone of their robust,
high-quality public transit networks. Improved infrastructure not only benefits commuters, but
also businesses, emergency services, and the economy as a whole.
Now, some may argue that a fuel tax is regressive and burdens lower-income households. This is
a concern we take seriously. However, evidence shows that with thoughtful policy design, these
impacts can be mitigated or even reversed. For example, a portion of fuel tax revenue can be
redirected as targeted rebates or social benefits for low-income groups. Furthermore, investment in
affordable public transportation offers everyone, regardless of income, greater mobility and access
to opportunity. The principle is simple: we can, and must, use fuel tax revenue to correct past
inequities, not deepen them.
Moreover, increasing fuel tax encourages innovation and economic diversification. When fuel is
artificially cheap, there is little incentive to develop or adopt new technologies. By aligning the
price at the pump with the true cost to society, we spur investment in electric vehicles, sustainable
urban planning, and renewable energy—all sectors poised to create the jobs of the future. Look
at how surging oil prices over past decades have unleashed waves of innovation in cleaner, more
efficient vehicles. A fuel tax creates a stable, predictable path forward, allowing businesses to
adapt and thrive.
Finally, addressing climate change and transitioning to sustainable energy is not a burden: it is an
opportunity. Countries that act now—not later—will be the leaders of the 21st century economy.
Rising to meet our environmental and fiscal challenges with courage and foresight is not just good
policy; it is good leadership.
In summary, increasing the fuel tax is a powerful, evidence-based way to protect our climate, our
health, our economy, and our future. It is a policy that, when designed with fairness and ambition,
offers extraordinary benefits to both current and coming generations.
Thank you.”

Figure 19: GPT-4.1 speech on the topic “We should increase fuel tax”
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