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Abstract

Foundation models (FMs) have achieved
significant success across various tasks, leading
to research on benchmarks for commonsense
and reasoning abilities. However, there is
a lack of studies on FMs performance in
exceptional scenarios. This paper addresses
these cases for the first time, developing a
novel dataset for comprehensive FMs eval-
uation across multiple modalities, including
graphic novels, calligraphy, news articles,
and lyrics. It includes tasks for instance
classification, character recognition, token
prediction, and text generation. The paper also
proposes prompt engineering techniques like
Chain-of-Thought (CoT) and CoT+Few-Shot
to enhance performance. Validation of FMs
using various methods revealed improve-
ments. The code repository is accessible at:
https://anonymous.4open.science/r/Exceptional-
Dataset-for-FMs/README.md

1 Introduction

In the real world, while everyday life may appear to
consist solely of ordinary events, unusual situations
occur more frequently than one might anticipate.

Humans, even when confronted with such unex-
pected events within their repetitive routines, may
initially be surprised but can subsequently ana-
lyze the causes and consequences of these events,
thereby understanding the phenomenon. Recent
studies have focused on assessing the common-
sense reasoning capabilities of foundation mod-
els (FMs). These efforts aim to elevate the perfor-
mance of FMs to human-like levels by employing
human cognitive strategies. As a result, current
FMs have achieved remarkable progress, demon-
strating high performance across various tasks.(Sap
et al., 2019), (Speer et al., 2017), (Jin et al., 2024).
However, there are situations where FMs struggle
to determine causal reasoning, especially when en-
countering non-ordinary circumstances. Despite

the development of various datasets(Yue et al.,
2023),(Zellers et al., 2019), there is a need for
more diverse datasets that include less common
scenarios. Exceptional Cases We define excep-
tional cases as situations that contravene common-
sense knowledge.(Sap et al., 2019), (Speer et al.,
2017) These scenarios are in-frequently encoun-
tered in typical contexts, are difficult to anticipate,
and present significant challenges for reasoning.
By creating datasets that encompass more excep-
tional cases rather than everyday situations, we can
better evaluate the robustness of FMs. In this paper,
we introduce the exceptional dataset for founda-
tion models, to address various exceptional cases,
we constructed a dataset divided into four differ-
ent categories: graphic novels, calligraphy, news
articles that report unusual incidents, and lyrics as
shown in Figure 1. The main achievements out-
lined in this paper includes: (1) This paper initially
addresses exceptional cases and develops a bench-
mark dataset for their evaluation using an auto-
mated pipeline. (2) We propose several prompt
engineering techniques to enhance performance
in exceptional cases, including Chain-of-Thought
(CoT) and CoT+Few-Shot.(Wei et al., 2022) (3)
In this paper, we validated FMs on the proposed
exceptional cases dataset using various methods,
such as Zero-Shot, CoT, and CoT+Few-Shot.

# of Novels 1295
# of Cases 31080
# of Images 692
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Figure 1: Distribution of Exceptional Cases Dataset and
summary of four distinct datasets and their subsections,
showcasing diverse characteristics.
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2 Related Works

2.1 Foundation Model; Multi-Modal

With remarkable abilities of FMs(Devlin et al.,
2018), (Brown et al., 2020), (Achiam et al.,
2023), (Touvron et al., 2023a), (Touvron et al.,
2023b), (Chowdhery et al., 2023), recent studies
start to explore multi-modal data(Alayrac et al.,
2022), (Li et al., 2022), (Li et al., 2023), (Team
et al., 2023), (Liu et al., 2024), (OpenAl, 2023).
Flamingo(Alayrac et al., 2022) was one of the earli-
est efforts to incorporate multiple modalities, using
gated cross-attention to combine visual features.
BLIP-2 (Li et al., 2023) employs a Q-Former be-
tween the image encoder and the FMs to bridge the
modality gap. In order to enhance the understand-
ing of human instructions, LLaVA (Liu et al., 2024)
introduced visual instruction tuning. Recently, ad-
vanced FMs such as Gemini Pro (Team et al.,
2023) and GPT-4V (OpenAl, 2023) have demon-
strated outstanding performance on various multi-
modal tasks, including Visual Question Answering
(VQA)(Mathew et al., 2021) and Optical Character
Recognition (OCR). However, these models pri-
marily focus on scenarios involving commonsense
rather than exceptional cases. In this paper, we
explore the understanding capabilities of FMs in
exceptional situations.

2.2 Uni-Modal Commonsense Benchmark

There are many evaluations on the reasoning ability
of FMs based on their knowledge on the wild world.
Active research on benchmarks for text-based com-
monsense reasoning ability is a representative ex-
amples. Existing commonsense reasoning bench-
marks are (1)composed by rule based methods as
well as human expert-based methods and (2)have
multi-choice problem structures in many cases (Tal-
mor et al., 2018),(Sakaguchi et al., 2021). These
benchmarks have evolved to include multiple-step
problem and multi-task problems (Khot et al.,
2020), (Lourie et al., 2021). Moreover, ongoing
research efforts are actively focused on develop-
ing a variety of task types and uniformly structured
datasets tailored to each task, with the ultimate goal
of extending the overall dataset with high-quality
data to enhance the capabilities of FMs.(Lin et al.,
2024),(Dubois et al., 2024),(Li et al.). Our approach
diverges by prioritizing critical thinking over the
straightforward application of common or plausible
external knowledge. Instead of evaluating under-
standing in routine human interactions, our tasks

focus on comprehending exceptional cases and as-
sessing the robustness of FMs in mimicking human
reasoning.

2.3 Multi-Modal Commonsense Benchmark

Recently multi-modal investigations are drawn lots
of attention. This leads arising benchmarks for var-
ious tasks like VQA(Mathew et al., 2021), scene
understanding(Armitage et al., 2020). In addition
to scene understanding, it necessitates the ability
to identify connections between scenes and inte-
grate sequences cohesively.(Wang et al., 2024). The
integration of advanced Optical Character Recog-
nition (OCR) capabilities with foundation mod-
els (FMs) can substantially enhance performance
across a variety of tasks. Despite this potential, re-
search on the capabilities of FMs remains limited.
The few existing studies predominantly address
English and Chinese text(Liu et al., 2023),(Shi
et al., 2023), focusing on common elements such
as handwriting and scene text. These studies sug-
gest that FMs demonstrate inadequate recognition
abilities for texts that are neither in English nor
typographically standard. Within the entire OCR
dataset, Korean OCR datasets are notably sparse.
Additionally, datasets featuring art forms such as
calligraphy are mainly available in Chinese, En-
glish, and Arabic(Liang et al., 2020),(Xie et al.,
2022),(Alyafeai et al., 2022). To address these gaps,
we conducted experiments using a Korean non-
commonsense dataset and developed a multi-modal
non-commonsense benchmark.

3 Methodology

3.1 Overview

It has been observed that in certain atypical scenar-
i0s(Chen et al., 2024), FMs exhibit errors in causal
reasoning concerning the sequence of events. We
designed experiments using four different datasets
that feature various characters with multi types of
tasks such as instance recognition, text generation,
and character recognition, as described in Figure
2. In the experiments for all four datasets, we con-
ducted all experimental tasks using GPT-4o, the
most advanced model, which outperforms all pre-
vious GPT models.(Achiam et al., 2023) Also, we
employed three prompt styles—Zero-Shot, Chain
of Thought (CoT), and CoT+Few-Shot—to inves-
tigate how the accuracy of responses varies. The
API temperature setting is regulated to O to ensure
consistent results.



Step 1: Data Collection

Step 2: Problem Formulation

Step 3: Evaluation
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Figure 2: Three steps to construct a benchmark. Step 1: Collect data by extracting exceptional cases. After extraction,
review all data to identify any ambiguous cases for reasoning. The dataset includes various modalities, such
as text-only and text-image. Step 2: Define the characteristics of the dataset and the tasks that align with these
characteristics. Step 3: The evaluation process encompasses a variety of tasks, including instance classification,
recognition, token prediction, and text generation. To assess the diversity and accuracy of FMs’ responses, Zero-Shot,
CoT, and CoT+Few-Shot prompts were conducted for each task.

3.2
3.2.1 Dataset Description

Graphic novels

To evaluate the multi-modal causal reasoning ca-
pabilities of FMs, we constructed a dataset us-
ing graphic novels;’Old Master Q Comics’ (Wong,
1973-1989). Written between 1973 and 1989, it
used in this study consist of four panels, each
forming a complete narrative with a beginning, de-
velopment, climax, and conclusion. These narra-
tives range from those easily understood through
commonsense knowledge to those including excep-
tional cases. We hypothesize that if FMs can com-
prehend the story lines through causal reasoning, it
is likely to be able to infer the correct sequence of
panels when presented with a randomly shuffled in-
put. Based on this hypothesis, we designed the ran-
dom shuffle task as shown in Figure 3. The dataset
comprises a total of 1,295 comics. When the four
panels are randomly shuffled, it generates 31,080
possible number of cases. More details about the
dataset can be found in App.A.1, App.A.2.

3.2.2 Experimental Design

The four input images are automatically shuffled
in the code before being provided as a prompt to

GPT-40. We then measure the accuracy of all three
prompt styles and analyze the results. More details
about the experiment are provided in App.A.3.

Random Shuffle Task

Ground Truth.[1,4,3,2]
Figure 3: Example of the random shuffle task. The orig-
inal sequence is [1, 4, 3, 2], but GPT-40 produce an
incorrect result.

GPT-40 Answer.[1,3,4,2]

3.2.3 Evaluation Metrics

To ensure efficient and effective experimental eval-
uation, we developed a code that automatically
prompts the input question and shuffled images,
and calculates accuracy by comparing GPT-40’s
responses with the ground truth order as shown in
Figure 12 in App.A.3.

3.3 Calligraphy

3.3.1 Dataset Description

Given that calligraphy frequently utilizes distinc-
tive writing styles not typically encountered in daily
usage, this dataset provides an opportunity to assess



OCR performance in unusual scenarios as shown
in Figure 4. Therefore, we selected *Korean cal-
ligraphy’ as our second dataset. We describe more
detail in App.B.1. We gathered 692 calligraphy im-
ages through web crawling on Pinterest and labeled
them using an OCR API. Typos from the OCR API
were manually corrected. The preprocessing proce-
dure is detailed in the App.B.2.
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Figure 4: Examples of OCR tasks show that GPT-40’s
performance results in various errors, including incor-
rect meanings.

3.3.2 Experimental Design

We experimented with GPT-40 to transcribe a
Korean calligraphy piece using three different
prompts, which are provided in the App.E.2. We
used GPT-4o to transcribe a Korean calligraphy
piece with three prompts in App.E.2. Before word-
level evaluation, we removed punctuation and spe-
cial symbols from GPT-40’s predictions and re-
placed "\n” with >’ due to ambiguous line breaks
in calligraphy.

3.3.3 Evaluation Metrics

We used Word-level Accuracy, CER, and WER,
which are representative OCR metrics, to compare
the performance of different OCR models. Addi-
tionally, we have included other metrics, such as
sentence similarity (since FMs consider context in
OCR tasks) and character-level evaluations, in the
App.B.3.

3.4 Onion, Not The Onion
3.4.1 Dataset Description

In The Onion, Not The Onion dataset, we aim to
evaluate whether FMs can judge if news that con-
tain unpredictable event actually is occurred or fake
news. This dataset contains satirical and exagger-
ated expressions, and deals with exceptional cases
where it is difficult to distinguish between real and
fake news with a naive application of common
knowledge. Through this dataset, we ultimately
aim to evaluate whether FMs can effectively en-
gage in critical thinking in exceptional situations.

Not The Onion

Germany wants its robots to follow
the Sonntagsruhe or Sunday Rest,

A 50-year-old California man has been
certified a Guinness World Records

a legally mandated day of rest based
on the tenets of Christianity and that
is enshrined by law -

v G-
Fake Real @ Fake Real qOEOF

Figure 5: Examples of the fake and real news classifica-
tion task include fake news that is plausible but exagger-
ated, and real news that features authentic yet seemingly
unbelievable stories.

after visiting Disneyland nearly 2,995
times in a row, -

We collect datasets from The Onion, a website spe-
cializing in fake news contents, and Reddit’s Not
The Onion section, which features authentic but
unbelievable news stories. It consists of 1,249 fake
and 1,202 genuine news from each web source,
covering news written from 2021 to May 2024.

3.4.2 Experimental Design

For our problem settings, we designed a 0’ and
"1’ classification task, where each corresponds to
fake and real news as shown in Figure 5. With the
same setting as before, we concatenated for each
category, followed by random shuffle and provided
it to GPT-40. Further details of prompt that we use
are in Table 17 in App.E.3.

3.4.3 Evaluation Metrics

We assess the performance of FMs in classify-
ing the authenticity of news articles using preci-
sion, recall, and F1-score. These evaluation metrics
were applied to three prompting strategies to eval-
uate how different prompting methods affect the
model’s ability to identify fabricated news.

3.5 Lyrics
3.5.1 Dataset Description

Although lyrics often contain poetic licenses and
uncommon expressions such as metaphors, song
lyrics still allow for meaningful inference as one
of the main literary genres. To evaluate the robust-
ness of reasoning capabilities in FMs when dealing
with exceptional data like lyrics, we constructed a
dataset using song lyrics. We assess FMs’ compre-
hension of song lyrics through three tasks: genre
detection, song description generation, and infilling
as shown in Figure 6. For more details on why we
chose lyrics, refer to the App. D.1. For the English
dataset, the Seen data was first collected from the
Billboard Year-End Chart for 1990-2023, while the
Unseen data was collected by combining data from
the first week of January 2024(Considering the cut-
off date for GPT-40.) to the last week of April 2024.



The Korean dataset followed the same steps as the
English dataset but was sourced from Melon. Af-
ter preprocessing, the final dataset includes 1,811
English entries, 2,363 Korean entries. For more de-
tails about preprocessing steps, refer to App. D.2.
Three tasks were performed separately. The first
task was genre classification, which aimed to evalu-
ate if GPT-40 can determine the genre based solely
on lyrics without considering melody or musical
elements. The second task was song description
generation, designed to assess GPT-40 ability to
understand and describe the context of lyrics. The
third task was Infilling, which tested its capability
to predict the masked word in a sentence. Further
details of experiment that we used are in App. D.4.

GPT 40 Answers

Original Dataset Task Example

Genre Classification

Here is the list of unique genres.
Based on the lyrics provided,
identify the genre

Description Generation This song delves into
Based on the lyrics provided, write themes of self-confidence

a brief description of the song. and empowerment -

pop, &b

Lyrics:

He said, “Are you serious?
I've tried, but | can't figure
out -

+ Title: Greedy
+ Artist: Tate McRae
+ Description: Greedy is a fun Infilling

He said, "Are you serious?
I've tried, but | can't figure
out I've been next to you
all night and still don't
know what you're -

and upbeat self-empowering He said, "Are you serious? I've

tried, but | can't figure out
[MASK] been next to [MASK] all
night [MASK] still don't know
what [MASK] -

Figure 6: Overview of the lyrics dataset: an example of
three different tasks and GPT-40’s responses.

3.5.2 Evaluation Metrics

The evaluation of genre detection was based on
exact match scores, assigning a score of 1 if any
genre exactly matched the ground truth genre, as
well as overlap ratios. For the song description task,
BERT F1 and ROUGE F1 scores were used for
evaluation. For the third task, the evaluation used
ROUGE recall scores and BERT F1 scores for the
English dataset. For the Korean dataset, KOROUGE
recall scores and cosine similarity between BERT
embedding of text were used, as BERT score could
not be performed. We provide additional details
about the metrics in App. D.3.

pop track that -
+ Genre: pop, dance pop, r&b

4 Experiments Result

4.1 Graphic Novels
4.1.1 Quantitative Results

We evaluated GPT-40’s multi-modal causal reason-
ing capabilities using the random shuffle task. The
performance was highest in the *’CoT+Few-Shot’
condition, followed by the ’CoT’ and ’Zero-Shot’
conditions. Notably, the performance in the ’Zero-
Shot’ condition exceeded expectations, demonstrat-
ing an accuracy that was not significantly lower
than that of the other prompting styles as shown

in Table 1. Additional details about the experiment
are in App.A.4.1.

Zero-Shot
63.80

CoT CoT+Few-Shot
63.88 64.63

Acc.

Table 1: Result(%) of the random shuffle task, We report
accuracy by matching GPT-40’s responses to the ground
truth order.

4.1.2 Qualitative Results

We evaluated whether GPT-40 comprehends the
content of each image and performs causal infer-
ence during the random shuffle task by instructing it
to generate descriptions for each image and assess-
ing the accuracy of these descriptions in explaining
the images. In this approach, we investigated how
GPT-4o interprets the context within images and in-
fers sequences based on this understanding in two
scenarios: when the inferred order is completely
correct, and when the inferred order is entirely in-
correct.

Completely Correct Order (Acc. 1.0)

[Shuffied Image Input]

Y
ImageMZ‘ ”

Image 1 Tmage 3
[GPT-40 Output with Descriptions]

"Let's analyze the images step by step to determine the correct order:

1. The first image shows the man approaching the doghouse with a leash.

2. The fourth image shows the man kneeling and petting the dog, likely coaxing it out of the doghouse.

3. The third image shows the man with the dog on a leash, standing outside the doghouse.

4. The second image shows the man walking the dog and its puppies.

So, the correct order is : Image 1, Image 4, Image 3, Image 2"

[Ground Truth : Image 1, Image 4, Image 3, Image 2] [GPT-4o Output : Image 1, Image 4, Image 3, Image 2]
L

Figure 7: Correct Order Check: An example of the de-
scriptions generated for each image shows that while
GPT-40 can correctly order the images, it lacks the ca-
pability to fully understand the context. In some cases,
it provides incorrect descriptions, such as using mis-
matched verbs (highlighted in red).

when the inferred order is completely correct:
GPT-4o derives correct answers through in-context
inference rather than fully understanding image
contexts, because of inaccurate scene descriptions.
For example, in Figure 7, it describes a man as
"kneeling and petting the dog, coaxing it out of the
doghouse,” whereas the actual scene is ’squatting in
front of the doghouse, putting a leash on the dog.’
This indicates GPT-40’s poor instance recognition
ability.

when the inferred order is completely incorrect:
GPT-40 accurately describes only one of four im-
ages. It misidentifies objects or misunderstands
emotions in the other three. For instance, it de-



scribes a man pulling a tiger’s tail instead of re-
moving an arrow from its paw, as shown in image
2 of Figure 8. Accurate instance recognition in a
random shuffle task requires precise causal reason-
ing to sequence four scenes correctly. Thus, the
graphic novels dataset serves as a robust bench-
mark for evaluating GPT-40’s multi-modal causal
reasoning capabilities.

Completely Incorrect Order (Acc. 0.0)

[Shuffled Image Input]

Tmage 1 Tmage 2 Tmage 3

[GPT-40 Output with Descriptions]

To determine the correct order of the images, let's analyze the sequence of events:

The tiger is sitting against the tree, looking relaxed and content. (Image 3)

The man approaches the tiger with a gun, and the tiger looks startled. (Image 2)

The man and the tiger are in a struggle, with the man pulling the tiger's tail. (Image 1)

The man stands confidently with the tiger looking defeated, and the gun is on the ground. (Image 4)

So, the correct order is: Image 3, Image 2, Image 1, Image 4

[Ground Truth : Image 2, Image 1, Image 4, Image 3] [GPT-do Output : Image 3, Image 2, Image 1, Image 4]
)

Figure 8: Incorrect Order Check: An example of de-
scriptions presented by GPT-40 when it achieved an
accuracy of 0.0. In three of four images, it provided
incorrect character descriptions and showed poor object
recognition (highlighted in red).

4.2 Calligraphy

4.2.1 Quantitative Results

To evaluate the multi-modal capability of GPT-40
on visual tasks related to text in exceptional cases,
we devise an OCR task using a Calligraphy dataset.
As shown in the Table 2, the overall results on
our dataset indicate that GPT-40 performed inade-
quately on the OCR task. Depending on the prompt
style, the CoT and CoT+Few-Shot approaches per-
formed better compared to Zero-Shot, although the
difference between the two CoT style prompts was
negligible. To investigate the underlying reasons
for these results, we conducted a qualitative evalu-
ation.

Zero-Shot CoT  CoT+Few-Shot
Ace.() 53.43 61.54 61.86
WER(]) 64.41 45.81 45.39
CER(]) 32.64 24.73 22.55

Table 2: Result(%) of Korean Calligraphy OCR task

4.2.2 Qualitative Results

Due to the unique characteristics of calligraphy as
an art form, the dataset sometimes does not use ex-
act sentences or words, such as expressing ’spring
day’ as ’spring d.” In these instances, GPT-40 tends
to recognize ’d’ not as a part of the word, but rather
interprets only ’spring.” This tendency was more

frequently observed in the CoT and CoT+Few-Shot
prompts than Zero-Shot. This phenomenon arises
due to the distinct characteristics of each prompt
approach. In the Zero-Shot scenario, the OCR task
tends to focus more on the appearance of individual
words rather than the overall meaning conveyed by
the calligraphy, leading to frequent typographical
errors. In contrast, the CoT and CoT+Few-Shot ap-
proaches first grasp the overall meaning and then
proceed with OCR based on the appropriate words.
As a result, even when the output differs from the
ground truth, it tends to produce semantically simi-
lar words or words that are more contextually ap-
propriate than the ground truth. For instance, in the
Figure 9, the first example of calligraphy means
‘pray,’ and the ground truth is *7] %", In Zero-Shot,
GPT-40 recognizes it as * 7] =, which is very simi-
lar in form but lacks meaning. The CoT approach
recognized it as *7| T}, which does not match the
ground truth but has a meaning (’to crawl’). The
CoT+Few-Shot approach correctly recognized it
as "7|I,” which matches the ground truth accu-
rately. To accurately perform OCR on a Korean
calligraphy dataset, FMs need precise skills in text
detection, localization, and recognition, even for
characters expressed artistically, which are consid-
ered exceptional cases. These aspects make the
Korean calligraphy dataset an excellent benchmark
for assessing FMs’ recognition capabilities.

Comparison Between Prompts
5 an s
’ ‘ = aE

Ground Truth I’ ‘Z7oE mpEfglE Agte)”
Zero-Shot = ‘FEL2 CHEAQE Ao’
CoT ‘7IcH ‘THOR OEESQlE Aol

| CoT+Few-Shot I’ ‘FHoR CHEAQE At |

Figure 9: Examples of comparisons of OCR task results
between prompts on Korean calligraphy data..

4.3 Onion, Not The Onion
4.3.1 Quantitative Results

Overall, the model demonstrates a commendable
performance in fake news detection as shown in
Table 3. However, its Zero-Shot capabilities are
relatively low when compared to other prompt-
ing strategies CoT and CoT+Few-Shot. Both the
Onion and Not The Onion categories consistently
achieved high overall scores. In the qualitative anal-
ysis section, we investigated whether these predic-
tions stemmed from inherent reasoning abilities or



external influences.

Zero-shot CoT CoT+Few-shot
Acc. 80.70 89.88 94.74
Precision 78.70 86.14 92.49
Onion Recall 85.19 95.52 97.60
Fl-score 81.81 90.58 94.97
Precision 83.17 94.75 97.35
Not The Onion  Recall 76.04 84.03 91.76
Fl-score 79.44 89.07 94.48

Table 3: Result(%) of news classification task. The over-
all scores were consistently high for both Onion and Not
The Onion. In the qualitative results section, we exam-
ined whether these predictions were driven by genuine
reasoning abilities or influenced by external factors.

Length of article Ql Q2 Q3 Q4 Q5
Not The Onion  Acc.(%) 84.23 90.42 91.25 9625 96.68
Onion Acc.(%) 91.20 96.80 100.00 100.00 100.00

Table 4: Longer articles improve the accuracy of the
Not The Onion group. In contrast, The Onion group,
consisting of shorter fake news articles, achieves higher
accuracy, suggesting GPT-4o tends to classify shorter
articles as fake news.

4.3.2 Qualitative Results

We observed that GPT-40 exhibits lower perfor-
mance with relatively short articles. As illustrated
in the Table 4, differences in accuracy based on
article length indicate that as article length in-
creases, accuracy tends to rise. Conversely, the
Onion group, primarily composed of fake news
articles, tends to feature shorter articles, maintain-
ing consistently high accuracy across the dataset.
This trend suggests that GPT-40 may be inclined to
classify shorter articles as fake news, indicating that
Not The Onion poses more challenges to GPT-40
for fake news classification. Additionally, We ex-
amine in more detail the rationale behind GPT-40’s
decision-making and whether GPT-40 follows ap-
propriate steps when it encounters relatively short
articles, aiming to understand when and why GPT-
4o reaches incorrect conclusions. In this approach,
we observe that GPT-4o0 generally takes appropriate
steps, many of which are plausible. However, it is
notable that GPT-40 encounters difficulties with ex-
ceptional cases, as highlighted in Figure 10(marked
in red). The article depicted in this figure includes
several extraordinary claims, such as "Adidas ur-
gently recalled the German national team jersey
featuring the number 44 due to its resemblance
to symbols used by the German SS division". To
verify these claims, GPT-40 undergoes a valida-
tion process spanning from the second to the fourth

step. Despite employing a search function in the
fourth step, it fails to accurately determine the ve-
racity of the article. Overall, to identify fake news,
GPT-40 needs accurate causal reasoning to classify
instances within an article. This makes the Onion,
Not the Onion dataset a splendid benchmark for
verifying their reasoning capabilities.

Reasoning Steps on Real News from Not The Onion (Article Length: Q1)

Step 1. **Source Evaluation**: The article mentions Adidas and the German Football Association (DFB), but it doesn't
provide direct citations from official statements or reliable news outlets. The mention of Bild, a known tabloid, is
notable but requires further verification from more credible sources.

Step 2. **Language Analysis**: The language used in the article is straightforward and factual. However, the claim about
banning the number 44 and the specific names allowed and disallowed seems highly unusual and sensational.

Step 3. **Consistency and Accuracy**: The claim that Adidas would ban a number due to its resemblance to Nazi
symbols is extraordinary and would likely be widely reported by major news outlets. The inconsistency in allowing
certain names while banning others also seems improbable and lacks internal logic.

Step 4. **Cross-Verification**: A quick search reveals no major news outlets confirming this specific claim about
Adidas and the number 44, Major changes to national team jerseys and policies would typically be well-documented
and reported by multiple credible sources,

Step 5. **Content Credibility**: The mix of factual elements (such as the existence of the number 44 and customization
options) with sensational and unverified claims (banning specific names) casts doubt on the article’s overall credibility.
The idea that Adidas would specifically allow certain controversial names while banning others is inconsistent with
corporate policies aimed at avoiding controversy.

Based on these steps, the claim lacks credible verification and logical consistency, suggesting the article is likely
fake. Inconsistent logic and lack of credible verification. (0) — GT (1)

Figure 10: An example where GPT-40, despite fol-
lowing appropriate reasoning steps, produces an in-
correct reasoning outcome due to an exceptional
case(highlighted in red).

Comparing Song Description Generation Output

[Song Description: Ground Truth]

“Lose Control” is the second track on I've Tried Everything But Therapy by Teddy Swims.
Swims uses this song to take everything off his shoulders- losing himself and all control when
everything starts caving in; the only way to escape is being with that specific person.

&J Song about Enduring difficult times with loved ones

[Song Description: GPT-40 Output]

“Lose Control” by Nessa Barrett is about the intense emotional turmoil and dependency one
feels in a relationship. The lyrics convey a sense of losing oneself and falling apart when the
partner is not around, highlighting the addictive and problematic nature of their connection.
The song captures the struggle of wanting to be independent but being irresistibly drawn to
the other person.

&J Song about Dealing with a problematic relationship and addictive emotions

Figure 11: In the description generation task, It is evi-
dent that GPT-40 does not accurately comprehend song
lyrics. Unlike the ground truth, which refers to ’enduring
difficult times with loved ones,” GPT-40 generated con-
tent describing ’dealing with a problematic relationship
and addictive emotions.’

4.4 Lyrics
4.4.1 Quantitative Results

In all three tasks, ’CoT+Few-Shot’ achieved the
highest performance, followed by *CoT’ and ’Zero-
Shot’. In genre classification, the Korean dataset
exceed the English dataset, as explained in Table
5. For the infilling task, we suggest adjusted result
for accurate assessment. Initially, the overall score
was high because GPT-40 was instructed to return
the entire lyrics, not just 'masked part’ as shown
Table 6. So we get the adjusted result which only
focuses on masked part’ refer to Table 7. In the En-
glish description generation task, the overall scores
were low, as shown in Table 8. Further details are
discussed in the qualitative results section.



Zero-Shot  CoT  CoT+Few-Shot Adjusted Result Zero-Shot CoT CoT+Few-Shot

Seen _Overlap Ratio  0.59% 0610 0.620 ROUGE-1 (R) 0510 0551 0.585

English ExactMatch 0758 0774 0.781 English  ROUGE-L (R) 0476 0.524 0.558

Unseen %Ver'i‘gq“f‘l‘]" 8‘6‘;‘1‘ 8233 32‘7’3 BERT Score (FI) _ 0.611  0.632 0.653

O:::‘clap l;lactio 0642 0.665 0733 ROUGE-1 (R) 0404 04l 0413

« Seen Fxact Match 0676 0.608 0753 Korean ROUGE-L (R) 0.396 0.404 0.407

orean o Overlap Ratio  0.668  0.690 0.750 BERT Score (F1) 0398 0447 0463
1SN “FxactMatch 0710 0.733 0.776

Table 5: Results of the genre classification task, the
dataset was divided based on GPT-40’s training cutoff
date. In the case of English data, it is noticeable that
the performance of GPT-40 deteriorates after the cutoff.
For the Korean data, the significantly lower quantity of
unseen data compared to seen data appears to have a
minimal impact on performance variation.

masked Zero-Shot CoT CoT+Few-Shot

ROUGE-1 (R) 0.853 0.928 0.934 0.939

English ROUGE-L (R) 0.853 0.923 0.930 0.935
BERT Score (F1)  0.856 0.944 0.947 0.950
ROUGE-1 (R) 0.725 0.836 0.838 0.839

Korean = ROUGE-L (R) 0.725 0.834 0.836 0.837
BERT Score (F1)  0.877 0.926 0.932 0.934

Table 6: Result of infilling task using unseen dataset.
Due to safety concerns, GPT-40 did not respond to seen
data. Utilizing ROUGE recall for exact word matches
and BERT scores for assessing semantic similarity. The
’masked’ column represents the similarity between the
masked input and the ground truth. For similarity on
masked words, see the adjusted results in Table 7

4.4.2 Qualitative Results

In the genre classification task, the difference in
the number of unique genres between the English
and Korean datasets impacted the results: 11 in Ko-
rean, 58 in English, making more challenging for
English, also the small number of unseen data com-
pared to seen data resulted in only slight differences
in the results. In the description generation task,
the overall scores are poor, indicating that GPT-40
struggles to understand the meaning of song lyrics.
As demonstrated in Figure 11, the song discusses
“enduring difficult times with loved ones,” whereas
GPT-40 describes it as ’dealing with a problematic
relationship and addictive emotions. In the infilling
task, unmasked lyrics impacted the overall score
as the score is calculated for the entire text. By ap-
plying the specified formulaprom”ltjiﬁ;z;elgziiig >,
this influence can be mitigated, resulting in more
accurate results. As demonstrated in the Table 7,
the adjusted scores remain relatively low. Given
the numerous repeated sections in song lyrics that
GPT-40 could potentially exploit, it can be inferred
that GPT-40’s performance on lyrics is suboptimal.

Table 7: The adjusted results for the lyrics infilling task
utilize the 'masked result’. The initially high scores
required adjustment because the evaluation included the
‘unmasked’ parts, which inflated the overall score. After
evaluating only the masked input, the overall scores
decreased, indicating that GPT-4o struggles with token
prediction in the lyrics dataset.

Zero-Shot CoT  CoT+Few-Shot
ROUGE-1 (P) 0.384 0.351 0.356
ROUGE-1 (R) 0.073 0.142 0.148
ROUGE-1 (F1) 0.151 0.247 0.251
ROUGE-L (P) 0.274 0.232 0.227
Seen ROUGE-L (R) 0.073 0.142 0.148
ROUGE-L (F1) 0.106 0.158 0.161
BERT Score (P) -0.091 -0.008 0.004
BERT Score (R) 0.214 0.169 0.164
BERT Score (F1) 0.057 0.080 0.084
ROUGE-1 (P) 0.383 0.335 0.328
ROUGE-1 (R) 0.117 0.240 0.259
ROUGE-1 (F1) 0.163 0.252 0.262
ROUGE-L (P) 0.270 0.212 0.202
Unseen ROUGE-L (R) 0.082 0.160 0.166
ROUGE-L (F1) 0.113 0.162 0.163
BERT Score (P) -0.034 0.050 0.062
BERT Score (R) 0.241 0.181 0.174
BERT Score (F1) 0.098 0.115 0.118

Table 8: Description generation task for English songs.
The low overall score shows GPT-40 wrestle with un-
derstanding the meaning of lyrics.

5 Conclusion

We present an exceptional dataset, establishing a
novel benchmark for the assessment of foundation
models (FMs) across a wide range of scenarios,
including those based on commonsense. The en-
tire benchmark dataset is developed using an au-
tomated pipeline. Our dataset encompasses four
distinct categories, each with its own characteristic
dataset. These categories incorporate diverse tasks
such as instance recognition, token prediction, in-
stance classification, and text generation, designed
to evaluate the capabilities of FMs across various
modalities, including text-only, image-only, and
image-text. We introduce several prompt engineer-
ing techniques, utilizing chain of thought (CoT)
and CoT+Few-Shot, to enhance performance in ex-
ceptional cases. In this study, we validated FMs
on the proposed exceptional cases dataset using
various approaches, including Zero-Shot, CoT, and
CoT+Few-Shot.



6 Limitation

This paper pioneers research into exceptional cases
beyond commonsense knowledge, which has tra-
ditionally been the focus of benchmarking founda-
tion models (FMs). It aims to explore how FMs,
recognized for their high performance across vari-
ous domains, can address situations they typically
struggle with, thereby advancing towards human-
like reasoning. To this end, the study develops
datasets encompassing diverse modalities, includ-
ing image-only, text-only, and multimodal combi-
nations. However, current research still lacks cov-
erage of exceptional cases involving graph inter-
pretation(Tannert et al., 2023) and audio data(Yang
et al., 2024). Future studies should establish bench-
marks for exceptional cases in these and other un-
addressed domains, defining appropriate tasks for
their evaluation. We have only addressed English
and Korean languages, leaving third-country lan-
guages unexplored and providing opportunities for
further expansion. We utilized GPT-4o to ensure
precise grammar and word usage.
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A Graphic Novels
A.1 Why Choose Graphic Novels

We utilized graphic novels, which are rich in con-
tent and often depict exceptional cases, to test the
FMs’ understanding. The experiment involves short
story graphic novels: four-panel graphic novels
with shuffled sequences, where the task for the
FMs is to rearrange the panels into the correct or-
der. We selected *Old Master Q Comics’ (Wong,
1973-1989) for this purpose, as these graphic nov-
els revolve around comedy and typically have short
story lines. They depict exceptional cases that are
unlikely to occur in everyday life but have solid
plot lines. The probability of correctly ordering
the four panels by chance alone is 1/24, making
it highly unlikely to achieve the correct sequence
purely by luck.

A.2 How to Collect the Dataset

We collected the graphic novels through web scrap-
ing and then segmented them panel by panel using
automated Python scripts. We reviewed and ex-
cluded data entries that contained unevenly sized
panels to maintain consistency in the dataset. This
dataset allows us to evaluate the extent to which
the FMs comprehends the story line. To ensure an
accurate assessment, we eliminate all clues that
provide information about the story line, including
panel numbers and titles of the graphic novel as
shown in Figure 13.

A.3 Experiments Details

The API temperature setting is regulated to O to
ensure consistent results. In order to generate a
concise answer, the model is instructed to output
the answer solely in the format [1,2,3,4].(Blue let-
ters in Figure 12 *Prompt’).We fix the ground truth
order as [1,3,2,4] to automate the task, as the in-
put images are shuffled.((e) in Figure 12 ’In the
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code’) This predetermined order allows us to verify
whether the GPT-40 provides the correct sequence.
Additionally, we illustrate how we designed the
prompts for each style in E.1.Table 15. We design
the random shuffle experiment as follow, refer to
Figure 12:

1. Inform the GPT-4o that the uploaded images rep-
resent parts of a story that have been shuffled and
consist of four images.(Blue letters in Figure 12
’Prompt’) Instruct it to analyze all the images and
deduce the correct sequence.

2. Upload four images in a shuffled order, with each
image assigned an ID number.((a),(b) in Figure 12
’In the code’)

3. The uploaded images are indexed, and the GPT-
4o infers the correct order, subsequently outputting
the images in the proper indexed sequence.((c) in
Figure 12 ’In the code’)

4. Using code, the indexed sequence is transformed
into a sequence of image ID numbers to obtain the
image order predicted by the GPT-40.((d) in Figure
12 ’In the code’)

5. Compare the predicted image order with the
ground truth order to determine accuracy.((e) in
Figure 12 ’In the code’)

A.4 Experiments Result
A.4.1 Quantitative Result

We assessed the multimodal causal reasoning abil-
ities of GPT-40 through a Random Shuffie task.
The highest performance was observed in the
CoT+Few-Shot condition, followed by CoT and
then Zero-Shot.(Table 1.) Interestingly, the Zero-
Shot performance exceeded expectations, display-
ing an accuracy that was not markedly lower than
the other prompting styles. During the CoT style
prompt experiments, we conducted various tests
ranging from the very simple ’Let’s think step by
step’ to more detailed descriptions of the reasoning
sequence.(Table 9.)

Interestingly, the simplest "Let’s think step by step’
prompt yielded the best performance. There was
some variation depending on whether ’Let’s think
step by step’ was prompted before or after the task
images. In the case of CoT+Few-Shot, the number
of Few-Shot examples impacted performance; with
only one example, there was no difference com-
pared to CoT, but increasing the examples to three
resulted in a noticeable performance improvement.



(b) Index [ i, 2

(e) (Image Order)The Ground Truth Order :

(c) (Index Order)GPT-40 Inference Result :
(d) (Image Order)GPT-40 Inference Result :

Q.“The uploaded images represent parts of a story that has been shuffled and consists
of 4 images. Arrange images in the correct order.”
“Respond with the list of numbers 1 to 4 in the following format only [1,2,3,4]”
“ONCE AGAIN!!! PLEASE!! respond with the list of numbers 1 to 4 in the following
format only: [1,2,3,4]"

A.[1,4,2,3]

In the code
(a) Shuffled Order : [ Image_1, Image_4, Image_3, Image_2 ]

3

[1,4,2,3](From API response)

[Image_1,
[Image_1,

4 1

Inage_2, Image_3, Image 4]
Inage_3, Image_2, Image_41
2/4 = 0.5

7 Accuracy :

Figure 12: Description of the random shuffle experiment process: In the *Prompt’, all essential information is
provided, including the fact that all images are shuffled, that the four images are parts of a story, and the response
format. The ’Code’ section illustrates the task sequence from (a) to (e). (a) shows the shuffled input image order, (b)
is the index of the input image order, (c) is GPT-40’s response which is the inferred result, (d) is the transformation
from index order to image order, and (e) is the ground truth order used to calculate accuracy.

Graphic Novels

Example Prompt

Input : Q. “The uploaded images represent parts of a story that has been shuffled and consists of 4 images."

"Arrange images in the correct order.””

IMPORTANT: Respond ONLY with the list of numbers 1 to 4 in this format: [1, 2, 3, 4].

A. Let’s think step by step.

1. Initial Observation: Look at the comic image for a moment. What stands out to you immediately?
2. Setting Description: Describe the setting. Where does the scene take place? Include details about the background and environment.

CoT (Detailed Multi-Step Version)

3. Character Identification: Who are the characters in the image? Describe their appearance and any notable features.

4. Actions and Interactions: What are the characters doing? Describe their actions and how they interact with each other.

5. Text Elements: What text elements are present? What are the characters saying or thinking, and how does this contribute to the scene?

6. Emotional Tone and Atmosphere: What is the emotional tone of the scene? Describe the mood and emotions conveyed by the characters and setting.

7. Context and Story Progression: What do you think happened before this scene, and what might happen next? How does this image fit into the larger story?
8. Summary and Interpretation: Summarize your description. What is the key aspect of this comic image, and what theme or message does it convey?

By these logical steps, the correct order of the images is:

Output: A.

Table 9: We tried many other version of CoT to enhance capability of GPT-40 on Graphic Novels dataset such as the

prompt in this table.

Oriainal Graphic Novel

D ONE-RULLE-THREG s = sussssnnnnnnns

Sy

Shuffled and Edi

.

Figure 13: We remove clue-containing sections marked

by red boxes that help determine the correct story line.

These sections were removed as shown by the blue
dotted line boxes in the *Shuffled and Edited’ version.

B Calligraphy

B.1 The reason we select Korean calligraphy

The reason that we selected Korean calligraphy
is three. First, OCR in Korean and artistic letters
has not been researched a lot. Second, GPT-40
show Korean OCR as third lowest result in various

languages about scene text OCR(Shi et al., 2023).
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Third, GPT-40 performed Word art(artistic English)
as second lowest text recognition accuracy between
various text datasets like IAM(English handwrit-
ten), ReCTS(Chinese scene text) etc in the (Liu
et al., 2023).

B.2 How to preprocess Korean calligraphy

We preprocessed the dataset under three rules. First,
delete images if the resolution of the image is too
low or if the image has too many letters that even
human cannot recognize. The criteria of the num-
ber is 35. As we can see in Figure 14, 35 is the
irregularly large number in the data. And We found
that images with longer than 35 characters are vi-
sually difficult for human to recognize. Thus we
did not evaluate images longer than 35 characters.
Second, separate the image by bounding box given
from OCR API if image is overlapped with multi-
ple calligraphy. Third, crop the typographies in the
image such as sign, watermark that are considered
to be irrelevant to the calligraphy. We also attached
the example of preprocessed Korean calligraphy in
Figure 15
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Figure 14: Length plot of Korean calligraphy images
before preprocessing
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1gure 15: Example of prebécessed Korean calhgraphi/.
We removed typography that isn’t related to calligraphy.
And we cropped the overlapped parts automatically by
using bounding box that OCR API detected.

B.3 Evaluations with Various Metrics and
Qualitative Results

For further exploration, we examine how the
brevity of sentences affects the performance of
GPT-40, given that the calligraphy dataset contains
sentences of varying lengths. To ensure an accurate
examination, we evaluate various metrics such as
precision, recall, and F1-Score. The denominators
for recall and precision are determined by the word
count in the predicted sentence and the number of
accurately predicted characters divided by the word
count in the ground truth sentence. Utilizing these
metrics, we conduct experiments on our Korean
calligraphy dataset. For precise observation, we
scrutinize three different length splits: character-
level, word-level, and the overall meaning of the
calligraphy.

Zero-Shot CoT CoT+Few-Shot
Precision 84.57 86.47 87.48
Recall 86.64 87.83 88.75
F1-score 85.59 87.14 88.11

Table 10: Result(%) of Korean Calligraphy. OCR task
in word-level.
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Zero-Shot CoT CoT+Few-Shot
LD-Metric(]) 4.06 3.08 2.81
Precision(1) 75.46 76.27 77.25
Recall(1) 74.82 75.50 76.17
F1-score(T) 74.51 75.29 76.14

Table 11: Result(%) of Korean Calligraphy. OCR task
in character-level.

CoT CoT+Few-shot
85.67 86.06

Zero-shot
83.76

Cosine
Similarity

Table 12: Result(%) of Korean Calligraphy. OCR task
in overall meaning of Korean Calligraphy.

C Onion,Not The Onion
C.1 How to Collect the Dataset

We performed web scraping on The Onion website
and Reddit’s Not The Onion section. Following
the data collection, we implemented an additional
filtering process to ensure the Sophistication of the
dataset. Specifically, we removed instances where
no content was collected, where the same content
was repeated, and where advertisements were in-
cluded.

During the preprocessing stage, we encountered
valid data with either long or short lengths, which
were indeed written by humans. However, these
instances represent qualitative news articles; there-
fore we decided not to remove them to preserve the
integrity of the dataset. Consequently, the mean and
median text lengths are 2243 and 1433 respectively,
resulting in a left-skewed distribution. A histogram
illustrating the text lengths for each data exam-
ple and category-specific statistics are presented in
(Figure 16) and (Table ??) below.

Through this process, we structured the dataset so
that only the title and content of the original news
articles influenced the FMs judgment during the
fake news detection. This approach ensured that we
had a reliable dataset, enabling us to evaluate the
impact of textual data alone in fake news detection
research.

C.2 Experiments Details

Recent studies have demonstrated that proper
prompting can enhance the performance of
FMs(Kojima et al., 2022). In this study, The de-
fault prompt simply asked the model to distinguish
between fake news and real news. In contrast, the
CoT prompts instructed the model to go through a
step-by-step process of thinking to determine fake



news(Wei et al., 2022). In this methodology, the
model is instructed to take specific thought steps.
Finally, we measured the performance of the model
for the Fewshot and CoT prompts by providing
examples of fake news and real news, as well as
illustrating the judgment process. Through these
comparisons, we evaluated the impact of various
prompting methods on the model’s ability to recog-
nize fake news. The detailed prompts are provided
in Table 17. By distinguishing between fake news
and real news, we contribute to preventing social
disruption and maintaining the credibility of infor-
mation.

800

600 1

400 -

200

Length of text

Figure 16: Length plot of the preprocessed Onion and
Not the Onion news data.

D Lyrics

D.1 Why Choose Lyrics

We assess the ability of Foundation Models (FMs)
to understand song lyrics, which often feature
metaphorical and figurative language, slang, cul-
tural references, and ambiguity, necessitating nu-
anced, human-like comprehension. We evaluate
FMs’ understanding of song lyrics through three
tasks: genre detection, song description generation,
and infilling.

The implications of these tests are significant and
suggest several future research directions. Firstly,
using only lyrics for genre detection is innovative
and could lead to new methods for understanding
the linguistic features that define musical genres.
Additionally, evaluating GPT-4’s comprehension of
complex language features highlights the model’s
depth of language understanding, which is crucial
for enhancing natural language processing tasks.
Future research could expand into cross-linguistic
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analysis, incorporating more languages to examine
how well GPT-4 and other language models handle
multilingual datasets and cultural nuances.

D.2 How to Collect the Dataset
English Korean
Seen Unseen Seen Unseen

Total 3400 1700 3400 1700
Delete duplicate songs 3112 353 2187 304
Lyrlcs. and Description 2435 246 2187 304
crawling
Genre crawling 1828 139 2187 304
Remove Multilingual 1803 131 X X
Remove duplicate between 121 X 176
yearly and weekly
Cleaning Genre 1703 108 X X
Final 1703 108 2187 176

Table 13: During the collection of song data, various
criteria were used to remove certain songs, as detailed
in the first column of the table. Numbers in each blocks
denotes the number of remaining data after each step. X
indicates that the dataset did not go through that step.

For the English dataset, after collecting the title
and artist of each song, we removed overlapping en-
tries. A song was only removed if both the title and
artist were the same, as different songs can share
the same title. We then created links to the Genius
site, where we obtained the lyrics and descriptions
of the songs. This involved deleting strings follow-
ing *featuring’ and modifying characters such as
brackets and Latin alphabets. If it was impossible to
crawl any of the descriptions, genre, or lyrics, due
to link generation error or not being available on
the site, we removed the song. Additionally, songs
with non-English lyrics were also removed. If a
song appeared in both the weekly and yearly data,
it was excluded from the weekly data to ensure that
the weekly dataset contained only data that GPT
had not previously learned. For the genre detection
task in English, we streamlined the genre list by
removing infrequent genres. After combining all
genre lists, we excluded genres with fewer than
10 occurrences. Songs that did not fall under these
genres were also excluded, resulting in a unique
genre list of 58 genres and a dataset of 1,811 songs.
A similar process was applied to both the En-
glish and Korean datasets. However, for the Korean
dataset, non-Korean lyrics were not removed due
to their high frequency, and genre cleaning was
not performed because there are not many kinds of
genres in the dataset. Notably, no songs were re-
moved during lyrics, description, or genre crawling
for the Korean dataset because all song informa-



tion was gathered from Melon, unlike the English
dataset, which compiled data from multiple sites.
The specific number of remaining data at each step
is summarized in Table 13.

For the infilling task, only the 2024 unseen
dataset was used due to GPT-40’s safety issues.
In order to evaluate GPT-40’s understanding of ex-
ceptional data, we removed non-exceptional data
by using a pre-trained BERT model to anticipate
the masked part. We evaluated the prediction of
BERT model on English dataset through BERT
score, while the Korean dataset used cosine similar-
ity between BERT-encoded sentences. Entries with
scores exceeding a 0.9 threshold were removed, as
high semantic similarity indicated non-exceptional
data.

D.3 Evaluation metrics

Genre Description Lyrics
Classification ~ Generation Infilling
Seen Overlap Ratio
Korean - Exact Match
Unseen Overlap Ratio - ROUGE
- Exact Match - Cosine Similarity
Seen - Overlap Ratio - ROUGE
English - Exact Match - BERT Score
Unseen Overlap Ratio - ROUGE - ROUGE
- Exact Match - BERT Score - BERT Score

Table 14: Evaluation metric of each task using lyrics.
Empty block denotes that we did not used the data for
the corresponding task. For evaluation, We used BERT
score(Zhang et al., 2019) and Rouge score(Lin, 2004)
for lyrics infilling and description generation task, and
Overlap Ratio and Exact Match score for genre classifi-
cation task.

An exact match score assigns 1 if a predicted
genre matches the original genre. The overlap ratio
measures similarity based on shared elements.
The F1 score is calculated as the balanced aver-
age of precision and recall. Precision quantifies the
number of tokens in the generated answer are in the
ground truth, while recall measures how many of
the ground truth tokens are present in the generated
answer. Thus, the balanced average of precision
and recall indicates the extent to which the gener-
ated answer and the ground truth overlap.

Recall scores were utilized to confirm if the orig-
inal lyrics are present within the words generated
by GPT-4o.

D.4 Experiments details

The API temperature setting is regulated to O to en-
sure consistent results. The model is instructed to
generate answers in specific formats: for the Genre
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classification task, "Genre: the output"; for the song
description generation task, "Description: the out-
put”; and for the infilling task, GPT-40 should pro-
vide the complete lyrics, including the predicted
masked part. Additional details about the prompts
are in Appendix E.4

D.4.1 Genre classification

We design the genre classification task as follow:
1. A unique genre list was created by concatenating
all possible genres and removing entries with fewer
than 10 occurrences. This reduced the size of the
genre lists and removed datasets with no genres.
2. We conducted separate experiments on the seen
dataset, which includes data from 1990 to 2023,
and the unseen dataset, covering January to April
2024. This was done to determine if there is a per-
formance difference between the periods that GPT
has been trained on and those it has not.

3. GPT-40 was then asked to select the most likely
genre(s) based on the provided lyrics.

4. For the zero-shot approach, GPT-40 generated
the output directly. For the CoT and CoT+Few-
shot prompts, GPT-40 was instructed to think in
alignment with the lyrics.

D.4.2 Description generation

We design the description generation task as fol-
low:

1. GPT-40 was asked to generate a song description
based on the provided lyrics.

2. We conducted separate experiments on the seen
dataset, which includes data from 1990 to 2023,
and the unseen dataset, covering January to April
2024. This was done to determine if there is a per-
formance difference between the periods that GPT
has been trained on and those it has not.

3. Since many ground truth song descriptions in-
cluded additional information about the song (e.g.,
interviews, messages to fans, or musical features),
for the CoT and CoT+Few-shot prompts, we in-
cluded instructions for GPT-4o0 to add possible
artist names, title names, and musical features.

D.4.3 Lyrics infilling

We design the lyrics infilling task as follow:

1. For the English seen and unseen datasets, mask-
ing was performed based on both word and to-
ken criteria to determine which masking technique
would be more challenging.

2. Using BERT, we compared the two masking
methods: the average score for word-based mask-
ing was lower, so we decided to use the word-based



masking dataset

3. The Korean unseen dataset was also masked
based on words, without the process described in
step 1. 4. The infilling task was performed on the
Korean and English datasets using BERT.

5. The results from step 4 were evaluated using
the BERT score for English and cosine similarity
for Korean. Data with scores exceeding 0.9 were
removed.

6. After step 5, the remaining data was used to per-
form the infilling task with GPT-40. Due to GPT’s
safety issues, only the unseen dataset was used.
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E Prompts
E.1 Graphic Novels

Graphic Novels

Example Prompt
Input : “The uploaded images represent parts of a story that has been shuffled and consists of 4 images."
"Arrange images in the correct order.”
“Respond with the list of numbers 1 to 4 in the following format only [1,2,3,4]”

Zero-Shot “ONCE AGAIN!!! PLEASE!! respond with the list of numbers 1 to 4 in the following format only: [1,2,3,4]"
(Task Images)
Output: A.

"

Input : Q. “The uploaded images represent parts of a story that has been shuffled and consists of 4 images."
"Arrange images in the correct order.”
CoT + Zero-Shot IMPORTANT: Respond ONLY with the list of numbers 1 to 4 in this format: [1, 2, 3, 4].

(Task Images)

Output: A. Let’s think step by step. The correct order is

"

Input : Q. “The uploaded images represent parts of a story that has been shuffled and consists of 4 images."
"Arrange images in the correct order.”

IMPORTANT: Respond ONLY with the list of numbers 1 to 4 in this format: [1, 2, 3, 4].

“The First, Example:”:

(1st Example Images)
A. “Let’s think step by step. The correct order is [1,2,3,4]”

“The Second, Example:”:

(2nd Example Images)
CoT + Few-Shot A. “Let’s think step by step. The correct order is [1,2,3,4]”

“The Third, Example:”:

(3rd Example Images)
A. “Let’s think step by step. The correct order is [1,2,3,4]”

Q. “The uploaded images represent parts of a story that has been shuffled and consists of 4 images."
"Arrange images in the correct order.”
IMPORTANT: Respond ONLY with the list of numbers 1 to 4 in this format: [1, 2, 3, 4].

(Task Images)
Output: A. Let’s think step by step. The correct order is

Table 15: The description of each prompt style is provided. We assigned a response format to GPT-4o twice because,
in Zero-Shot, the variation in responses is too broad, causing GPT-40 to occasionally break the response format
rule. In CoT+Zero-Shot, we utilized the simplest CoT style because it achieved the best score compared to the
more detailed CoT version (Table 9.). In CoT+Few-Shot, we used three different examples. The performance was
insufficient when using only one or two examples.
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E.2 Calligraphy

Dataset Name

Example Prompt

Input : One korean calligraphy image
Prompt : "What are the all Korean characters in the image?

Zero-Shot Make sure that your answer only includes the result of the OCR without translating.
You don’t need to describe the processing steps.”

Output: Only OCR result text

Input : One korean calligraphy image

Prompt : "The image uploaded is Korean calligraphy with illustration.
Transcribe the letters in the uploaded image.

Solve it with following steps.

1. Identify the start and end of the sentence.

Check if there are any line breaks in the middle of the sentence.

2. Split the recognized text into individual words.

Combine the split words based on the context to form a coherent sentence.

3. Analyze the context to infer the meaning of the handwriting. Correct typos by
comparing them with similar words and choosing the correct one.

4. Perform grammar and spelling checks to verify the recognized sentence.
Ensure that the sentence flows naturally and makes sense.

Don’t describe your steps. Just answer the result of the OCR without translating."

CoT + Zero-Shot

Output: Only OCR Result text

Input : One korean calligraphy image

Prompt : "Below are examples of OCR task.
I'll show image first and explain step-by-step how to extract text from the image."

Examplel: examplel image

"Stepl: Identify the start and end of the sentence. Check if there are any line breaks in the middle of the sentence.
Identify that the sentence starts with *H}2}=7]” and ends with Q12?2
Step2: Split into words and translate each word in English
and identify any typos based on the context.: B}2}=7] (What I hope for) -3t (infinitely) & §10] (endlessly) W 2]= (falling) 7|
(particle, indicating ’is’) ©F'd 7] (is not) @utt (Typo: misidentified word, Correct: € u}L, Translation: how much)
o 91 4] (fortunately) =2} (I don’t know) QF12}? (isn’t it?)
Step3: Correct the typos by comparing each word with similar words
and combine the corrected words to form a coherent sentence.:
*JubLd should be *gutLt, *&al 2?2 should be *QF12?
Step4: Combine based on context:
CoT + Few-Shot ‘HieR=A] 15 Eglo] Y= A obd Al duput o8y el 2] 22} @F12]? There is no weird word to use.
Step5: Analyze the context to infer the meaning of the handwriting.
Correct any misrecognized words by comparing them with similar words and choosing the correct one.
Infer the context: The sentence talks about how fortunate it is that something is not happening endlessly.
Correct any misrecognized words: " Bt} should be * @i}
Step6: Perform grammar and spelling checks to verify the recognized sentence.
Ensure that the sentence flows naturally and makes sense. Check grammar and spelling:
Ensure *B2R=A] 2514 Eglo] Uigl= A obd Al Gubut thaielx] St ¢to12)]?” is grammatically correct and makes sense.
Ensure the sentence flows naturally and the meaning is clear."

prompt: "Now, please perform an OCR task on the following image like the example.
The image is Korean calligraphy with an illustration.

Transcribe the letters in the picture with a step-by-step explanation of your reasoning.
But Don’t describe your steps. Just answer the result of the OCR without translating."

Output: Only OCR Result text

Table 16: Korean Calligraphy Prompt: For the Cot+Few shot prompt, We utilized two examples but only one
example is listed in the paper because it was too long to attach. The full prompt can be seen in GitHub.
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E.3 Onion Not The Onion

Onion, Not The Onion

Example Prompt

Input : A News article and Title
Prompt: The uploaded text is one of the articles that may be real or fake.
Zero Shot Please Answer whether below article is fake or real.
Say nothing but the number 0 or 1. i.e. Answer 1 if you think the article is real,
answer 0 if you think it is fake
Output: (0 || 1)

Input : A News article and Title

The uploaded text is one of the articles that may be real or fake.Please Answer whether below article is fake or real.
Give a 20-character rationale for why you think that way, and output a 0 and 1 at the end of the sentence.

To Solve this, You have to think step by step.

The first step in identifying fake news is evaluating the reliability of the information source.

Well-known and verified news organizations are generally more reliable,

and their reports can be trusted more than unverified sources.

In addition to source reliability, look at the language used in the content.

Fake news often uses sensational or exaggerated language designed to elicit an emotional response.

It is also important to check for consistency and accuracy in the information presented;

fake news typically includes claims that are either unverified or clearly false.

Another critical step is cross-verification,where check if the same claims are reported by multiple trusted sources.
i.e. rationale + answer 1 if you think the article is real, rationale + answer 0 if you think it is fake.

Must Keep in mind that the end of a sentence should end with either O or 1

Output: (rationales + (0]|1))

CoT + Zero Shot

Input : A News article and Title
The uploaded text is one of the articles that may be real or fake.Please Answer whether below article is fake or real.
Give a 20-character rationale for why you think that way, and output a 0 and 1 at the end of the sentence.
To Solve this, You have to think step by step.
The first step in identifying fake news is evaluating the reliability of the information source.
Well-known and verified news organizations are generally more reliable,
and their reports can be trusted more than unverified sources.
In addition to source reliability, look at the language used in the content.
CoT + few Shot Fake news often uses sensational or exaggerated language designed to elicit an emotional response.
It is also important to check for consistency and accuracy in the information presented;
fake news typically includes claims that are either unverified or clearly false.
Another critical step is cross-verification,where check if the same claims are reported by multiple trusted sources.
See the example below. i.e. rationale + answer 1 if you think the article is real, rationale + answer 0 if you think it is fake.
Must Keep in mind that the end of a sentence should end with either O or 1
Example: we provided one fake news story from The Onion and one real news story from Reddit’s Not the Onion.
Additionally, rather than merely presenting the news,
we included examples of the rationales we derived for the two news stories, following the same prompting method.
Output: (rationales + (0]|1))

Table 17: We provided examples of prompts used to detect fake news, focusing on the implementation of CoT
reasoning. We presented a structured approach that outlines the steps a FMs considers when analyzing and
concluding whether a news story is fake or real. Lastly, this method involves a few-shot learning technique where
examples of fake news and real news are given alongside rationales.
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E.4 Lyrics
E.4.1 English Genre Classification

Lyrics
Example Prompt

Input : Lyrics

Prompt : Here is a list of unique music genres: [’ genre list str’].
Zero-Shot Say nothing but the Genre as Genre: the output.

Output example: Genre: [pop, r&b, hip hop].
Lyrics: ’lyrics’

Output: Genre: the output

Input : Lyrics

Prompt : Here is a list of unique music genres: [’genre list str’].
Based on the lyrics provided, identify the genres.
CoT + Zero-Shot Say nothing but the Genre as Genre: the output.
Output example: Genre: [pop, r&b, hip hop].
Lyrics: ’lyrics’

Output: Genre: the output

Input : Lyrics
Prompt : Here is a list of unique music genres: [’ genre list str’].

Example Lyrics:

And she spoke words that would melt in your hands
And she spoke words of wisdom

To the basement, people, to the basement

Many surprises await you

In the basement, people, in the basement

You hid there last time, you know we’re gonna find you
Sick in the car seat, ’cause you’re not up to going

Out on the main streets, completing your mission

You hid there last time, you know we’re gonna find you
Sick in the car seat, ’cause you’re not up to going

Out on the main streets, completing your mission

CoT + Few-Shot

Example Description: indie pop

Now, based on the lyrics provided, identify the genres.
Say nothing but the Genre as Genre: the output.
Output example: Genre: [pop, r&b, hip hop].

Lyrics: ’lyrics’

Output: Genre: the output

Table 18: Prompt for English genre classification task
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E.4.2 Korean Genre Classification

Lyrics

Example Prompt
Input : Lyrics
Prompt : Here is a list of unique music genres: [’genre list str’].
Say nothing but the Genre as Genre: the output.

Zero-Shot

Output example: Genre: ['2t=, WA, /I .
Lyrics: ’lyrics’

Output: Genre: the output

CoT + Zero-Shot

Input : Lyrics

Prompt : Here is a list of unique music genres: [’genre list str’].
Based on the lyrics provided, identify the genres.

Say nothing but the Genre as Genre: the output.

Output example: Genre: [F2t=, A, 31/ .

Lyrics: ’lyrics’

Output: Genre: the output

CoT + Few-Shot

Input : Lyrics
Prompt : Here is a list of unique music genres: [’genre list str’].

Example Lyrics:
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Jde Y & ofta

o Tofnt 2 gE UE
L Y Tol AHER

T A=yt

sheol Y&
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JH AAESAL

011:_ B ==
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W oAt
ek =2 FUH
A 45 At
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"ozl = dl=ol

oA ' 74l

I A ztel A8
oAl £ WAZ 28
AAGAE 715 2 9l
I &< &F HotEA

Example Description: g2} &, =] & 2tat

Now, based on the lyrics provided, identify the genres.
Say nothing but the Genre as Genre: the output.
Output example: Genre: [F2tE, A, 1/ .

Lyrics: ’lyrics’

Output: Genre: the output

Table 19: Prompt for Korean genre classification task
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E.4.3 English Song Description Generation

Lyrics
Example Prompt
Input : Lyrics
Zero-Shot Prompt : Say nothing but the Description as Description: the output

Output example: Description: The song explores themes of love and heartbreak.
Lyrics: "lyrics’

Output: Description: the output

CoT + Zero-Shot

Input : Lyrics

Prompt : Based on the provided lyrics, write a brief description of the song.

Include the possible song title and artist name in the description.

Say nothing but the Description as Description: the output

Output example: Description: Honeymoon Avenue by Ariana Grande is about knowing you are at the end of a relationship
and wishing it could not be the end and go back to the beginning and start over.

Output: Description: the output

CoT + Few-Shot

Input : Lyrics

Prompt :

Example Lyrics: I'd like to say we gave it a try

Id like to blame it all on life

Maybe we just weren’t right

But that’s a lie, that’s a lie

And we can deny it as much as we want

But in time, our feelings will show

*Cause sooner or later, we’ll wonder why we gave up
The truth is everyone knows, oh

Almost, almost is never enough

So close to being in love

If T would have known that you wanted me the way I wanted you
Then maybe we wouldn’t be two worlds apart (Ah)
But right here in each other’s arms

And we almost, we almost knew what love was

But almost is never enough (Ah)

If I could change the world overnight (Ah)

There’d be no such thing as goodbye (Ah)

You’d be standing right where you were (Ah)

And we’d get the chance we deserve, oh (Ah)

See upcoming pop shows

Get tickets for your favorite artists

Try to deny it as much as you want

But in time, our feelings will show (Ah)

’Cause sooner or later, we’ll wonder why we gave up
The truth is everyone knows (Ah)

Example Description: On the collaborative track “Almost Is Never Enough,” Ariana Grande & Nathan Sykes play a couple who had a relationship that hadn’t gone right.

Ariana would like to say things were going well but she knows that’s a lie and like the title states, almost is never enough to make the relationship work; you need to put full effort in.
Both of them state that they didn’t feel the relationship while in it, but the mood of the song and lyrics suggest that they both want to either reconnect or they simply just miss better times.
At the time of the song’s release, Nathan and Ariana were dating. Unfortunately, their relationship ended a few months later.

Now, based on the provided lyrics, write a brief description of the song.

Include the possible song title and artist name in the description.

Say nothing but the Description as Description: the output

Output example: Description: Honeymoon Avenue by Ariana Grande is about knowing you are at the end of a relationship
and wishing it could not be the end and go back to the beginning and start over.

Output: Description: the output

Table 20: Prompt for English song description generation task
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E.4.4 English Song Infilling

Lyrics Infilling Task

Example Prompt

Input : Masked lyrics

Prompt : You are a powerful language model. Fill in the blanks in the following text with appropriate words.

The text is a part of a song with certain words masked by [MASK].

Lyrics: "lyrics

Say nothing but the filled lyrics as "Filled lyrics: the output’.

Output example: Filled lyrics: "I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..

Zero-Shot

Output: Filled lyrics: the output

Input : Lyrics

Prompt : You are a powerful language model. Fill in the blanks in the following text with appropriate words.The text is a part of a song with certain words masked by [MASK].
For each blank, think step by step about the context and meaning of the surrounding text before choosing the word.

To do this, follow these steps:

a. Carefully read and analysis the lyrics.

b-1. Check the entire lyrics to see if there are any repeating parts.

b-2. If repeating parts exist, replace the [MASK] with the corresponding word.

c-1. Make the list of possible words for the masked part.

c-2. Select a suitable word from the candidate list.

c-3. Replace [MASK] with the word that you selected.

Lyrics: ’lyrics

Step-by-step reasoning and filled lyrics as "Filled lyrics: the output’.

Say nothing but the filled lyrics as 'Filled lyrics: the output’.

Output example: Filled lyrics: "T know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..

CoT + Zero-Shot

Output: Filled lyrics: the output

Input : Lyrics

Prompt :

You are a powerful language model. Fill in the blanks in the following text with appropriate words. The text is a part of a song with certain words masked by [MASK].
For each blank, think step by step about the context and meaning of the surrounding text before choosing the word.
To do this, follow these steps:

a. Carefully read and analysis the lyrics.

b-1. Check the entire lyrics to see if there are any repeating parts.

b-2. If repeating parts exist, replace the [MASK] with the corresponding word.

c-1. Make the list of possible words for the masked part.

c-2. Select a suitable word from the candidate list.

c-3. Replace [MASK] with the word that you selected.

Example:

Lyrics:

Rotgut whiskey’s gonna ease my mind Beach [MASK] rests on the dryin’ line

Do I remind you of your daddy in his *88 Ford? Labrador [MASK] out the passenger door

The sand from your hair is blowin’ in my eyes [MASK] it on [MASK] [MASK] grown men
CoT + Few-Shot don’t cry [MASK] [MASK] remember that beat down basement couch?

I'd sing [MASK] my love songs [MASK] you’d tell me about

How your mama [MASK] off and pawned her ring [MASK] remember,

I remember everything

Filled lyrics:

Rotgut whiskey’s gonna ease my mind Beach towel rests on the dryin’ line

Do I remind you of your daddy in his *88 Ford? Labrador hangin’ out the passenger door

The sand from your hair is blowin’ in my eyes Blame it on the beach, grown men

don’t cry Do you remember that beat down basement couch?

I'd sing you my love songs and you’d tell me about

How your mama ran off and pawned her ring I remember,

I remember everything

Now, based on the provided lyrics, fill in the blanks with appropriate words.

Lyrics: *lyrics

Step-by-step reasoning and filled lyrics as "Filled lyrics: the output’.

Say nothing but the filled lyrics as "Filled lyrics: the output’.

Output example: Filled lyrics: "I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..
Output: Filled lyrics: the output

Table 21: Prompt for English lyrics infilling task. Examples in CoT+Few-shot are composed of data removed during
BERT testing.
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E.4.5 Korean Song Infilling task

Lyrics
Example Prompt
Input : Masked lyrics
Prompt : You are a powerful language model. Fill in the blanks in the following text with appropriate words.
Zero-Shot The text is a part of a song with certain words masked by [MASK].

Lyrics: "lyrics
Say nothing but the filled lyrics as "Filled lyrics: the output’.
Output example: Filled lyrics: I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..

Output: Filled lyrics: the output

Input : Lyrics

Prompt : You are a powerful language model. Fill in the blanks in the following text with appropriate words.
The text is a part of a song with certain words masked by [MASK].
For each blank, think step by step about the context and meaning of the surrounding text before choosing the word.
To do this, follow these steps:
a. Carefully read and analysis the lyrics.
b-1. Check the entire lyrics to see if there are any repeating parts.
CoT + Zero-Shot  b-2. If repeating parts exist, replace the [MASK] with the corresponding word.
c-1. Make the list of possible words for the masked part.
c-2. Select a suitable word from the candidate list.
c-3. Replace [MASK] with the word that you selected.
Lyrics: lyrics
Step-by-step reasoning and filled lyrics as ’Filled lyrics: the output’.
Say nothing but the filled lyrics as "Filled lyrics: the output’.
Output example: Filled lyrics: ’I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains).. .

Output: Filled lyrics: the output

Input : Lyrics

Prompt :

You are a powerful language model. Fill in the blanks in the following text with appropriate words.
The text is a part of a song with certain words masked by [MASK].

For each blank, think step by step about the context and meaning of the surrounding text before choosing the word.
To do this, follow these steps:

a. Carefully read and analysis the lyrics.

b-1. Check the entire lyrics to see if there are any repeating parts.

b-2. If repeating parts exist, replace the [MASK] with the corresponding word.

c-1. Make the list of possible words for the masked part.

c-2. Select a suitable word from the candidate list.

c-3. Replace [MASK] with the word that you selected.

Example:
CoT + Few-Shot  Lyrics:
Aol Zote] Alo] Qe srhal Qropaal 4lo] 1 A4 -5 ©] Language A-57 B5o] 22t A4 gl= 71 Music
o] ¢F 3= [MASK] QIthH [MASK] 232 El &= ofF 2gh 21 1ot Y7} B2 Ato]ol ik & [MASK] 31o] We [MASK] mix it up right
Sugar and spice Brass sound and guitar 4] [MASK] t} 4] [MASK] Z ]2 2] T3 U o] 5217}
o)A Tt UE 93t 47} [MASK] [MASK] Drum bass Piano [MASK]
Filled lyrics:
Aol Zote] Alo] glebd astral Qtopaal 4lo] X A|A| -5 ©] Language A-57F B-5o] 22t gl 71 Music
o] oF B &oto] JlthH f-2]= AFHE & ofF Mgk 27 Yot U7t B2 Abo]oj & FE 4= §lo] We can mix it up right
Sugar and spice Brass sound and guitar Y] 2&H t} W o] 50|} F2| 2] T3 Y o] 5217}
o)A Tt U= €3t A&7} Kick snare Drum bass Piano Bassline

Lyrics: "lyrics

Step-by-step reasoning and filled lyrics as ’Filled lyrics: the output’.

Say nothing but the filled lyrics as ’Filled lyrics: the output’.

Output example: Filled lyrics: 'I know this pain (I know this pain) why do you lock yourself up in these chains? (these chains). ..
Output: Filled lyrics: the output

Table 22: Prompt for Korean lyrics infilling task. Examples in CoT+Few-shot are composed of data removed during
BERT testing.
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