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Abstract

Vision-Language Models (VLMs) have recently emerged
as powerful tools, excelling in tasks that integrate visual
and textual comprehension, such as image captioning, vi-
sual question answering, and image-text retrieval. How-
ever, existing benchmarks for VLMs include spatial com-
ponents, which often fail to isolate spatial reasoning from
related tasks such as object detection or semantic compre-
hension. In this paper, we address these deficiencies with a
multi-faceted approach towards understanding spatial rea-
soning. Informed by the diverse and multi-dimensional na-
ture of human spatial reasoning abilities, we present a de-
tailed analysis that first delineates the core elements of spa-
tial reasoning: spatial relations, orientation and naviga-
tion, mental rotation, and spatial visualization, and then
assesses the performance of these models in both synthetic
and real-world images, bridging controlled and naturalistic
contexts. We analyze 13 state-of-the-art Vision-Language
Models, uncovering pivotal insights into their spatial rea-
soning performance. Our results reveal profound shortcom-
ings in current VLMs, with average accuracy across the 13
models approximating random chance, highlighting spatial
reasoning as a persistent obstacle. This work not only ex-
poses the pressing need to advance spatial reasoning within
VLMs but also establishes a solid platform for future explo-
ration. Code available on GitHub' and dataset available
on HuggingFace.?

1. Introduction

Vision-Language Models (VLMs) have recently emerged
as powerful tools, excelling in tasks that integrate visual
and textual comprehension such as image captioning, visual
question answering, and image-text retrieval [18, 33]. De-
veloped through extensive pretraining on diverse datasets,
these models have demonstrated a remarkable ability to
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Figure 1. Example of VLM Responses to Mental Rotation
Tasks: This example underscores a notable constraint of existing
VLMs, which have difficulty in precisely understanding potential
rotations of the objects shown, exposing a considerable deficiency
in their spatial reasoning skills.

interpret complex interactions between visual information
and language [47]. However, despite these advances, a crit-
ical capability remains largely unaddressed: spatial reason-
ing.

Spatial reasoning involves comprehending and analyzing
the locations, orientations, and relations of objects within a
scene—skills that are natural to humans but pose signifi-
cant challenges for deep learning models [9, 11, 51]. By
fostering strong spatial intelligence, deep learning models
can improve their ability to make intricate decisions that
necessitate an understanding of geometric transformations
and spatial context. While current benchmarks for VLMs
incorporate tasks related to spatial reasoning, they often pri-
oritize elements such as object detection or semantic inter-
pretation [35], leaving the core challenges of spatial cog-
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nition underexplored. Additionally, many datasets focus
exclusively on specific aspects of spatial reasoning, some-
times augmenting visual data with extra elements such as
point clouds, scene graphs, or depth maps to deepen spa-
tial context [9, 12]. The absence of a precise definition
and structured evaluation approach for spatial reasoning in
VLMs has hindered the creation of models capable of at-
taining human-level spatial reasoning.

Humans naturally excel at spatial reasoning, a cogni-
tive faculty that manifests in development and underpins
our ability to engage with and navigate intricate environ-
ments [26, 42]. This competence includes a variety of skills,
from calculating distances and orienting things in three di-
mensions to combining various sensory inputs in a smooth
manner. It has been established via rigorous empirical stud-
ies in cognitive science and neuroscience that our brain ar-
chitecture is suited to process spatial relationships. These
findings constantly confirm that spatial reasoning is deeply
ingrained in our perceptual and motor systems and is not
just essential for daily tasks [6, 24]. By attempting to under-
stand and reproduce these natural human abilities, we can
shed light on the shortcomings of current VLMs and drive
the development of computer systems that exhibit closer to
human-like spatial awareness.

Performant spatial reasoning is crucial beyond lab tests,
enabling computational agents in fields such as robotics,
autonomous navigation, and augmented reality to adapt
to complex real-world environments [57]. It enhances
VLMs for interpreting visual scenes anthropomorphically
and drives advancements in technologies requiring precise
spatial understanding. The present study aims to fill these
gaps by a thorough and systematic analysis of spatial rea-
soning in the context of VLMs. We provide a thorough anal-
ysis that begins with the characterization of the basic com-
ponents of spatial reasoning, namely spatial relations, orien-
tation and navigation, mental rotation, and spatial visualiza-
tion. After laying this conceptual foundation, we assess the
models’ performance on a wide range of visual stimuli, in-
cluding both artificially generated images and images from
naturalistic environments. By performing a discrete evalu-
ation of each component, we gain a more nuanced under-
standing of the unique advantages and disadvantages that
exist in current VLMs and help us understand their oper-
ational capabilities. In summary, our contributions are as
follows:

 Precise Definition of Spatial Reasoning and its compo-
nents: We formalize spatial reasoning in VLMs through
key components: spatial relations (e.g., object posi-
tioning), orientation and navigation (e.g., directionality),
mental rotation (e.g., invariant object recognition), and
spatial visualization (e.g., transformation prediction).

* Extensive Benchmark: We present a novel spatial rea-
soning benchmark, combining programmatically gener-

ated, GenAl-synthesized, and real-world images to bridge
controlled evaluation and real-world applicability.

e Component-Specific Evaluation: Our benchmark
uniquely isolates spatial reasoning components, offering
precise insights into VLMSs’ strengths and limitations.

* Extensive Model Evaluation: We assess 13 advanced
VLMs, discovering that their typical spatial reasoning
performance hovers around random chance, pointing out
ongoing challenges.

2. Spatial Reasoning: Definition and Compo-
nents

Spatial reasoning is a fundamental cognitive ability con-
cerned with understanding and manipulating spatial rela-
tionships between objects and oneself within a space [32].
It encompasses the mental skills involved in visualizing,
transforming, and reasoning about spatial information. This
ability is not monolithic but rather comprises several dis-
tinct yet interrelated components [40]. In computer science,
spatial reasoning is increasingly relevant to fields such as
robotics, computer vision, and geographic information sys-
tems, where algorithms and systems must effectively pro-
cess and interpret spatial data [52]. Understanding these
components is crucial for designing effective computational
models of spatial intelligence.

2.1. Mental Rotation

Mental rotation is a specific and well-studied aspect of spa-
tial visualization, which refers to the ability to mentally ro-
tate two-dimensional (2D) and three-dimensional (3D) ob-
jects [50]. It involves imagining an object as it would ap-
pear if rotated in space, and is often measured by tasks re-
quiring individuals to determine if two objects are the same,
but presented at different orientations [56]. Pellegrino et al.
[45] showed that mental rotation is a distinct spatial ability,
separate from other spatial skills such as spatial perception.
Mental rotation tasks are widely used in cognitive psychol-
ogy to study spatial processing and have implications for
understanding sex-related differences in spatial abilities, as
well as neural substrates of spatial cognition [63]. While
closely related to spatial visualization, mental rotation is of-
ten considered a more constrained and specific type of spa-
tial transformation, focusing primarily on rotational trans-
formations.

2.2. Spatial Visualization

Spatial visualization goes beyond simple perception and in-
volves the capacity to mentally manipulate and transform
spatial information [38]. It is often defined as the ability
to process complex spatial information and imagine spatial
transformations, such as mentally rotating objects, folding
shapes, or understanding movements through space [19].
Spatial visualization is considered a dynamic spatial skill,
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Question: The image depicts a picce of paper folded
and then punched with holes. The white arcas
represent the paper after it has been folded. The black
points represent the holes punched in the paper.
Which of the options accurately shows the pattern of
holes that will appear when the paper is fully
unfolded?

Only one of the options is correct.
Available options: A. Left, B. Center, C. Right
Answer: B
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Question: This image shows a 3D
polycube shape. Which of the options is
simply the original shape in a rotated
orientation?

Only one of the options is correct.
Available options: A. Left, B. Center, C.
Right
Answer: C

MRT Hard

Question: This image shows a 3D
polycube shape. Which of the options is
simply the original shape in a rotated
orientation?

Only one of the options is correct.
Available options: A. Left, B.
Middle-Left, C. Middle-Right, D. Right
Answer: C

Figure 2. Images from our benchmark created algorithmically, drawing inspiration from cognitive tests. Left image depicts paper folding,
the middle shows the easy MRT version, and the right displays the hard variant.

requiring the transformation of visual-spatial representa-
tions to derive new spatial configurations [36]. This compo-
nent is particularly important in fields such as engineering
and design, where professionals must mentally simulate the
assembly or operation of complex systems. In computer
graphics and virtual reality, spatial visualization skills are
essential for creating immersive and interactive 3D envi-
ronments, allowing users to navigate and manipulate virtual
objects in a spatially meaningful way [5].

2.3. Spatial Orientation and Navigation

Spatial orientation is a complex cognitive function that en-
ables us to navigate intricate surroundings by actively in-
tegrating various sensory inputs, such as visual, vestibular,
proprioceptive, and auditory signals, to construct and con-
tinually refine internal spatial maps. Studies indicate that
these maps can be divided into two main reference frames:
egocentric, which records spatial data in relation to one’s
own body (e.g., “the book is on my left”), and allocen-
tric, which organizes spatial data based on the relationships
among landmarks in the environment, regardless of the ob-
server’s position [17, 60]. This duality facilitates flexible
navigation; path integration allows individuals to compute
their position by updating self-motion cues, and landmark-
based encoding helps create a more stable, map-like allo-
centric space representation [28]. In robotics, these prin-
ciples guide autonomous systems like Simultaneous Lo-
calization and Mapping (SLAM), where data from cam-
eras, LiDAR, and inertial units are combined using prob-
abilistic models for accurate real-time mapping and self-
localization, even in GPS-denied or dynamic environments
[54]. These interdisciplinary insights show that both ego-
centric and allocentric frameworks are crucial for human
spatial cognition and adaptation, as well as for designing

artificial systems interacting with complex environments.

2.4. Spatial Relations

Spatial relations encompass the ability to understand and
reason about relationships between multiple objects within
a space [43]. This involves processing different types of
spatial relations, including topological relations (for exam-
ple, adjacency, containment, connectivity), projective rela-
tions (for example, above / below, left / right, front / behind),
and metric relations (e.g., distance, size, volume) [20]. Rea-
soning about spatial relationships is fundamental for tasks
such as spatial planning, solving spatial puzzles, and under-
standing spatial analogies. In geographic information sys-
tems (GIS), the ability to computationally represent and rea-
son with spatial relations is paramount for spatial queries,
spatial analysis, and automated map interpretation [4]. The
formalization of spatial relations in computational terms is
an ongoing area of research in artificial intelligence.
Understanding these distinct yet interconnected compo-
nents provides a more nuanced framework for both cogni-
tive and computational investigations of spatial reasoning.

3. Data Creation

In contrast to previous benchmarks which test a few as-
pects of spatial reasoning, our benchmark draws inspiration
from human cognition studies [17, 22, 60] and is designed
to evaluate VLMs under a comprehensive set of the basic
principles of human spatial reasoning.

3.1. Mental Rotation

To assess a VLM’s capability to mentally rotate an object,
we draw upon the mental rotation test [14], a test designed
to measure this ability in humans. The Mental Rotation



Test (MRT) involves a participant comparing two 3D ob-
jects (or letters), often rotated along some axis, to deter-
mine if they are the same or mirror images [49]. Typically,
pairs of images in the test are rotated by specific angles (e.g.
0°, 60°, 120°, or 180°). A fixed number of these pairs will
feature identical images simply rotated, while others will
be mirrored versions. Participants are evaluated by the re-
searcher based on their speed and precision in differentiat-
ing between mirrored and non-mirrored pairs [7]. We pro-
ceed by creating similar images to those found in MRT [14],
manually crafting five polycube shapes. Subsequently, we
construct an image displaying the original shape in the top
row, with four potential mirrored versions of that shape in
the bottom row. Among these four options, one is the same
shape rotated by either 0, 60, 90, or 120 degrees. The other
three include two mirrored forms of the shape, each rotated,
and one randomly selected, differently rotated object. The
shapes are white and devoid of any background, forming
what we term the mrt-hard subset. An example from mrz-
hard is depicted in Figure 2 (right). Considering that these
images might not offer sufficient visual cues to the model,
we develop another test version with colored shapes and a
3D Cartesian grid as the background. Furthermore, we de-
crease the number of candidates to three by eliminating one
mirrored version of the shape. This variant is referred to
as the mrt-easy subset. We generate 200 images from both
subsets. Figure 2 (middle) shows an example of mrt-easy
images.

3.2. Spatial Visualization

The Paper Folding Test is a non-verbal reasoning assess-
ment commonly used in psychometric evaluations. It as-
sesses spatial visualization abilities, requiring individuals
to mentally manipulate folded paper and identify the loca-
tion of holes punched through it after unfolding [19]. This
test is considered a measure of spatial orientation and vi-
sualization, distinct from spatial perception [38] . Perfor-
mance on the Paper Folding Test is often correlated with
success in fields requiring strong spatial reasoning skills,
such as engineering, architecture, and design [8]. The for-
mat of the test typically involves a series of multiple-choice
questions, each presenting a sequence of paper folds and
hole punches, followed by several unfolded paper options,
only one of which is correct. We replicate the paper-folding
test by constructing an image where the top row displays a
square representing a piece of paper being folded. To the
right of this image, the folding process is visually depicted
by redrawing the entire square and adding a line to indicate
where the fold occurs, such as in the center, while shading
the folded portion in light gray. Following this depiction,
we puncture holes in the final folded view, marking them as
black dots on the paper. Consequently, in the bottom row,
three different unfolded paper images are shown, illustrat-

ing the unfolded paper with final hole positions. Among
them, one is correct, another lacks a hole, and the last is ac-
curately mirrored. We can produce an arbitrary number of
folds and holes, but for simplicity, we restrict ourselves to
experimenting with one or two folds and one to three holes.
Moreover, we employ straightforward folding techniques,
recursively folding the paper either vertically, horizontally,
or diagonally at the center. Figure 2 (left) depicts an exam-
ple of these images.

3.3. Spatial Relations

To assess VLMs’ capability in recognizing spatial relation-
ships, we employ a sample of the Spatial-Obj dataset [51].
This benchmark comprises 2,000 multiple-choice queries
aimed at testing how effectively VLMs interpret spatial in-
teractions between objects within images. Developed via
a dual-phase annotation method, the dataset includes nat-
ural image-based inquiries concerning the spatial interplay
of one or two objects. During the initial annotation phase,
three annotators generated question-answer sets using tem-
plates, followed by a review and correction process by ten
evaluators in the subsequent phase. Spatial-Obj encom-
passes 36 typical spatial relations (e.g., “right of”, “left of”,
“attached to”, “touching”). GPT-40 has been used to orga-
nize samples into visual categories such as object localiza-
tion, orientation and direction, viewpoints, as well as po-
sitional/relational context, all presenting considerable chal-
lenges for VLMs.

3.4. Orientation and Navigation

Spatial orientation plays a crucial role in navigation-related
activities. We assess this navigating ability using the Maze-
Nav component of SpatialEval [59]. This dataset is crafted
to test navigation capabilities within intricate environments
resembling mazes, represented by colored blocks: green
signifies the starting point (S), red marks the exit (E), black
indicates walls that cannot be passed, white denotes walk-
able paths, and blue highlights the correct path from S to
E. It is available in both textual (ASCII) and visual for-
mats, with the goal being to navigate from S to E by fol-
lowing the blue path while using only up, down, left, and
right directions. Tasks include answering queries such as
counting the number of turns or identifying the spatial re-
lationship between S and E, which are straightforward for
humans but challenging for current VLMs. For evaluating
orientation comprehension, we examine 400 question-and-
answer pairs from EgoOrientBench [27]. The annotation
method tackles inconsistencies in object orientation label-
ing within VLMs by creating a unified egocentric system.
Utilizing current developments in embodied Al that em-
phasize user-centric viewpoints, the authors formulated an
eight-class orientation taxonomy (Front, Back, Left, Right,
Front-Left, Front-Right, Back-Left, and Back-Right) that
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Question: The figure represents a Maze, where the
colored blocks have the following meanings:
Black blocks represent walls that are impassable
barriers. White blocks represent navigable paths within
the maze, but not necessarily the correct path to the
exit. [...] How many right turns are there in the
provided path (marked by Blue) from S to E? Available
options: A.6B.4C.0D. 7.

Answer: C

Question: Is the dog facing 'front' from
the camera's perspective?
Answer with 'yes' or 'no' only.

Question: Where is the headphones in
relation to the mobile from camera's
perspective?

A. middle B. right C. left D. front

Answer: no

Answer: C. left

Figure 3. Examples sampled from other benchmarks are depicted as follows: Left is Maze-Nav [59], the center displays EgoOrient-

Bench [27], and on the right is Spatial-Obj [51].

consistently positions objects with respect to the user (or
camera) perspective. In addition, to facilitate easier evalu-
ation, we sample only those questions whose answers are
limited to “yes” or “no”. This egocentric alignment not
only addresses the problem of unclear orientation annota-
tions that hinder VLMs’ spatial understanding but also bol-
sters their use in real settings where user perspective is key.
The approach is in line with the growing trend of egocen-
tric datasets in Al, establishing a structured system that en-
hances orientation interpretation consistency in various ap-
plications.

4. Evaluation

In our experiments, we use PyTorch [44] and Hugging Face
Transformers [62]. We evaluated the spatial intelligence
of 13 prominent VLMs, which include both open-source
and commercial variants. Among the commercial stan-
dards, we tested OpenAl’'s GPT-40 and ol [2, 25]. The
open-source models evaluated comprised Qwen2.5 3B and
7B [46], Llava 1.5 7B [34], LlavaNext 7B [31], Instruct-
Blip 7B and 13B [15], Idefics 8B [30], SmolVLM 500M
and 2B [37], Llama-3.2-Vision 11B [18], MiniCPM-V-2.6
8B [65], and InternVL2_5 8B and 26B [10]. All the model
variants are instruction-tuned and greedy decoding [21] was
equipped. To carry out these experiments, we use the Azure
OpenAl API service for accessing OpenAl’s models, and
for the open-source models, we perform inference using 4 x
A100 40GB NVIDIA GPUs.

4.1. Benchmark Distribution

The benchmark dataset comprises a total of 1,800 image-
question pairs. Of these, 22.2% (400 pairs) evaluate men-
tal rotation ability, with equal distributions of 11.1% (200

pairs) from the classic Mental Rotation Test (MRT) and
11.1% (200 pairs) from the MRT easy set. For spatial vi-
sualization assessment, 11.1% (200 pairs) feature stimuli
with either single or double folds and between one and three
pierced holes. The remaining pairs are evenly distributed,
with 22.2% (400 pairs) sampled from Maze-nav to evaluate
navigation skills, 22.2% (400 pairs) from Spatial-Obj [51]
to assess spatial relations comprehension. Finally, 22.2%
(400 pairs) are equipped from EgoOrientBench [27] to eval-
uate orientation understanding.

4.2. Performance Evaluation

Overall Performance: Table | summarizes the perfor-
mance of various models across multiple spatial reasoning
tasks, including two variants of the Mental Rotation Test
(MRT), Paper Folding, Spatial Relations, Navigation, and
Orientation. The chance level for these tasks is 32.37%,
which represents the expected accuracy if a model were
to guess randomly, based on the number of choices avail-
able in each task. Notably, models such as InternVL2.5
(26B) and InternVL2.5 (8B) achieve the highest overall
accuracy—48.83% and 47.72% respectively—surpassing this
chance level by nearly 15%, while several models (e.g., In-
structBLIP variants and MiniCPM-V 2.6) perform near or
significantly below chance levels overall, suggesting that
their broader spatial reasoning capabilities remain limited.

Spatial Relations: In the Spatial Relations task, models
demonstrate strong performance, with InternVL2.5 (26B)
reaching 70.75% and InternVL2.5 (8B) 64.50%, indicat-
ing that they effectively capture relational aspects within
scenes.

Mental Rotation Tests (MRT): The MRT tasks reveal
disparities. In the easier version MRT, MiniCPM-V-2.6
(8B) leads with 36.00%, yet its overall spatial reasoning



Model Paper MRT Easy MRT Hard Navigation Orientation Spatial Overall T
Folding 1 1 (%) 1T (%) 1T (%) 1 (%) Relations 1 (%)
(%) (%)
Number of Instances 200 200 200 400 400 400 1800
SmolVLM (500M) 34.00 34.00 22.00 32.50 51.00 30.00 35.22
MiniCPM-V-2.6 (8B) 27.50 36.00 29.00 9.75 45.00 14.75 25.72
InternVL2.5 (8B) 41.50 30.00 24.50 33.25 69.00 64.50 47.72
Llava-1.5 (7B) 38.00 32.50 20.00 24.75 52.50 50.25 38.39
Idefics3 (8B) 42.00 31.00 29.50 35.50 63.00 58.50 46.28
InternVL2.5 (26B) 42.00 31.50 28.00 28.25 70.00 70.75 48.83
ol (Undisclosed) 36.50 33.00 20.50 33.25 71.00 64.75 47.56
Qwen2.5VL (7B) 37.50 27.00 25.00 16.50 66.00 55.75 40.67
Qwen2.5VL (3B) 46.00 31.50 25.50 13.50 63.10 33.25 35.86
SmolVLM (3B) 35.50 32.00 29.00 29.75 51.75 38.50 37.39
Llama-3.2-Vision (11B) 26.00 29.50 24.00 26.25 48.00 48.75 36.17
InstructBLIP (7B) 36.50 32.00 21.00 10.50 51.00 17.50 27.50
InstructBLIP (13B) 38.50 35.60 23.40 12.50 53.00 20.50 29.94
GPT-40 (Undisclosed) 36.00 32.50 20.00 32.75 72.50 66.50 47.44
LlavaNext (7B) 27.00 32.50 26.50 27.00 52.00 52.50 38.78
Random 33.33 33.33 25.00 25.00 50.00 25.00 32.37

Table 1. Accuracy of Models in Spatial Reasoning Tasks: Presented are the accuracy percentages of different models across various
spatial reasoning tasks, including Paper Folding, MRT Easy, MRT Hard, Navigation, Orientation, Relations, and Overall performance. The
overall score is determined by taking a weighted average (based on the proportion of each subset) of these results, with the highest scores

in each column emphasized in bold.

performance is low (25.72%). In the hard MRT variant,
Idefics3 (8B) scores 29.50%, with most models clustering
between 20.00% and 29.00%. This suggests that success in
a simplified mental rotation task does not necessarily trans-
late to robust spatial reasoning across tasks.

Paper Folding: The Paper Folding task yields modest
scores (with Qwen2.5VL (3B) at 46% and both Idefics and
InternVL2.5 (26B) around 42%), reinforcing the notion that
many models struggle with visualizing object transforma-
tions.

Navigation and Orientation: Navigation scores, while
variable, are measured against an expected chance level of
50% (because the tasks typically present two-choice ques-
tions). While certain models exceed this baseline, oth-
ers—Ilike Idefics3 (8B), achieving merely 35.50%—per-
form worse than random guessing. In the Orientation task,
models such as GPT-40 and ol achieve scores above 70%.
This indicates that when visual cues like clear object out-
lines are present, some models can effectively discern ori-
entation.

This raises a critical question: Is the limitation in men-
tal rotation due to the synthetic nature of the images lacking
essential visual cues, or does it reflect a fundamental inabil-
ity of VLM to reason about spatial transformations?

To explore this question, we examined a question-answer
test centered around the use of generative Al (genAl)-
produced images to evaluate mental rotation further. We de-
veloped a synthetic dataset employing generative models to

examine mental rotation capabilities under controlled con-
ditions (see Appendix 8). Initially, we crafted five metic-
ulously designed image descriptions portraying objects in
various orientations (e.g., facing right). These descriptions
served as in-context learning prompts to Claude3.7 [1], ac-
companied by a list of objects, to stimulate the genera-
tion of 100 analogous image descriptions using the spec-
ified objects or their synonyms. These generated de-
scriptions were then processed by two generative mod-
els: Flux.l-dev [29] and Stable Diffusion 3.5
Large [3], producing a total of 200 images. Following
manual curation, we chose 80 question-answer pairs that
necessitated inferring an object’s orientation after a hypo-
thetical rotation (refer to Figure 4 for illustrative examples).

As can be observed in Figure 5, performance on the
synthetic mental rotation assessment varied considerably
across models. Some models, particularly InternVL2.5
(26B) and InternVL2.5 (8B), consistently demonstrated
higher overall accuracy compared to other models such
as Llava-1.5 (7B) and SmolVLM (500M). Models like
Llama-3-2 Vision (11B) and MiniCPM-V-2.6 (8B) exhib-
ited relatively consistent performance between the GenAl-
generated mental rotation task and the standard MRT. This
suggests that performance differences are not solely due to
the data type used. Choosing synthetic images similar to
training data does not significantly improve performance,
indicating a limitation in spatial reasoning. The enhance-
ment observed in the GenAl-synthetic images may be at-



tributed to their potential resemblance to the original train-
ing dataset of these models or reliance on other visual cues.

Summary: While tasks such as Spatial Relations and
Orientation reveal certain strengths of current models, the
struggles in Mental Rotation, Paper Folding, and Naviga-
tion tasks highlight significant gaps in spatial reasoning.
The novel genAl mental rotation assessment provides addi-
tional insights into these limitations and offers a controlled
environment to further probe the mechanisms behind spatial
transformations in VLMs.

Question: If we turn the rabbit in the
opposite direction, which way will it
be facing?

Options:

A. Front
B. Right
C. Back
D. Left

Answer: B. Right

Figure 4. Example of a GenAl image shows a rabbit in a green
meadow, challenging mental rotation skills. It asks VLMs to iden-
tify the rabbit’s orientation after rotation, with "Right” as the cor-
rect choice.

5. Related work

5.1. Spatial Reasoning in Vision-Language Models

Recent progress in VLMs has significantly advanced mul-
timodal comprehension, though explicit spatial reasoning
still presents substantial challenges. Initially, VLMs were
primarily tailored for overarching image understanding and
captioning, frequently overlooking the intricate spatial rela-
tionships required for uses in robotics and augmented real-
ity. As a countermeasure, various strategies have emerged,
integrating spatial supervision into training datasets and
model frameworks.

One area of research endeavors to create large-scale syn-
thetic spatial reasoning datasets. For instance, [9] employs
an automated 3D spatial VQA data production process to
craft millions of region-conscious question—answer pairs
derived from 2D imagery by building 3D scene graphs and
incorporating metric depth estimation. This method en-
hances the training data with spatial annotations, thereby
equipping the VLMs with improved spatial reasoning ca-
pabilities both qualitatively and quantitatively. In a similar
vein, [12] expands on this concept by embedding region-
level hints and relative depth data into the visual encoder.
By integrating a depth-to-language connector and process-
ing user-defined region proposals, the approach shows sig-
nificantly improved outcomes on spatial reasoning bench-
marks—even in intricate 3D environments. This design em-

phasizes the necessity of combining local region features
with depth indicators to capture both broad contexts and
precise spatial details.

Recent initiatives such as [53] focus on training VLMs
in core 2D spatial tasks, enhancing skills such as direction
interpretation, distance estimation, and localization, thus
improving spatial reasoning. This approach suggests basic
spatial skills lay the foundation for tackling complex chal-
lenges. Research into grounded and compositional strate-
gies, such as multimodal spatial grounding, further im-
proves alignment between visuals and language [48]. How-
ever, models still fall short of human-level reasoning, espe-
cially in dynamic environments, indicating a need for future
exploration. Improving VLM spatial reasoning requires
effective data curation and architecture. Despite progress
through techniques like 3D annotations and depth features,
achieving reliable human-level understanding in real-world
applications needs further effort.

5.2. Spatial Reasoning in Humans

Spatial reasoning is a multifaceted cognitive ability that
enables individuals to perceive, manipulate, and navigate
space. Seminal work by Shepard and Metzler [49] intro-
duced the mental rotation paradigm, laying the groundwork
for subsequent studies that have refined our understand-
ing of spatial cognition. Researchers such as Hegarty and
Waller [23] and Newcombe and Huttenlocher [42] have dif-
ferentiated between intrinsic skills (e.g., mental rotation and
spatial visualization) and extrinsic skills (e.g., navigation
and perspective-taking), establishing frameworks that un-
derscore the link between early spatial abilities and later
academic achievement in STEM domains [58].

Recent intervention studies demonstrate that targeted
spatial training can enhance children’s mathematical perfor-
mance [13, 55]. In parallel, interdisciplinary research has
applied computational and qualitative frameworks to model
human spatial reasoning for applications in areas such as
human-robot interaction and geographic information sys-
tems [39, 41]. These combined efforts affirm that spatial
reasoning is not only a trainable and critical cognitive skill
but also a pivotal foundation for solving real-world prob-
lems and advancing STEM education.

5.3. Spatial Reasoning Benchmarking

Benchmarking spatial reasoning capabilities is critical for
evaluating the effectiveness of VLMs in real-world scenar-
ios. Recent efforts have introduced dedicated benchmarks
that focus on both qualitative and quantitative aspects of
spatial understanding. For example, [12] not only improves
model performance but also introduces a benchmark dataset
comprising both qualitative and quantitative spatial reason-
ing tasks derived from indoor, outdoor, and simulated envi-
ronments. This benchmark evaluates models on tasks such
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Figure 5. Comparison of Mental Rotation Images Accuracy (violet) and MRT Accuracy (teal) across various vision-language models.
Models such as InternVL2.5 (26B) exhibit a significant gap between the two accuracy metrics, suggesting a stronger capability in in-
terpreting mental rotation images compared to structured MRT tasks. In contrast, lower-performing models like LLaVa-1.5 (7B) show
consistently weak performance across both categories. The overall trend indicates that while some models excel in image-based spatial
reasoning, their understanding of abstract mental rotation tasks remains limited.

as determining relative positions (e.g., above, below, left,
right) and measuring metric distances (e.g., direct, horizon-
tal, vertical distances).

Other benchmarking approaches, such as those incor-
porated in [53], focus on isolating basic spatial capabili-
ties (direction, distance, localization) and then composing
these to solve more complex spatial problems. Meanwhile,
grounded spatial reasoning evaluations in multi-modal set-
tings assess a model’s ability to align visual evidence with
textual spatial descriptions [48]. These benchmarks not
only serve to highlight the current limitations of VLMs but
also provide clear metrics for tracking progress as new ar-
chitectures and training strategies are developed.

Concurrent work [64] used human-applied psychomet-
ric tests to investigate spatial thinking in VLMs, with sim-
ilar results. Their results demonstrate that VLMs under-
perform relative to humans on these tests, underscoring the
need for further exploration of these models’ spatial capa-
bilities. Our approach diverges by incorporating real-world
photographs alongside psychometric assessments. To en-
sure full control over the images and expand the test cases,
we also introduce custom-developed psychometric assess-
ments. Finally, we perform an ablation study on the image
data to see if any important cues that are necessary for the
model to perform these tasks are absent.

Collectively, these benchmarking efforts underscore the
need for systematic evaluation of spatial reasoning. They
provide a foundation for comparing diverse approaches and
guiding future research toward achieving robust, human-
level spatial understanding in VLMs.

6. Conclusion

This paper tackles the underexplored topic of spatial rea-
soning in VLMs by offering a clear definition, introducing
a robust benchmark with both synthetic and real-world im-
ages, and evaluating 13 state-of-the-art VLMs. The key
finding is stark: the majority of contemporary VLMs per-
form near random chance on spatial reasoning tasks on our
benchmark; but some appear to perform better on tasks that
use natural or generative images that may also contain other
visual cues. Our work hence exposes a major limitation in
VLMs’ ability to achieve human-like visual understanding.
This gap has significant implications, as spatial reasoning is
vital for practical applications. Our work made a positive
step in this direction; it didn’t explore in depth which cues
models use in natural images which can be seen as a limita-
tion. Looking ahead, future research should continue to ex-
plore the interaction between spatial reasoning components
and their respective roles in complex spatial tasks, as well



as the reliance on other visual cues to reasoning, paving the
way for more sophisticated and human-like spatial reason-
ing capabilities in artificial intelligence systems.
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7. Data Creation

In our study, we developed Python scripts to generate image
sets tailored for cognitive evaluations involving paper fold-
ing and mental rotation tests. The code and obtained images
will be made publicly available upon acceptance.

For the folded paper images, we employed the Python
Imaging Library (PIL) to simulate the visual process of pa-
per folding. Initially, we draw a white paper measuring
100 x 100 pixels onto a 120 x 120 pixel canvas. Using
predefined drawing routines and fold reflection rules, our
script recursively applies vertical, horizontal, or diagonal
fold lines, generating intermediate views of each fold stage
through polygon clipping operations (Algorithm 1). Holes
are randomly punched into the final folded polygon. The
script then calculates their unfolded positions via reflec-
tions, effectively doubling layers with each fold. Finally,
we produce candidate images, comprising the correctly un-
folded paper and two distractors—these distractors either
omit a hole, mirror positions, or slightly rotate them. All
generated views and candidates are combined into a sin-
gle composite image, clearly separating folding stages in
the top row and randomized candidate options in the bot-
tom row. The corresponding metadata for each image is
recorded and stored in a JSONL file. To ensure clarity,
our approach restricts folds to half of the paper at a time
and avoids mixing diagonal folds with vertical or horizontal
ones.

In parallel, we crafted a script for mental rotation
tests (MRT) involving complex polycube shapes, utilizing
matplotlib’s 3D plotting capabilities (Algorithm 2). Our
method begins by selecting polycube configurations rang-
ing from basic shapes to intricate forms such as snake-like
arrangements. For each configuration, the script generates a
set of candidate images through transformations including
rotations, mirrored reflections, or substitutions with visu-
ally similar shapes. Candidates consist of one correct rota-
tion and two distractors—one involving mirrored rotations
and the other substituting with a similar but incorrect shape.
The final image arranges the original shape prominently at
the top, with the candidates randomized below, deliberately
concealing transformation details to assess mental rotation
capabilities. Two variations are implemented: a challenging
version mimicking traditional MRT setups in human cog-
nition without visual aids and using rotations at angles of
60°, 90°, and 120° around all axes, and a simplified version
with visual cues and rotations restricted to —90°, 90°, or
180° along a single axis. Images and metadata are stored in
JSONL files for structured evaluation.

Algorithm 1 Generate Folded Paper Test Image

1: Initialize: Define drawing routines and fold reflection
rules.
2: Recursive Folding:
* Start with an initial paper polygon.
* For each fold, clip the polygon (using a fixed mid-
point) and save the intermediate view.
3: Obtain the final folded polygon.
4: Generate random holes within the final polygon.
5. Compute unfolded hole positions via reflection (dou-
bling layers per fold).
6: Create candidate images:
* Correct: Use unfolded holes.
* Wrong: Modify holes (e.g., remove one, mirror, or
rotate).
7: Assemble a composite image with:
* Top row: Fold views.
* Bottom row: Candidate options (labeled A, B, C).
8: Save the composite image and record metadata.

Algorithm 2 Generate Mental Rotation Test Images

1: Initialize: Define SHAPES and STMILAR_MAPPING.
2: for each image to generate do
3: Randomly select a shape and compute its vertices.
4 Generate three candidate transformations:
* Correct: Rotate the shape.
¢ Wrong 1: Mirror then rotate.
* Wrong 2: Use a visually similar shape then rotate.
5: Shuffle candidate order and record the correct op-
tion.
6: Plot the original shape and candidates in a grid.
7: Save the image and append metadata.
8: end for

8. GenAl Image Generation Process

To create the images for our ablation study, we manually
handcrafted five exemplar image descriptions, each depict-
ing an object positioned in a specific orientation within a
photo-realistic setting (see Table 2). We then fed these ex-
amples into Claude3. 7, a Large Language Model (LLM)
by Anthropic, to generate additional descriptions featuring
different objects. The model was prompted using the struc-
tured format shown in Table 3. This prompt is meticulously
organized, beginning with clearly defined components such
as the Role and Objective, which immediately establish



Examples

A photo-realistic image of a car, viewed from the front, with the wheels turned to the left, parked in a driveway,

with a clear blue sky in the background.

A photo-realistic image of a mug, viewed from the side, with the handle on the right, filled with steaming
coffee, on a wooden table, with a window in the background showing a sunny day.

A photo-realistic image of a laptop, viewed from the back, with the screen open.

A photo-realistic image of a bicycle, viewed from the side, with the front wheel turned to the right, parked on a
cobblestone street, with a row of colorful houses in the background.

A photo-realistic image of a cat, viewed from the front, with the tail curled to the right, sitting on a windowsill,

with a potted plant in the background.

Table 2. Photo-realistic Image Examples that were given to Claude 3.7 to generated similar ones.

Role: Text-Based Image Description Generation Assistant

Objective: To generate high-quality text image descriptions for generative models.

Input (Textual):

» A list of objects (provided as text by the user).

» Example image descriptions (provided as text by the user).

Output (Textual): New image descriptions (as text).

Task: Generate new text image descriptions that meet the following criteria:
1. Style Mimicry: Replicate the writing style, sentence structure, and vocabulary used in the example

text descriptions.

2. Object Novelty: Feature the provided list of objects, ensuring they are different from objects
explicitly mentioned in the example text descriptions.
3. Setting Novelty: Describe the objects in new and different settings or contexts compared to those

presented in the example text descriptions.

4. Logical Coherence & Realism: Ensure all generated text descriptions are logically sound, realistic,
and portray plausible scenarios in text. Avoid nonsensical or physically impossible descriptions in

text.

Table 3. Image Description Generation Guidelines

the context and purpose of the task. It subsequently delin-
eates the required Input and expected Output through bul-
let points, ensuring clarity and ease of understanding. The
core of the prompt—the Task—is presented as a numbered
list that outlines specific criteria, including style mimicry,
object and setting novelty, and logical coherence and real-
ism. This detailed segmentation not only clarifies the struc-
ture for the generated text but also systematically guides
the generative process. Overall, the structured use of bold
headings and lists enhances the prompt’s effectiveness and
user-friendliness by ensuring that all essential information
is clearly highlighted and easily referenced. Alongside the
five exemplars, we provide a compiled list of objects to
give extra context and guidance to the model. The list is
the following: bicycle, motorcycle, scooter, car
truck, bus,train,airplane, helicopter, boat,
ship, dog, cat, bird, fish, rabbit. Figure 6 de-

picts examples of the generated images from the diffusion
models alongside the hand-curated questions and answers.

9. Implementation Details

For the evaluation of these 13 state-of-the-art (SOTA)
models, we utilized PyTorch [44] (version 2.5.1) along
with the HuggingFace[62] libraries: transformers,
diffusers, and accelerate. Each model was loaded
using bfloatl16 precision, and Flash Attention
2 [16] was implemented wherever applicable to enhance
inference speed. The experiments were executed on four
A100 Nvidia GPUs, each with 40 GB of memory, using
CUDA version 12.0. Models were used with a greedy
decoding approach, providing their outputs immediately,
and not utilizing any prompting methods such as Chain-of-
Thought (CoT) [61] or Least-To-Most (LTM) [66] prompt-
ing. The results were matched using regular expressions,



Question:

Which direction will the
people be looking if they
turn around?

Options:
A. Left B.Right C.
Back D. Front

Answer:

C. Back
N\

c N
Question:
If we turn the submarine
halfway arounds, where
will it be facing?

Options: A. Left B.
Right C. Back D. Front

Question:

In which direction is the
vespa facing if we flip
it the other way around?

Options: A. Left B.
Forward

Answer:
B. Right

&

Right C.Backward D.

Answer:
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Question:

In which direction will
the helicopter be facing
if it turns left?

Options: A. Left B.
Right C. Back D. Front

Answer:
B. Right
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Figure 6. Example of GenAl-generated Images and Question-Answer pairs that were used for the mental rotation evaluation.

and responses that did not conform to the specified format

were deemed incorrect.
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