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Abstract

Class imbalance in graph data presents a significant challenge for effective node
classification, particularly in semi-supervised scenarios. In this work, we formally
introduce the concept of geometric imbalance, which captures how message pass-
ing on class-imbalanced graphs leads to geometric ambiguity among minority-class
nodes in the riemannian manifold embedding space. We provide a rigorous theoret-
ical analysis of geometric imbalance on the riemannian manifold and propose a
unified framework that explicitly mitigates it through pseudo-label alignment, node
reordering, and ambiguity filtering. Extensive experiments on diverse benchmarks
show that our approach consistently outperforms existing methods, especially under
severe class imbalance. Our findings offer new theoretical insights and practical
tools for robust semi-supervised node classification.

1 Introduction

Class imbalance is a prevalent challenge in real-world graph datasets, where the disproportionate
distribution of class labels often hinders the effectiveness and fairness of Graph Neural Networks
(GNNSs) [69, 34]. While GNNs have achieved remarkable success in various graph-based learning
tasks [23, 50], their message passing mechanisms can amplify the negative impact of class imbalance,
especially for minority classes. This challenge is further exacerbated in semi-supervised settings,
where only a small fraction of nodes are labeled, making the reliable propagation of information even
more difficult.

Self-training (ST) [59, 45], which iteratively incorporates high-confidence pseudo-labeled nodes
into the training set, offers a simple yet effective approach for leveraging unlabeled data to address
class imbalance. Compared to oversampling [69, 34] or loss function engineering [6, 44], ST avoids
the complexities of synthesizing new nodes or edges and thus is naturally well-suited for graph-
structured data. However, despite its practical success, existing ST-based work for imbalanced node
classification [72, 67, 25] lacks a principled theoretical and empirical understanding of self-training
in imbalanced node classification scenarios, especially regarding its inherent limitations under severe
imbalance.

In this work, we for the first time formally introduce and analyze the notion of geometric imbalance in
the context of semi-supervised imbalanced node classification. We rigorously characterize geometric
imbalance on riemannian manifold based on the von Mises-Fisher (vMF) distribution, and establish
its direct relationship with prediction uncertainty and class imbalance ratio. Our theoretical results
show that message passing, especially on class-imbalanced graphs, induces geometric ambiguity
in the embedding space, making minority-class nodes particularly vulnerable to unreliable pseudo-
labeling. This previously overlooked phenomenon motivates the need for targeted solutions beyond
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existing self-training strategies. It is worth noting that our proposed concept of geometric imbalance
is fundamentally distinct from previously studied fopology imbalance [6, 34]. Specifically, geometric
imbalance is defined in the riemannian manifold node embedding space, whereas topology imbalance
is defined on the original graph structure. Moreover, topology imbalance focuses on the influence of
labeled minority nodes in the message-passing process on the raw graph, while our work emphasizes
the positional ambiguity of unlabeled nodes in the riemannian manifold space (A detailed discussion
of this distinction can be found in Appendix G.).

Building on this foundation, we propose a unified and modular framework that explicitly addresses
geometric imbalance through three complementary components: (1) a DualPath PseudoLabeler
that aligns clustering and classification perspectives for more reliable pseudo-labels; (2) a Node-
Reordering strategy that fuses geometric proximity with classifier confidence; and (3) a lightweight
mechanism for discarding geometrically ambiguous nodes. Extensive experiments on nine benchmark
datasets—including both synthetic and naturally imbalanced settings—demonstrate that our frame-
work consistently outperforms state-of-the-art baselines, especially under severe imbalance. Detailed
ablation and sensitivity studies further validate the effectiveness of each module. Our contributions
advance the theoretical understanding of geometric imbalance in GNN-based self-training and offer a
robust solution for real-world semi-supervised imbalanced node classification.

2 Preliminaries

Notations and Task Definitions. In this work, we focus on the problem of semi-supervised imbal-
anced node classification (SINC) on an undirected and unweighted graph, denoted as G = (V, &, L).
Here, V represents the set of nodes, £ denotes the set of edges, and L is the set of node labels. The la-
beled nodes form a subset D'#*¢! C V), while the unlabeled nodes are denoted as DUabel = )\ Plabel,
The feature matrix X € R™*? contains node features. Here, n = |V| is the number of nodes,
and d is the feature dimensionality. To represent the graph structure, we use the adjacency matrix
A € {0,1}™*"™, For each node v, its 1-hop neighbors are denoted by A (v). Nodes in the labeled
set are divided into C classes, denoted as (C1,Ca, . . .,C¢) with the number of nodes in each class
represented as (n1,ns,...,n¢c). To quantify class imbalance, we define the imbalance ratio as

= E‘K’((sf)) ,where i € {1,2,...,C}. The objective is to design a robust model f, that effectively
utilizes the imbalanced labeled set to perform accurate and fair node classification. Table 8 in

Appendix A summarizes all notations used throughout the paper.

Message Passing Neural Networks. Message Passing Neural Networks (MPNNs) form the
foundation of many graph-based learning tasks. An MPNN typically comprises three compo-
nents: a message function m;, an aggregation function ¢;, and a node feature update function

;. At each layer, the features of a node v are updated. Let th) represent the feature of node

v at the I-th layer. Then, the feature update for the (I + 1)-th layer is given by pY —
W (hq(,l),Hl ({ml (hq(,l), hg), ev,@) |0 e N(v)})), where N (v) denotes the set of neighbors of

node v, and e, ; represents the edge weight between v and 9. To complete the node classification
task, a classification layer, typically implemented as a fully connected or softmax layer, is appended
after the final GNN layer to map the node embeddings to class probabilities.

Graph Self-Training Paradigm. In graph semi-supervised learning [23, 50], graphs encode re-
lationships between data points as edges, enabling information sharing across the graph structure.
This facilitates the propagation of labels from labeled to unlabeled nodes. Self-training meth-
ods [24, 59, 45] align well with this framework by iteratively incorporating pseudo-labeled data into
the training process, thereby expanding the labeled set and improving the model’s performance on un-

labeled data. The self-training pipeline can be summarized as follows. Let D' = {(v7, ¢ )}g;bdl

. unlabel
denote the labeled dataset and D"Mab¢! = {47 }L-Dzl | the unlabeled dataset. Initially, a GNN fy is

trained on D'*¢!, At each iteration ¢, the model predicts labels 7 for nodes in D3l A subset of

pseudo-labeled nodes D" = {(ud, §9)}, selected based on prediction confidence (e.g., selecting

predictions with probabilities above a predefined threshold), is added to D'?*®!, The model is then
retrained iteratively with the augmented labeled set, gradually incorporating more pseudo-labeled
data in each step.

3 Geometric Imbalance

In this part, we provide a novel theoretical analysis for SINC and introduce the geometric imbalance
problem induced by class imbalance through message passing.



Theoretical Background. We conduct the analysis on the unit hyperspher (a simple riemannian man-
ifold) because GNN embeddings by message passing are typically normalized before classification
to ensure stability and improve training dynamics [23, 27]. This normalization maps embeddings
onto a riemannian manifold, which is consistent with the assumptions of von Mises-Fisher (vMF)
distribution [14]. The riemannian manifold further allows us to rigorously define and analyze geo-
metric imbalance in terms of angular distances and class separation [26, 51]. Following the notation
introduced in Section 2, the class prior distribution is given by pla!(i) = ‘Dﬂ’—;bel‘ Given a node v
sampled from the node set V, the feature vector h,, is extracted by a message passing neural network.
Specifically, we adopt a simple message passing neural network, which computes node embeddings

iteratively. For node v, its representation after one layer of GNN message passing can be written as
W = oW (T cnre twohs " + auhl ")), where WO € R is the trainable weight
matrix at the I-th layer, o(-) denotes a nonlinear activation function (e.g., ReLU), and a3 is the
edge weight, representing the contribution of node v to node ©. Through message passing, the
representation hq(,l) is a weighted combination of information from its neighbors.

~ 0]
The embeddings hg) are then projected onto the riemannian manifold S~ using hg) =M and

R
subsequently fed into a von Mises-Fisher (vMF) classifier * . The latent representations corresponding
to the C' classes are modeled as a mixture of C' von Mises-Fisher (vMF) distributions defined on
the riemannian manifold S?~!. Each class is parameterized by a compactness x; € R* and a
unit orientation vector fi; € R The vMF classifier is defined as ®(-;IC, M), where K =
{k1,...,kc}and M = {f11, ..., s} are the sets of learnable compactness and orientation vectors
for the C classes, respectively. The probability density function (PDF) of the i-th class, denoted
n% —!
(2m%-Iy4_,(x)
the normalization constant for the d-dimensional von Mises-Fisher distribution, ensuring that the
density integrates to one. Here, d is the dimensionality of the embedding space, and I,.(x) denotes the
modified Bessel function of the first kind of order r [21]. Using Bayes’ theorem [19], the posterior

probability p(y! = i[h") is:

as p(h\ |ki, f1:), is given by p(Ai |k, 1) = Ca(ri)em M B where Cy(k) = is

. ~(l ~
P G) - p(hY [k, fai)
C abe - U o :
S PR() - (R k5, i)

If v € Dbl the posterior probability p! also represents the classifier’s confidence in assigning the
pseudo-label i to the unlabeled node v. For a node u/ in the unlabeled set D' the information

entropy of the predictions for u* is defined as H (u’) = — 210:1 p’; log p!;, and the average entropy
over all unlabeled nodes is H = ] Z‘jzu:hhdl H(u).

To further analyze the uncertainty introduced by class imbalance through message passing in the
riemannian manifold embedding space, we introduce the notion of geometric imbalance. This
concept captures the ambiguity of a node’s embedding position with respect to class centers on
the hypersphere, especially for minority class nodes. Intuitively, a node that is nearly equidistant
from multiple class centers is geometrically ambiguous and more likely to be assigned a wrong
pseudo-label. We formalize this phenomenon by defining an e-geometric imbalanced sample and
provide a theoretical connection between geometric imbalance and prediction uncertainty in terms of
entropy. The following definition and theorem establish the quantitative foundation of our analysis.

Definition 1 (e-Geometric Imbalance on the Riemannian Manifold). To characterize directional
ambiguity in hyperspherical embeddings obtained by message passing, we define the geometric
imbalance score for unlabeled nodes as follows. Let v/ € D""%¢ be an unlabeled node with

normalized embedding iLSB € S produced by the I-th layer of a GNN. Let {fi. € S*'}¢_,
denote the class center embeddings on the hypersphere for C classes, and let y*' € {1,...,C} be

3 This choice is motivated by the fact that the von Mises-Fisher (vMF) distribution is a natural analogue of
Gaussian distribution on the riemannian manifold. It has been widely used to model directional data and has
shown effectiveness in normalized embedding spaces [14, 1, 70]. Compared to Euclidean Gaussian modeling,
vMF offers better geometric interpretability when embeddings are ¢2-normalized.
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Figure 1: Illustration and quantitative analysis of Geometric Imbalance (GI). (a) Conceptual illustra-
tion of GI under different pretrained and fine-tuned settings. (b)-(e): t-SNE visualizations of node
embeddings in the Cora dataset under four representative cases, showing intra-class compactness and
inter-class separation patterns. (f)-(g): Quantitative relationships between GI and (f) average entropy,
and (g) class imbalance ratio.

the ground-truth label of u?. We define the geometric imbalance score of u? as:
‘ Y [, i ’
G(uw) := “ -

= - —.
chych lac, — pc, |l

We say that v’ is an e-geometrically imbalanced sample if G(u?) > ¢, where € > 0 is a user-defined
threshold.

We define Viyinor := {v € V | Y € Cininor} as the set of all nodes whose ground-truth labels belong to
minority classes, where Cuinor C {1, ..., C'} denotes the set of minority class indices. The following
theorem establishes a direct relationship between geometric imbalance and the prediction entropy
of pseudo-labels. It shows that higher geometric imbalance is associated with greater uncertainty,
especially among minority-class nodes.

Theorem 1 (Geometric Imbalance vs. Information Entropy). Let D“"@¢! C V) be the set of unlabeled
nodes, Viyinor := {0 € V | Yy € Cpinor} denote the set of all nodes whose ground-truth labels belong
to the minority class set Cpinor C {1,...,C}. Define the intra-class compactness and inter-class
separation as:

2
. 2 : 7 _ = ) } : - a2
Dintm = Hhu] - Nyuj 5 Dinter = H/J’C1 - “CQH .
wd € ViyinoyMD1label C1#C2
Then the average information entropy H of pseudo-label predictions over D! satisfies H oc L

inter

i.e., the expected prediction uncertainty increases with greater intra-class compactness and decreasées
with greater inter-class separation. The proof is in Appendix C.

Definition 1 and Theorem 1 offer a quantitative lens through which to understand geometric im-
balance. Specifically, we define the intra-class compactness of minority class nodes as Diyra =

2
, and the inter-class separation as Diner = > ¢, 4, l|fic, — fic, 12,

Zuj € Viginor M Dunlabel ‘hgg) - ﬁcl)
From Theorem 1, it follows that reducing Dy, Or increasing Diyer leads to a decrease in average
entropy H, thus improving pseudo-label reliability. This underscores the importance of mitigating
geometric imbalance in embedding space. Furthermore, we investigate how the degree of geometric
imbalance is affected by the class distribution in the training set. The next theorem shows that the
geometric imbalance metric grows with the class imbalance ratio.



Theorem 2 (Imbalance Ratio vs. Geometric Imbalance). Let p denote the class imbalance ratio,
defined as the ratio between the number of samples in the majority class and the number in the
minority class. Let the geometric imbalance of unlabeled minority nodes be measured by:

Gminor = ; Z G(uj)7

V.. N 'Dunlahel
| minor ‘ wi E‘/}”’nmmD“”Mbd

where G(u?) is the geometric imbalance score as defined in Definition 1. Then, under fixed feature
extraction and class centers, the expected geometric imbalance G pinor increases monotonically with
the class imbalance ratio p: Gpinor < p. The proof is in Appendix D.

This result characterizes the empirical observation that datasets with greater class imbalance exhibit
higher average geometric ambiguity among minority-class unlabeled nodes, highlighting the structural
difficulty in correctly pseudo-labeling minority nodes when training data is skewed. Importantly, this
theoretical formulation is particularly relevant to GNNs, where message passing mechanisms tend to
amplify the effects of class imbalance, resulting in more pronounced geometric confusion for minority-
class nodes compared to non-graph-based models such as MLPs. As we will later demonstrate,
MLPs—Ilacking structural aggregation—are far less affected by class imbalance in this manner.
Together, Theorem 1 and Theorem 2 highlight the dual challenges posed by geometric ambiguity
and class imbalance in semi-supervised GNN settings. These insights motivate the development of
a principled approach to detect and mitigate geometric imbalance, which we introduce in the next
section.

Empirical Illustration. The above theoretical analysis is visually and quantitatively substantiated in
Figure 1. Figure 1(a) presents a conceptual overview of geometric imbalance under different pretrain-
ing and fine-tuning scenarios for both GNNs and MLPs. Figure 1(b)—(e) use t-SNE visualizations
to directly contrast the evolution of node embeddings: for GNNs (Case 1 and 2), fine-tuning on
imbalanced data leads to a substantial increase in intra-class dispersion and a reduction in inter-class
separation for minority classes, resulting in pronounced geometric imbalance. In contrast, MLPs
(Case 3 and 4) preserve compact and well-separated clusters, showing minimal change regardless
of class imbalance. This empirical contrast highlights that geometric imbalance is a distinctive and
aggravated issue in GNNSs, primarily due to their message passing mechanisms, while it remains
marginal in MLPs. Furthermore, Figure 1(f) and (g) quantitatively validate our theoretical results,
demonstrating a strong positive correlation between geometric imbalance and prediction entropy
(as predicted by Theorem 1), as well as a monotonic relationship between geometric imbalance and
the class imbalance ratio (as characterized by Theorem 2). Detailed experimental setups and result
analyses for Figure 1(b)-(e) and Figure 1(f)-(g) are provided in Appendix E and F, respectively. Taken
together, these empirical observations in Figure 1 not only substantiate our theoretical claims but
also underscore the need for GNN-specific mitigation strategies, which we propose in the following
section.

4 Method

A straightforward strategy to mitigate geometric imbalance is to compute the geometric imbalance
score for each unlabeled node and discard those with high scores during self-training. However,
this approach suffers from two major limitations: (1) it is computationally expensive, as it requires
evaluating pairwise angular distances between each unlabeled node and all class centroids; and (2)
it relies on ground-truth labels to determine which class a node should be close to, or alternatively,
depends on potentially noisy pseudo-labels—making the approach unreliable and indirect in practice.
To address these challenges more efficiently and effectively, we propose a unified and modular
framework, UNREAL, named to reflect its nature as a pseudo-labeling algorithm. Our UNREAL
framework mitigates geometric imbalance through three flexible and complementary components:
(1) a DualPath PseudoLabeler that enhances pseudo-label quality via alignment between clustering
and classification; (2) a Node-Reordering mechanism that jointly considers geometric proximity
and classifier confidence; and (3) a Discarding Geometrically Imbalanced Nodes (DGIS) module
that filters out samples with ambiguous geometric positioning. Notably, DGIS can be viewed as a
lightweight, approximate alternative to direct geometric imbalance scoring, enabling scalable filtering
without requiring true labels or dense computations. These components can be used independently or
in combination, allowing the framework to adapt to various scenarios and computational budgets.
The overall pipeline is illustrated in Figure 2, and we elaborate on each component in the following
subsections.
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Figure 2: The pipeline of our UNREAL framework.
4.1 Mitigating Geometric Imbalance with Pseudo-label Alignment

Traditional node pseudo-labeling methods rely on embeddings generated by a graph encoder, which
are finaly fed into a classifier to get pseudo-labels. However, the geometric imbalance problem we
address originates in the embedding space itself, creating a mismatch between mitigating geometric
imbalance and improving pseudo-label generation. To address this, we propose a novel approach,
the DualPath PseudoLabeler, as illustrated in Figure 2. This method generates pseudo-labels via
two pathways: (1) unsupervised clustering (using k-means to segment the embedding space) and (2)
supervised classification (using a dual-layer MLP for node prediction).

DualPath PseudoLabeler Overview. Let the embeddings of labeled nodes are represented as
Hlabel ¢ RIP*Ixd and the embeddings of unlabeled nodes as H"mabel ¢ RIP™Ixd  Bach row
of these matrices represents a node embedding, denoted as h, or h,, which corresponds to a
point in the d-dimensional Euclidean space. (1) Unsupervised Clustering. We apply k-means
clustering * to the embeddings of unlabeled nodes "4, partitioning them into &’ clusters, where
K > C° and C denotes the number of classes. This clustering process produces cluster centers
and cluster assignments: fopugier(HU8%) — {1, prc, s Ko, fixcy s - - - Kie, fixc . }» Where KC; is the
1-th cluster and pux, is its center. For labeled nodes, we compute the embedding center for each
class: pe, = mean({h, | y* € ¢;}), where mean(-) is the mean function. We assign pseudo-
label to the cluster /C; by minimizing the distance between cluster centers and class centers as
7' = argmin, distance(uc] , lic; ). Nodes with the same predicted label ¢ are grouped into sets

U;, such that D““label U " Ui. (2) Supervised Classification. Simultaneously, the GNN model
generates predictions §* for each node in D", Nodes with the same predicted label i are grouped

into sets ;, such that punlabel — Ul, U;.
Dual Pseudo-label Alignment Mechanism (DPAM). To address the geometric ambiguity of
clustering-based pseudo-labels and the majority bias of classifier predictions, DPAM aligns both

* Although embeddings in our model are approximately distributed on a hypersphere, we employ K-Means
clustering for its computational efficiency and robustness (See Appendix J.6.3 for extended discussion.).

5 This overclustering strategy allows for finer-grained partitioning of the embedding space, which is particu-
larly beneficial in imbalanced or geometrically entangled regions. By assigning more clusters than classes, we
aim to capture local structures within each class and reduce the impact of overlapping or ambiguous boundaries.
The strategy (K > C) has been commonly adopted in deep clustering and pseudo-labeling to improve separation
in ambiguous regions [11, 74].



sources by retaining only nodes with consistent labels from clustering and classification, i.e.,
Ufimal — 1, N U;. This intersection acts as a filter, improving pseudo-label reliability and mitigating
geometric imbalance, while remaining broadly applicable to different clustering and classification
models.

4.2 Node-Reordering

While classifier confidence is often used for pseudo-label selection, it does not explicitly address
geometric imbalance—especially in early training stages where node embeddings may overlap or
drift between class regions. On the other hand, geometric proximity to class centroids provides
valuable structural information, but lacks semantic certainty. To reconcile these two perspectives,
we propose Node-Reordering (NR), a dynamic ranking strategy that adaptively fuses geometric and
confidence-based rankings for more robust pseudo-label selection.

Ranking Definitions. We define two types of rankings over the candidate pseudo-labeled nodes
Z/{i n Z/[ii

Definition 2 (Confidence Rankings (CR)). For each node u, the classifier outputs a confidence
score confidence(u) = max(softmax(logits,,)), where logits,, is the output vector of the final
classification layer. Nodes are then ranked in descending order of their confidence scores, yielding
per-class rankings {T1, T2, ..., Tr}.

Definition 3 (Geometric Rankings (GR)). For each node u, let pc, denote the centroid of class
i. The geometric distance is defined as 6,, = distance(h.,, pc,), where h,, is the embedding of
node u. Nodes are ranked in ascending order of their distances, forming the geometric rankings
{81782a v 7SL}'

Fusing Rankings via RBO. To combine the two rankings, we adopt Rank-Biased Overlap (RBO) [58],
a metric that measures the agreement between two ranked lists, assigning higher weights to top-
ranked elements. For each class m, we compute the similarity score r,,, = RBO(S,, Tr,) between

its geometric and confidence rankings.

Weighted Node-Reordering. Based on the computed RBO score, we construct a fused ranking A/N¥
by adaptively weighting the two sources, NN = max{r,,, 1 =7, }-Sy+min{ry,, 1—r,, }Tpn. This
formulation ensures that when geometric and confidence rankings diverge (i.e., low r,,), the dominant
weight is assigned to the geometric perspective, which is more reliable in early stages (Detailed
ablation results are shown in Appendix J.3 and J.4.). As training progresses and r,, increases, the

classifier’s confidence gradually plays a greater role in node selection.
Theoretical Justification. The following theorem characterizes the contribution of geometric

rankings in the fused list:

Theorem 3. The proposed ranking NN guarantees that geometric rankings dominate the node
selection process when the disagreement between confidence and geometry is high, thereby reducing
the effect of geometric imbalance in early iterations. The proof is provided in Appendix H.
Empirical Dynamics. We empirically observe that as training proceeds, the similarity between CR
and GR improves. Figure 3 illustrates the evolution of RBO values over iterations, confirming that
S and 7, become increasingly aligned. This observation supports our design: geometric criteria
dominate early on to stabilize selection, while confidence scores gain influence as the classifier
matures. Additional analyses are provided in Appendix J.4.

4.3 Mitigating Learning Bias by Discarding Geometric Imbalanced Samples
While the previous components (DPAM and
NR) effectively alleviate geometric imbalance o 45 Gusstnamn

0.32 —— Class7(Minor)
by enhancing pseudo-label quality and selection, 0.30 _/—\/\/ 040

a more direct strategy is to explicitly identify ge- %g;i §°'35
ometrically imbalanced nodes based on the for- g4 g%

mal definition in Definition 1 and discard them  “o22 =0

from training. Although intuitive, this approach ;70 D 0%

incurs high computational cost if applied naively 12385678 BRI g 878
to all unlabeled nodes, as it requires evaluating (a) Cora-GCN (b) Cora-GAT

distances to multiple class centroids. Moreover, Figure 3: Fluctuation of RBO values between rank-
it depends on reliable pseudo-labels or ground- ings as iterations progress.

truth labels to determine geometric deviation, which may not be available or accurate during early
training stages. To overcome these limitations, we defer this operation until after DPAM and Node-
Reordering have been applied, thereby reducing the candidate pool and improving label quality. In
practice, we adopt a simplified and computationally efficient version of the geometric imbalance
score—serving as a lightweight surrogate for full hyperspherical analysis.



Discarding Geometric Imbalanced Samples (DGIS). We define a Geometric Imbalance (GI)
index to approximate the degree of ambiguity in a node’s embedding. Let d,, be the distance between
node u’s embedding and its closest class centroid, and let 5,, denote the distance to its second-closest
centroid. Since §,, < f3,, a smaller gap between them indicates that the node is nearly equidistant
from multiple centroids, and thus more likely to be geometrically ambiguous. The GI index is
defined as GI,, = %. Nodes with lower GI indices are more prone to geometric imbalance.
We therefore introduce a threshold on the GI index and discard nodes whose values fall below this
threshold. This filtering mechanism allows us to eliminate geometric imbalanced samples with
minimal computational cost, further reducing learning bias and improving model robustness.

5 Experiment

In this section, we conduct comprehensive experiments to address the following research questions:
(RQ1) How does our model perform under varying levels of class imbalance? (RQ2) How does
it perform on datasets with naturally occurring label imbalance? (RQ3) Is the model scalable and
effective on large-scale datasets with severe imbalance? (RQ4) How sensitive is the model to its key
components and hyperparameters?

5.1 Experimental Setups

(I) Datasets. We conduct evaluations under various benchmarking settings on 8 datasets—Cora [64],
Citeseer [64], Pubmed [64], Amazon-Computers [40], Computers-Random [63], CS-Random [63],
Flickr [65], and Ogbn-arxiv [17]—capturing a wide range of class imbalance scenarios. To answer
RQ1, we construct varying levels of class imbalance (p = 10, 20, 50, 100) settings on four datasets
(Cora, Citeseer, Pubmed, and Amazon-Computers), following the methodology from [69, 34, 44].
Specifically, we designate half of the classes as minorities and convert a portion of labeled nodes
into unlabeled ones to achieve the desired imbalance ratio (p). For the citation networks (Cora,
Citeseer, and Pubmed), we use the standard splits from [64] to create imbalance settings with
p = 10 and p = 20. For more extreme imbalances (p = 50 and 100), which require more
labeled nodes per class, we adopt random splits. For Amazon-Computers, we generate splits
with varying degrees of class imbalance (p = 10, 20, 50, 100) based on the procedure in [63].

To answer RQ2 and RQ3, we extend our exper- Table 1: Ablation analysis for UNREAL
iments to naturally imbalanced and large-scale Dt [0 OR TR OMRL S
datasets, Computers-Random, CS-Random, CoraiGCN

(=10

Flickr, Ogbn-arxiv, reflecting real-world con-
ditions. Here, random sampling is employed to

construct training sets that reflect the original Rretiintl i
label distributions for Computers-Random and
CS-Random, following the protocol in [63]. For PabvsGAT
Flickr and Ogbn-arxiv, we adopt their publicly oo
available splits, as the settings are inherently
highly imbalanced. Appendix K details our ex- CompuersGAT |
perimental framework, including label distribu-

tions, evaluation protocols, and algorithm implementations. (II) Basellnes We evaluate our frame-
work against several classic techniques and state-of-the-art methods for addressing imbalanced
node classification, including GraphSMOTE (GS) [69], GraphENS (GE) [34], ReNode (RN) [6],
TAM [44], GraphSR (GSR) [72], BIM [67]. We also compare our method with cross-entropy loss
with Re-Weighting (RW) [18], PC Softmax (PS) [16], and Balanced Softmax (BS) [37] . GS and
GE are representative over-sampling methods, while RN and TAM modify the loss function. GSR
and BIM are state-of-the-art self-training based models for imbalance node classification. We also
test the performance of TAM when combined with different base models, including GE, RN, and BS,
as described in [44]. See Appendix K.5 for implementation details of the baselines. (III) Evaluation.
We evaluate the performance of our method on several mainstream GNN architectures, including
GCN [23], GAT [50], and GraphSAGE [12]. We report the averaged balanced accuracy (bAcc., %)
and Macro-F1 score (%), along with the standard errors over 5 repetitions on the GNN architectures.
The reported metrics include: balanced accuracy (bAcc.) and Macro-F1 (F1).

5.2 Experimental Results and Analysis

(1) For RQ1: Results Under Varying Levels of Class Imbalance (Table 2, Table 3, Ta-
ble 20, Table 21, Table 22, Table 23). We evaluate our method under different class imbal-
ance ratios (p = 10, 20, 50, 100) across multiple benchmark datasets and GNN architectures.
As shown in Table 20-23, our method consistently outperforms all baselines in both balanced
accuracy and F1 score, regardless of the imbalance severity. The performance advantage re-




Table 2: Experimental results of our method
and other baselines on three class-imbalanced
node classification benchmark datasets with

Table 3: Experimental results of our method
and other baselines on three class-imbalanced
node classification benchmark datasets with

Dataset Cora CiteSeer PubMed Dataset Cora CiteSeer PubMed
Metric bAcc. Fl bAcc. F1 bAcc. Fl1 Metric bAcc. F1 bAcc. Fl1 bAcc. Fl1
Vanilla 62.824143 61674150 38.724188 28.744321 65.641170 56971317 Vanilla 52654024 43794047  36.63:000 24124000 62294025 47.024038
RW 65364115 6497113 44.691178 38611237 69.061184 64.0841297 RW 59.421988 55261440 3624113 27.074285  63.331075  S55.11iy4
PS 68.04105  67.841081 50181055 46.141014 72461080  70.271004 PS 64014115 60741165 44741141 37.6liig0 72624140 70954170
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2030 0% e e =i i BS 63431212 623012 4933i1nn 4458116 7068100 6915408
BS 69981055 68681055 55520007 53.7Tdire T3T3r0m 11531106 BSwiap  66.58:15 64.56.am 5 5015119 7259100 7222e0m
> BSwmw  0994s0ss 6954041 56.M307 561507 TAG200r 7225130 RN 6242090 60081119 39611065  30.13438s  67. Ty 6109435
Q RN 67.034141  67.164167 43474302 37524310 71404140 67271206 < RNgawy 62065008 6072533 420
© RNymaw 6826u1ss  68.1liigr 46205107 39961076 72631203 6828433 “GE 63.092007  61.202,75 ~ 42.032185  36.711009 09713157 63471387
GE 70891071~ 7090081 36.57x00s 5520413 72.013k104 70724107 GE 65.95.1» 63.88 5103414 5049 73.58 7244
GEwmam) 71694036 72144051 580106y 56324103 T4lduie 7242415 (v TAM) o4 ST ot TS 24201 el
GSR 708504 71.37400; 1592820580 55961095 7361125 7188215 aoR 6667-475;2 10 66*2462811 5 553552123:1 a7 5533»021;1.75 77203%2 1 7723.927;. %
BIM 7219104 1267104 5854zner 56.8ligos T462:115  72.93:1m Jeiy  uelid SR i el ey
Ours 78331101 76441100 6563110 649411a 7535:1m T365i1m Ours 73471231 6830211 59771298 58921397 77.11i0s0 74.03.10381
A 16.14 377 635 w813 073 072 A +5.72 +3.62 +6.04 +5.63 +2.73 +0.79
Table 4: Experimental results of our method Table 5: Experimental results of our method
and other baselines on naturally imbalanced and other baselines on naturally imbalanced
setting Computers-Random (p ~ 17.7). setting CS-Random (p ~ 41.0).
Model GCN GAT SAGE Model GCN GAT SAGE
Metric bAcc. Fl bAcc. F1 bAcc. Fl1 Metric bAcc. Fl1 bAcc. F1 bAcc. Fl
Vanilla 78431041 77141030 71354108 69.601111 65301107 6477109 Vanilla 84851016 871024014 82474036 84214031  83.761027  86.2240.19
RW 80491044 75071058  71.954080 70.671051 66504147  66.104 46 RW 87425017 88.701010 83.551030 84.73103:  85.764:024¢ 87.324016
PS 81344055 75171057 70561146 67261145 69731053 67.031060 PS 88361012 88941004 85221031 8554103 87.18:014  88.004019
GS 80.501111  73.79:014  T1.981021 67981031 7269108  68.731i01 GS 85761173  87.31i13;  84.65113:  85.631101  85.761198  87.34109s
BS 81.391025  74.541064 72091031  68.381060  73.801106 BS 87721007 88.671007 84384020 84.53:1041  86.78:000  88.05.4000
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RN 81.641033  76.87:03 72801004 71401097~ 70.941150  70.045146 TRNT T T 8733.0, ¢ 88911006 85.981010 86971000  86.13:010  87.891000
RNy 8050011 7579201 7198205 70981051 T269i0m 707310 RNy 8755200 | 89.03.007 [E8661LasNN 87420581 S5
GE 82.661061 76.55:017 75251085 71494054 77641052 72651053 GE 86.681020 85.864019 86.51i03 . 6
GEg1am)  82.831068 76761039  75.8li070  72.624057 [178.98 1060 735595055 GEw 1aM) 87361008 86.294020 87.281013  85.99:043 87251007
GSR 83.821074  77.784042  76.79i068 73.61i063 77634032 72.5640s51 GSR 86.731020 85911021 85341013  86.561020 85441027  86.461023
BIM 84035075 77965045 TT:01%070 73825060 | 77.76+065  72.09:037 BIM 86.894023 85994021 85.634157 86.651035 85.65i028 86.731022
Ours 85.32.02 80.43.0s6 82521035 78.90.033 758111y 71.861186 Ours 88.94.000 89.87.00s 87.651012 87.65.01 88.03.02 88.65.007
A +1.29 +2.47 +5.51 +5.08 -3.17 -1.73 A +0.58 +0.65 +1.04 +0.23 +0.20 -0.12

mains stable even as the imbalance ratio increases, demonstrating the robustness of our method
under skewed label distributions. In contrast, some baselines suffer from drastic drops in per-
formance under severe imbalance or even become inapplicable due to data sparsity in minority
classes. These results highlight the effectiveness and generalizability of our method across di-
verse imbalance settings. Owing to space limitations, we include partial results from Table 20
and Table 23 (aligned with Table 2 and Table 3) in the main text as representative examples.
(2) For RQ2: Results On Naturally Imbalanced

Datasets (Table 4, Table 5). Additionally, we val-

idate our model on three intrinsically imbalanced «d

datasets: Computers-Random (p ~ 17.7) and CS-

Random (p ~ 41.0), where the unlabeled data also -
exhibits imbalance (refer to Table 34). The compo-
sition of the training, validation, and testing sets is
detailed in Appendix K. We present the experimental
results in Table 4 and Table 5. More importantly, on
these two datasets, our method consistently outper-
forms other approaches. (3) For RQ3: Results On
Large-Scale Naturally Imbalanced Datasets (Table 6, Table 7). We further evaluate our method on
two large-scale datasets with naturally occurring class imbalance—Flickr and Ogbn-arxiv. As shown
in Table 6 and Table 7, our method achieves competitive or superior performance across all GNN
backbones. Despite the high imbalance ratio (especially in Ogbn-arxiv), our model maintains stable
performance and outperforms existing methods in most cases. Notably, several baselines encounter
out-of-memory issues, while our method remains computationally feasible. These results highlight
the scalability and practicality of our approach in real-world imbalanced settings. (4) For RQ4:
Ablation Studies and Sensitivity Analysis (Table 1, Figure 4). Here we investigates the individual
contributions of the key components within our method. We examine three ranking strategies—CR,
GR, and GR—as well as the impact of the DGIS module, which targets geometrically imbalanced
nodes. As shown in Table 1, the combination of NR and DGIS consistently achieves the best F1
scores in three out of four settings, highlighting the effectiveness of our design. We also conduct
a sensitivity analysis on two key hyperparameters: the number of clusters &’ in K-Means and the
threshold v in DGIS, as illustrated in Figure 4. Model performance tends to stabilize when &’ is
sufficiently large, but degrades sharply when &’ is too small, likely due to increased pseudo-label
noise from coarse clustering. Similarly, performance remains stable at low values of ~, suggesting that
overly conservative filtering risks discarding useful nodes. In contrast, excessively high ~ introduces
substantial noise into the training process.
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Figure 4: Sensitivity analysis.
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Table 6: Experimental results of our method Table 7: Experimental results of our method

and other baselines on large-scale naturally and other baselines on large-scale naturally
imbalanced setting Flickr (p ~ 10.8). imbalanced setting Ogbn-arxiv (p =~ 775.4).
Model GCN GAT SAGE Model GCN GAT SAGE
Metric bAcc. Fl1 bAcc. Fl1 bAcc. Fl1 Metric bAcc. Fl1 bAcc. F1 bAcc. Fl
Vanilla 24.621007 24531011 25874030 25324044 25294008 24164027 Vanilla 50214065 49604014 51214087 49.23 1033 50761021 49434020
RW 28311164 24061116 30:660076 " 27.124034 27394184 2262404 RW 50.241 040 49711012 51124080 49.65:1025 508ligj0  49.784022
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BS 27.611061 23701077  26.01i2g 23501307 2824450 2498150 BS S0345041 49735003 51354060 49361020 50.89+019  49.564 015
BSwramy  27.064105 23971060 28244099 25521080 [12979%057  27:565025 BSramy 50341045 49.724010 [[S1365072 49981026 50941017 4995502
RNT T T OOM™ "~ "OOM~ "~ "OOM ~~"OOM =~ OOM ~ OOM RN OOM™ "~ "0O0OM~ "~ "OOM =~ ~OOM ~~  OOM ~~ ~ OOM
RNyt _OOM ~ OOM_ ~ OOM ~ OOM _ OOM = OOM RNy, 1aM) OOM OOM OOM OOM OOM OOM
OOM OOM OOM OOM OOM OOM TGS OOM™ " ""OOM™ "~ "OOM "~ TOOM """ OOM "~ OOM "~
GE(y tam) OOM OOM OOM OOM OOM OOM GSpw TAM) OOM OOM OOM OOM OOM OOM
GSR 27.631050 23731081 26034275  23.53:315 28204215 25.01:162 GSR 50311024 49701017 51311041 49331026  50.86:030 49.531020
BIM 27871065 23751073 26154270 23.74:310 28341200  25.031166 BIM 50331042 49714019 51351060 49361028 50871018 49.564 023
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A +1.55 +4.79 -1.21 +0.97 +0.89 +3.45 A +0.87 +0.92 +0.48 +1.30 +0.40 +0.41

Additional Analyses in the Appendix. Appendix J.2 presents experiments verifying the effectiveness
of DPAM, while Appendix J.4 details further analyses on Node-Reordering and DGIS. The variation
in RBO similarity across iterations is discussed in Appendix J.3. Moreover, we provide extensive
discussion and analyses on geometric imbalance, self-training, and our framework, please refer to the
appendix for details.

6 Related Work

Class imbalance in graphs poses unique challenges due to the interplay between topology and feature
distribution [41, 57, 69, 29, 36, 6, 34, 44, 63]. Existing methods can be broadly categorized into three
lines of work: (1) Node generation methods, which synthesize nodes to balance class distributions.
For example, GraphSMOTE [69] interpolates minority class embeddings and predicts new edges;
ImGAGN [36] jointly generates node features and topology by modeling global minority distributions;
and GraphENS [34] enhances diversity via ego-network mixing. While effective, these methods
often incur high computational cost and struggle to ensure structural consistency across generated
nodes. (2) Topology-aware adjustment methods exploit structural priors to refine model training.
ReNode [6] reweights nodes based on their topological distances to class decision boundaries, while
TAM [44] calibrates logits using local topology and class statistics. However, such approaches rely
heavily on labeled nodes to infer structural bias and lack a general framework for quantifying or
mitigating topological imbalance. (3) Self-training methods attempt to exploit unlabeled nodes in
imbalanced settings by generating pseudo-labels to supplement minority classes. GraphSR [72]
combines similarity-based filtering with reinforcement learning to select reliable pseudo-labeled
nodes; BIM [67] frames the task as an influence maximization problem to balance class influence
across receptive fields; and IceBerg [25] proposes a Double Balancing mechanism that simultaneously
adjusts pseudo-label distributions and loss calibration, while disentangling GNN propagation for
better supervision in few-shot regimes. Despite their promise, these methods often rely on heuristic
selection strategies and lack theoretical guarantees or standardized metrics for pseudo-label quality,
which may lead to instability under severe class imbalance.

7 Conclusion and Future Work

In this work, we present a self-training framework that addresses geometric imbalance in graph-
structured data under imbalanced settings. By redefining pseudo-labeling and filtering unreliable
nodes, our method improves performance on real-world benchmarks and outperforms existing
self-training techniques. Future work includes extending the model to imbalance problems in link
prediction tasks.
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A Notations

Table 8: Notation table used throughout the paper, categorized by roles.

Indices
n Number of nodes, n = [V|.
d Dimension of node features.
C Number of classes.
i, ] Indices of labeled and unlabeled nodes.
t Index of self-training iterations.
l Index of GNN/MPNN layers.
v,0,u Nodes in the graph.
K Number of clusters in k-means clustering (k' > C).
Parameters

G=W,EL) Undirected and unweighted graph: nodes V, edges &, and labels L.
X € R4 Node feature matrix.
A e {01} Adjacency matrix of the graph.
N(v) Set of 1-hop neighbors of node v.
plabel Labeled node set: D™ ¢ V.
punlabel Unlabeled node set: V \ D!,
prrevde Pseudo-labeled nodes added at iteration ¢.
v u? Nodes in the labeled/unlabeled datasets.
y* Ground-truth label of node v".
i Predicted label of node u’ by the model.
n; Number of labeled nodes in class 3.
p Imbalance ratio, p = %
€v,9 Edge weight between nodes v and .
dy Degree of node v including self-loop.
! Trainable parameter matrix in the I-th GCN layer.
hs,l) Feature of node v at GNN layer (.
izs,l) £2-normalized embedding of node v on the unit hypersphere.
Ki Compactness parameter of class ¢ in vVMF distribution.
i Unit mean direction vector of class 7 on the hypersphere.
Ca(k) Normalization constant in vMF distribution.
Pl Posterior probability of node v being in class .
H(u”) Entropy of prediction over all classes for unlabeled node u”.
a Average prediction entropy over all unlabeled nodes.
Vininor Set of nodes with labels in the minority class.
Crinor Set of minority class indices.
Dingra Intra-class compactness: sum of squared distances to class centers.
Dinger Inter-class separation: sum of squared distances between class centers.
G(u?) Geometric imbalance score of node u’.
Glminor Average geometric imbalance for minority unlabeled nodes.
O Distance from node u to its closest class centroid.
Bu Distance from node u to its second-closest class centroid.
Gl Geometric Imbalance index: GI, = %.

Functions and Sets
fo GNN model parameterized by 6.
ma(+) Message function at layer [.
0(+) Aggregation function at layer [.
Pi(+) Node update function at layer [.
Flabel | oniabel Embeddings of labeled and unlabeled nodes.
U, Z/_{, Pseudo-labeled sets from classifier and clustering for class 7.
Yfinal Intersection of classifier and cluster predictions for class <.
Ki Cluster ¢ from unsupervised clustering.
1K, Center of cluster /C;.
e, Embedding center of labeled nodes in class 4.
Sm, Tm Geometric and confidence rankings for class m.
T Rank-Biased Overlap (RBO) score between Sy, and 7,.
N, fffw Fused node ranking for class m via RBO-weighted fusion.
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B Comprehensive Related Works

Imbalanced Learning in General Machine Learning. Real-world datasets often exhibit inherent
class imbalances, making it challenging to train fair models that avoid bias towards majority classes.
To address this issue, a variety of approaches have been developed. Ensemble learning methods
[10, 28, 71, 55, 31, 3] combine the outputs of multiple weak classifiers to improve overall model
performance on imbalanced data. Data resampling techniques [5, 13, 42, 39, 20, 52] address im-
balance by synthesizing or duplicating minority class samples to modify the label distribution in
the training set. A third category of solutions involves modifying the loss function, where class-
specific weights or adjusted class margins are used to emphasize minority classes during training
[73, 48, 4,47, 61, 37, 53]. Also, post-hoc correction methods [20, 49, 33, 16] aim to mitigate imbal-
ances during the inference stage, after model training is completed. Finally, there is also some work
focusing on developing effective generative models [2, 32] under class imbalance situations [35, 62].
While these techniques have demonstrated effectiveness in i.i.d. data scenarios, extending them to
graph-structured data introduces unique challenges due to the interdependence between nodes and
the graph topology.

Pseudo-labeling Methods in Graph Learning. Recent research has predominantly focused on
leveraging pseudo-labeling techniques to train graph neural networks (GNNs) when confronted
with limited labeled data. Notably, co-training [24] has emerged as a prominent approach that
utilizes Parwalks [59] to generate confident pseudo-labels, thereby facilitating the training of GNNs.
Conversely, self-training [24] expands the label set by acquiring pseudo-labels from previously trained
GNNs. Moreover, the M3S [45] method employs a clustering technique to enhance the accuracy of
pseudo-labeling, effectively filtering out labels that do not align with the clustering assignments.

Semi-supervised Imbalance Node Classification. Recent advances have tackled the challenge
of imbalanced node classification in graphs, with particular emphasis on leveraging topological
structures to improve performance [41, 57, 69, 29, 36, 6, 34, 44, 63]. These methods can be broadly
grouped into three categories: (1) Node generation methods, which synthesize new nodes to balance
class distributions; (2) Topology-aware adjustment methods, which exploit graph structure to adjust
model weights or decision boundaries; and (3) Self-training methods, which incorporate pseudo-
labeled nodes to enhance generalization. Node generation methods include GraphSMOTE [69],
which interpolates minority class nodes in the embedding space and constructs edges via link
prediction; ImMGAGN [36], which generates both features and topology by modeling global minority
distributions; and GraphENS [34], which augments diversity by mixing ego-networks. Despite their
effectiveness, these approaches often suffer from high computational cost and poor scalability on
large graphs. Furthermore, generating semantically meaningful and structurally consistent topology
remains a non-trivial, dataset-dependent task. Topology-aware adjustment methods reweight or
reshape training signals using structural information. For instance, ReNode [6] assigns weights based
on nodes’ topological distances to decision boundaries, while TAM [44] calibrates prediction logits
by integrating local topology and class distribution statistics. However, these methods typically rely
on labeled data to estimate structural bias and lack a unified framework for quantifying or mitigating
topological imbalance. Self-training methods aim to exploit unlabeled data in class-imbalanced
settings by generating pseudo-labels. GraphSR [72] adopts a two-step strategy that combines
similarity-based filtering with reinforcement learning to select reliable pseudo-labeled nodes for
minority classes. BIM [67] formulates the problem through the lens of influence maximization and
selects nodes to balance class influence within receptive fields. IceBerg [25] introduces a simple
yet effective Double Balancing mechanism that simultaneously calibrates pseudo-label distribution
and the loss function, while also disentangling GNN propagation to improve supervision in few-shot
scenarios. While promising, these methods still lack theoretical guarantees and standardized metrics
for evaluating pseudo-label quality. Their performance often hinges on heuristics—such as confidence
thresholds or influence approximations—which can be unreliable under severe class imbalance.

Topology Bias in Graph Learning. Topology-aware learning in graphs has recently emerged
as a crucial research direction, especially in the context of class-imbalanced node classification.
Traditional class rebalancing techniques often overlook structural biases rooted in the non-uniform
distribution of labeled nodes across the graph topology. A growing body of work has started to
explicitly address this issue, proposing both theoretical formulations and practical remedies for
topological bias. Renode [6] first formalizes the notion of topology-imbalance, identifying structural
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asymmetries among labeled nodes as a new source of bias in semi-supervised node classification.
Their method, ReNode, detects node influence conflicts and adaptively re-weights node influence
to mitigate the imbalance. Following this, several works proposed augmentation-based solutions.
GraphENS [34] generates ego-networks for minor-class nodes to simulate balanced topological
contexts, while TAM [44] introduces a topology-aware margin loss that adapts to local connectivity
patterns to improve representation learning under imbalance. RGE [43] approaches the problem
from the perspective of noisy topology. It introduces a Repulsive edge Group Elimination strategy
that selectively removes groups of edges with consistently harmful influence, enhancing robustness
against structure-induced bias. Beyond these, [46] proposes PASTEL, a structure learning framework
that mitigates topology-imbalance by optimizing node positions to improve intra-class information
flow, particularly addressing under-reaching and over-squashing effects. Recent work by [30]
challenges the necessity of class rebalancing altogether. They propose BAT, a lightweight topological
augmentation technique that mitigates class imbalance by enhancing local structure, without altering
label distributions. [68] explores topology-level imbalance at a coarser granularity. They argue that
dominant sub-topology groups can bias learning and propose a two-stage method to extract and
regulate these groups to ensure more equitable representation. From a metric design perspective, [S6]
introduces Topological Concentration (TC) to quantify local neighborhood informativeness for link
prediction. Their analysis shows how low-TC nodes consistently underperform due to topological
constraints, and propose re-weighting schemes to correct this. Meanwhile, [7] unifies topology and
class imbalance under the lens of AUC optimization. Their TOPOAUC framework jointly optimizes
class-wise margins and topological influence via a TAIL (Topology-Aware Importance Learning)
module, offering a practical and effective solution. Finally, [9] proposes neously constructs the
graph structure and trains the semi-supervised model, thereby overcoming biases introduced by
pre-constructed graphs and addressing topological imbalance in large-scale settings. [54] proposes a
Topological Sample Selection (TSS) scheme that promotes informative node selection by leveraging
graph position, especially around class boundaries—crucial under noisy labels. [60] designs CE-GSL,
a community-entropy based GSL framework that reconstructs the graph by connecting uncertain nodes
and enhancing supervision using both class-level and node-level entropy measures. Together, these
works establish topology-imbalance as a fundamental limitation in GNN-based learning and offer
diverse methodologies—from augmentation and margin-based regularization to influence modeling
and graph construction—for addressing it across different learning paradigms.
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C Proof of Theorem 1

Proof of Theorem 1 (Message Passing Perspective). We aim to prove that the average entropy H of
pseudo-label predictions for unlabeled nodes is positively correlated with intra-class compactness
Dipyra, and inversely correlated with inter-class separation Diyer, 1.€.,

2 D intra
H « .
D inter

Step 1: Message Passing—-Induced Representation Shift

Consider a GNN where each node representation is updated via:

hElH) —o |l WO Z aijh;l) +aiih§l)
FEN (@)

Assume initial representations hEO) € R? are normalized to lie on the unit hypersphere, i.e., tho) I =
1. We ignore nonlinearity o and weight matrix W) for clarity, so:

1 0
hg ) = Z Oéijhg- )
JEN (D)

Let node ¢ belong to class c. The updated representation after one message passing step can be
decomposed as:

B = (1= 8;) - b + B; - B,
where:

. hl(c) is the contribution from same-class neighbors.

. hEE) is the contribution from different-class neighbors.

* 5; € ]0,1] quantifies the influence of different-class neighbors.

This update shifts hgl) away from the class center (., especially when j3; is large or when minority
class nodes are sparsely connected.

Step 2: Definition of Geometric Terms

2

b

Dintra = Z HBSJ) - ﬂy'n,j

ud e V;ninor M Dunlabel

~ ~ 2
Dinler = Z ||lucl _/J’Czll .

c17#ca

Minority node representations deviate from their true class centers due to influence from majority
neighbors, increasing Dy, and potentially decreasing Dipger-

Step 3: Entropy under von Mises—Fisher Posterior

The posterior is:
)

Sy exp (- cos(hus i)

ul

b, =

Using cos(z, y) ~ 1 — £|| — y||? for unit vectors:

- exp (5 ke — ful?) o -
u’ _ v =12
i~ ~ , Z_kZ_leXp( s = inl?)
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The entropy is then:
K = 7 2
N = E B — 12 - e 5 Mg =l
H(u])—logZ—i—QZ 2 th /Jz” e 2 3 —HlT

Step 4: Bounding the Average Entropy

Upper bound: Suppose for most classes i #+ y“], the distance ||iLuj — [1i||? & Diyer/C, and for the
correct class y“], it 1S Djpia. Then:

c
Z = Zexp (—gmi)
i=1

D;
= exp <_gDintra) + (C - 1) + €Xp <_l‘€ ' nler) )

Using log(1 + =) < x and Taylor expanding:
o G
H(w) =logZ + 57 ;mie_amz
7(Dinler - Dintra)/Dinler + 0(1);

Averaging gives:

2 K Dimer - Dintra
H<logC— — - | —— | .
=08 2C2 ( Dinter >

Lower bound: Assume the posterior is highly confident: pZij ~1—¢cand p;‘;yw ~e/(C —1) with
¢ < 1 due to h,; being close to i o -

Using entropy expansion:
4 €
Hw)~—(1—¢)log(l—¢)—ecl —_—
(1)~ ~(1 - &) log(1 ~ 2) g (=)

R Dimra
>elog(C—-1)> = ——,
a g( ) -2 Dimer

where the last inequality holds since & oc e~ *(Pimer—Dina) decays with class separation.

So we conclude:

2 R Dintra)
H>logC — —- .
o & 2 (Dinter

So, we obtain the sandwich inequality:

K Dinter — Dintra A K Dintra
log O — . ((Himer = Zinwa ) o fr > Jog 0 — &
©8 202 ( Dinter ) - =08 < Dinter ’

which implies:
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D Proof of Theorem 2

Proof of Theorem 2. Let p = % be the imbalance ratio between majority and minority class nodes.

‘minor

Fix the feature extractor and class centers {/i.}<_;.

Recall the geometric imbalance score:

D erstes ey = fiey ||

huj - /'[/yuj

. _ 1 .
G(uj) . Chminor = |Vmin0r N Dunlabe1| Z G(u]).

We aim to show that G pinor p. To do this, we analyze the effect of imbalance on the representation
shift of minority nodes.

From the message-passing formulation (see Theorem 1), we have:
= (1= ) h + i h

where [3; is the proportion of neighbors from other classes. Under class imbalance, minority nodes
are more likely to have majority neighbors, hence:

E[Bi | yi € Cninor] T with p.
Since hl(»l) is a convex combination of class-consistent and inconsistent information, increasing 3;
pushes hl(»l) away from its own class center fi.. Specifically, the deviation magnitude satisfies:
IAD = el = 87 - 11 — el .
Therefore, when p increases, so does 3;, and consequently:

G(’U,]) X ”iluj — R ‘2 X ﬁ? X PQ'

y'(lrj
Averaging over all ©/ € Viyinor N D™ and observing that D ety ey = fe, ||? is constant under

fixed class centers, we obtain: B
Gminor X E[ﬂf] 08 /72-

Thus, G minor increases monotonically with p, and we conclude:

Gminor x p.
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E Visualization and Analysis of Geometric Imbalance

E.1 Experimental Setup

To demonstrate the phenomenon of geometric imbalance in semi-supervised imbalanced node
classification (SINC), we design an illustrative experiment using the Cora dataset. We construct a
controlled scenario that isolates the effects of class imbalance on geometric properties of embeddings
by manipulating both model architecture and training settings.

¢ Initial Pretraining Phase:
We begin with a balanced labeled training set where each class contains exactly 50 labeled
nodes. On this balanced data, we pretrain two types of encoders:
— a Graph Neural Network (GNN) encoder,

— a Multilayer Perceptron (MLP) encoder.
These pretrained models serve as feature extractors, capturing representations in a fair,
geometry-preserving way.

* Fine-tuning on Imbalanced Data:
We then fine-tune the pretrained models on an imbalanced variant of Cora, where class-wise
labeled node counts are set to [100, 30, 100, 100, 100, 30, 30], inducing an imbalance ratio
p =~ 3.3. We consider two fine-tuning settings:

1. Frozen (Pretrained): the encoder parameters are fixed and not updated during fine-
tuning.
2. Unfrozen (Fine-tuned): the encoder is fully trainable.

* Visualization Protocol:
To inspect geometric structure, we extract latent node embeddings (from the final hidden
layer), project them using t-SNE, and visualize labeled/unlabeled nodes across major-
ity/minority classes.

E.2 Results and Analysis

Figure 5 and Figure 6 illustrate the change in geometric structure before and after fine-tuning, across
both GNN and MLP backbones.

Case 1 (GNN-Pretrained):
* The initial GNN encoder produces geometrically well-separated clusters with clear class
boundaries.

* Minority class nodes, both labeled and unlabeled, exhibit compact intra-class distributions
and are reasonably separated from majority classes.

Case 2 (GNN-Finetune):
* After fine-tuning on the imbalanced set, the embeddings show signs of geometric degrada-
tion:
— Diner (distance between class centroids) shrinks significantly.
— Dinya (dispersion within minority clusters) increases.

* This leads to reduced separability and greater geometric confusion for minority nodes—
typical of geometric imbalance.

Case 3 (MLP-Pretrained):

* The MLP, lacking structural bias from graph topology, preserves geometric structure during
pretraining.

* Clusters are reasonably separated and compact, although slightly less so than GNN due to
lack of message passing.
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Case 4 (MLP-Finetune):

¢ Interestingly, the MLP does not suffer from significant degradation after fine-tuning.

— Djyer remains stable.
— Dina does not increase notably.

* This suggests that geometric imbalance is amplified by message passing in GNNs, especially
when label imbalance exists.

Conclusion of Analysis: The results empirically confirm our theoretical claim (Theorem 1 and 2)
that:

* Class imbalance leads to greater prediction entropy due to increased Dj,., and reduced

D inters
* And that GNNs—due to their structural bias and message propagation—are more vulnerable
to this effect than MLPs.

This observation motivates the need to explicitly account for geometric imbalance during self-training
and pseudo-label propagation, as we do in the proposed UNREAL framework.

80 80 Minotity Class (Labeled)
Minotity Class (Unlabeled)
60 60 Majority Class (Labeled)
40
40
20
0 20
-20 0
—40 Minotity Class (Labeled) —20
—60 Minotity Class (Unlabeled)
Majority Class (Labeled) °
-60 —40 -20 0 20 40 —40 -75 =50 =25 0 25 50 75
(a) GNN-Pretrained (b) GNN-Fintune

Figure 5: Illustration of geometric imbalance across different GNN encoder cases.
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20
0
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-20
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Figure 6: Illustration of geometric imbalance across different GNN encoder cases.
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F Analysis of Geometric Imbalance under Varying Class Imbalance

F.1 Experimental Setup

To comprehensively analyze the effect of class imbalance on geometric properties of node embeddings,
we conduct controlled experiments on the Cora dataset using three mainstream GNN architectures:
GCN, GAT, and GraphSAGE.

For each architecture, we simulate 50 different imbalance scenarios by systematically varying the
class distributions—ranging from balanced to highly imbalanced cases. For every setting, we train
the model and extract node embeddings, based on which we compute two key metrics:

* Geometric Imbalance (GI): quantifies the structural disparity of embeddings between
minority and majority classes, considering both intra-class compactness and inter-class
separation.

* Average Entropy: evaluates the uncertainty of the classifier’s predictions across all unla-
beled nodes.

Additionally, we record the Imbalance Rate, defined as the logarithmic ratio between the sample
sizes of majority and minority classes.

F.2 Quantitative Analysis

Figure 7 illustrates the relationship between Imbalance Rate and Geometric Imbalance across
the three architectures. We observe a monotonic increasing trend, confirming that higher label
imbalance leads to greater geometric distortion in the learned representations. This effect is consistent
across GCN, GAT, and GraphSAGE, although the absolute GI values vary slightly depending on the
architecture.

Figure 8 explores how Geometric Imbalance correlates with Average Entropy. Again, we find a
strong positive correlation, indicating that as geometric imbalance worsens, model confidence on
unlabeled nodes degrades, leading to more uncertain predictions. Notably:

* GCN and GAT exhibit smooth, concave-upward trends, suggesting gradual degradation in
certainty.

* GraphSAGE shows a peak in entropy followed by a plateau, possibly due to over-smoothing
or reduced model sensitivity at extreme imbalance levels.

These results empirically support the theoretical intuition that geometric imbalance serves as an
intermediate variable linking class imbalance to model uncertainty, and underscore the necessity of
designing imbalance-aware algorithms to preserve embedding quality and classification reliability.
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Figure 7: Relationship between Imbalance Rate and Geometric Imbalance across different GNN
architectures.
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G Distinction Between Geometric Imbalance and Topology Imbalance

Geometric imbalance and topology imbalance [6] are two fundamentally distinct forms of imbalance
that challenge semi-supervised node classification on graphs. Understanding their differences is
crucial for designing effective algorithms for imbalanced graph learning.

G.1 Geometric Imbalance

Geometric imbalance refers to the ambiguity in node representations within the embedding space
induced by class imbalance and GNN message passing mechanisms. Specifically, it characterizes
how minority-class nodes, due to limited and biased label propagation, are more likely to have
embeddings that are close to the boundaries between classes or even equidistant from multiple class
centers on the hypersphere. This phenomenon is rigorously analyzed by modeling embeddings using
the von Mises-Fisher (vMF) distribution and quantifying ambiguity via geometric imbalance scores,
which measure the relative position of a node’s embedding to the centers of all classes. Higher
geometric imbalance is directly linked to greater prediction uncertainty and error in pseudo-labeling,
particularly for unlabeled minority-class nodes. The severity of geometric imbalance is shown to
increase monotonically with the class imbalance ratio, and it is especially pronounced in GNNs due
to their structural aggregation process, while being marginal in non-graph models like MLPs [38].

G.2 Topology Imbalance

In contrast, topology imbalance is defined on the original graph structure and focuses on the asym-
metric topological distribution of labeled nodes across classes. Unlike quantity imbalance, which
concerns the number of labeled nodes per class, topology imbalance arises when labeled nodes in the
same or different classes occupy distinct structural roles—such as being closer or farther from the
class boundary or center. This leads to issues like influence conflict (labeled nodes near boundaries
causing ambiguous label propagation) and influence insufficiency (labeled nodes far from target
regions failing to effectively propagate information). Topology imbalance is quantified via metrics
like Totoro, which captures the degree of conflicting influence among labeled nodes across the graph.
Its perniciousness lies in shifting the effective decision boundary away from the true class boundary,
thereby degrading GNN performance even when the class labeling ratio is balanced [6, 34, 44].

G.3 Summary of Differences

* Domain: Geometric imbalance concerns embedding space positions of (especially un-
labeled) nodes, while topology imbalance concerns the graph structure and the relative
positions of labeled nodes.

* Target: Geometric imbalance primarily affects unlabeled minority nodes by making their
embeddings ambiguous, leading to unreliable pseudo-labels. Topology imbalance focuses
on the distribution and influence of labeled nodes, particularly those near class boundaries.

* Measurement: Geometric imbalance is measured via geometric distances (e.g., on the
hypersphere) between node embeddings and class centers. Topology imbalance is measured
by influence metrics like Totoro, which consider the network-wide propagation of label
information.

* Mechanism: Geometric imbalance is amplified by message passing and normalization in
GNNs, while topology imbalance arises from the structural arrangement of labeled nodes
and their impact on message propagation.

* Orthogonality: The two forms of imbalance are orthogonal: one can exist without the other.
For example, a graph may have balanced class sizes (no quantity imbalance) but still suffer
from severe topology imbalance if labeled nodes are poorly distributed structurally.

In a word, while both geometric and topology imbalance deteriorate node classification performance
in semi-supervised learning, they originate from different sources and demand distinct mitigation
strategies. Geometric imbalance calls for techniques addressing ambiguity in embedding space,
especially for unlabeled nodes, whereas topology imbalance requires careful selection or re-weighting
of labeled nodes according to their topological positions in the graph.
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H Proof of Theorem 3

Proof of Theorem 3. Recall the construction of the proposed ranking:
NI — max{r,,, 1 — 7} - Sy + min{r,, 1 — 1} - Ton, (1)

where 7, = RBO(S,,, 7,,) measures the similarity between the geometric ranking S,, and the
confidence ranking 7.

We consider the two extremal regimes of disagreement:

Case 1: r,, — 0 (maximum disagreement). In this case,
max{rm,,l —rpm} =1—ry, min{r,,1—r,}="rn,.
Hence,
TEIBONEGW = ’I”EIEO ((1 - Tm) S F T Tm)
=Sn.
Case 2: r,, — 1 (maximum agreement). In this case,
max{rm,,l —rm} =ry, min{r,,1—r,}=1—1r,.
Thus,
lim N = lim (ry  Sp+ (1= 7m) - Ton)

Tm—1 T —>

=S

In both limiting cases, the ranking AN" converges to the geometric ranking S,,,. Therefore, S,,
dominates the selection process particularly in early stages when r,,, is small, i.e., when disagreement
between geometry and confidence is high. This confirms that the design reduces the effect of
geometric imbalance by emphasizing S, until 7, becomes sufficiently aligned. O
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I Comprehensive Experimental Results

L1 Comprehensive Results Under Varying Levels of Class Imbalance

Due to space limitations, we present the complete experimental results here. In Table 20, Table 21,
Table 22, and Table 23, we report results under different imbalance scenarios (p = 10, 20, 50, 100).
Several consistent trends can be observed across varying imbalance levels.

In Table 20, when p = 10, our method outperforms all baselines by a clear margin on most datasets.
Notably, on Cora and CiteSeer, our method achieves substantial gains in both balanced accuracy and
Fl-score. On PubMed and Amazon-Computers, although the improvements are relatively smaller,
our model still ranks among the top performers. We attribute this to two factors: (1) PubMed has
only three classes, resulting in a less severe imbalance scenario. Most methods can still handle this
setting reasonably well. (2) The Amazon-Computers dataset has been shown to be less sensitive to
label sparsity, which narrows the performance differences among competing methods.

As the imbalance ratio increases (Tables 21 to 23), three key observations emerge:

(1) The performance gap between our method and the baselines consistently increases. For example,
at p = 100, our method outperforms the second-best method by up to +10.60% in balanced accuracy
and +7.85% in F1-score on Cora. This demonstrates that while baseline methods degrade significantly
under severe imbalance, our method maintains stable and superior performance.

(2) Oversampling-based strategies such as GraphENS [34] or GraphSMOTE [69], although effective
in mild imbalance settings, show limited scalability under higher p. We hypothesize that generating
synthetic nodes and edges may introduce noisy or redundant samples that interfere with representation
learning, especially when minority groups are extremely sparse.

(3) BalancedSoftmax [37] performs competitively across all p levels by correcting the bias in the
classifier head. However, it lacks representation-level adaptability, limiting its potential compared
to our method, which additionally improves node representations through geometric ranking and
uncertainty-aware selection.

Overall, these results validate the robustness of our method in handling various degrees of class
imbalance, outperforming both classical re-weighting techniques and recent augmentation-based
approaches.

I.2 Comprehensive Results on Natural Imbalanced Datasets

The experimental results on the naturally imbalanced datasets CS-Random and Computers-Random
(Table 24, Table 25) further demonstrate the consistent superiority of our method UNREAL. On
CS-Random, our method achieves the highest balanced accuracy and F1-score across all three GNN
architectures, with particularly notable gains on GAT. While methods such as BalancedSoftmax
and Renode perform competitively in some cases, they suffer from performance instability across
different backbones and fail to generalize under higher imbalance.

On the more challenging Computers-Random dataset, Our model delivers even more substantial
improvements, especially with GCN and GAT, achieving gains up to +2.47 % in balanced accuracy
and +6.71 in F1-score. Although the improvements on SAGE are relatively modest—partly due to the
dataset’s structure enabling easier classification—our method still ranks among the top performers.

These findings confirm that our model is not only effective in synthetic long-tail settings but also
robust and generalizable in real-world class-imbalanced scenarios, regardless of architecture choice.

1.3 Comprehensive Results On Large-Scale Natural Imbalanced Datasets

We further evaluate our method on large-scale real-world datasets with naturally occurring class
imbalance: Flickr and Ogbn-Arxiv (Table 26, Table 27). These datasets present distinct challenges:
Flickr features moderate imbalance with noisy labels, while Ogbn-Arxiv has an extreme imbalance
ratio exceeding 700.

On Flickr, our method achieves consistent improvements over baselines across all three GNN
architectures. Specifically, our method outperforms prior methods by up to +4.79 in F1-score and
+3.45% in balanced accuracy. While several augmentation-based methods (e.g., GraphENS, ReNode)
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fail due to memory or scalability issues (OOM), our method remains robust and computationally
feasible. Notably, on GCN and SAGE, our performance gains are both statistically significant and
practically meaningful.

For Ogbn-Arxiv, the extreme long-tail label distribution poses severe challenges. Most oversampling
or memory-intensive methods cannot run on this scale. In contrast, our method achieves the best
overall performance, surpassing all baselines by a small but consistent margin. Despite the relative
difficulty of obtaining large improvements under such extreme imbalance, our method shows gains up
to +0.07 in F1-score and +0.34% in balanced accuracy, demonstrating its scalability and reliability.

These results confirm the applicability of our method to large-scale, naturally imbalanced benchmarks
where many existing methods fail to scale or generalize.

To further validate the scalability and effectiveness of our proposed method, we conduct experiments
on the large-scale natural imbalanced dataset Ogbn-Products. Following the same experimental
settings as BIM [67], we evaluate our method using three widely adopted graph neural network
backbones: GraphSAGE, GAT, and GCN. We report the performance in terms of F score, Accuracy
(ACC), and AUC-ROC. All experiments are repeated five times with different random seeds, and the
mean and standard deviation are reported. Tables 9 summarize the results on the ogbn-products dataset.
Across all three architectures, our method consistently outperforms the baselines, demonstrating
superior robustness and generalization under large-scale natural class imbalance. Compared to BIM,
which is specifically designed for imbalanced graph learning, our approach achieves an average
improvement of around 2-3% in both F1 score and AUC-ROC across all backbones. These results
verify the scalability of our method and its strong empirical effectiveness on large-scale graphs.

Table 9: Experimental results of our method and other baselines on the large-scale natural imbalanced
dataset Ogbn-Products. We report averaged Accuracy (ACC, %), F1-score (%), and AUC-ROC (%)
with standard deviations over 5 repetitions on three representative GNN architectures.

Dataset (ogbn-products) GCN GAT GraphSAGE

F1 ACC AUC-ROC F1 ACC AUC-ROC F1 ACC AUC-ROC
Vanilla 57.41£1.18 60.124+0.85 93.9640.15 | 59.27+£1.08 62.10£0.73 94.254+0.14 | 58.18+1.21 61.03+£0.82 94.12+0.12
(RN) ReNode 66.82+0.32 67.80+0.44 94.75+0.13 | 68.55+0.28 69.27+0.36 95.01+0.10 | 67.89+0.35 68.194+0.41 94.86+0.14
BIM 68.05+£0.21 68.47+£0.23 95.4140.13 | 69.88+£0.16 70.05+£0.21 95.63+0.11 | 69.36£0.18 69.55+£0.19 95.51£0.12
Ours 70.71+0.13  70.33+0.10 96.45+0.12 | 72.04£0.09 71.95+0.13 96.67+0.10 71.85+0.10 71.62+0.11 96.59+0.14

1.4 Experimental Results of Our Method with Less Training Rounds

We also validated our method on the Cora (p = 10) dataset with fewer iteration rounds (node
selections). The experimental results are presented in Table 10, demonstrating that our method
outperforms state-of-the-art methods even with a reduced number of rounds.

Table 10: Experimental Results of Our Method under Less Rounds.

Model (F1) \ Cora-GCN Cora-GAT Cora-SAGE
GraphENS (w TAM) 72.14 70.00 70.40
Our method 76.44 75.99 73.63
Our method (2 rounds) | 70.62 69.32 69.83
Our method (4 rounds) | 71.83 72.93 70.21
Our method (6 rounds) | 73.41 73.55 71.09
Our method (8 rounds) | 75.63 74.54 72.90

L5 Adapting Our Framework to Imbalanced Image Classification

Although our theoretical analysis and methodology primarily address the issue of geometric imbalance
in node classification, we have also validated the versatility of our method. For instance, by applying
our method within an image classification framework, we conducted experiments on CIFAR100LT
using the our method framework in conjunction with ResNet-32. The results is presented in Table 11,
and the results demonstrate our method’s commendable performance.
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Table 11: Recognition results (%) of different training data. All configurations are evaluated on the
testing set of normal CIFAR100.

Model | Accuracy Precison Recall
ResNet-32 (CIFAR100LT) | 37.74 42.12 37.54
+ Our method | 39.31 44.32 40.43

Table 12: Refined running time analysis of vanilla GNN models and our method. (a) Training over
1000 epochs, and (b) selecting 100 nodes into the training set. Results are averaged over five runs.

Model/Time (1000 epochs) Cora  CiteSeer PubMed ‘ Model/Time (Selecting 100 Nodes) Cora  CiteSeer PubMed

Vanilla (GCN) 6.221(s) 7.212(s) 10.771(s) | Vanilla Self-Training (GCN) 2.244(s) 2.234(s) 2.675(s)
Ours (GCN) 6.208(s) 7.191(s) 10.858(s) | Ours (GCN) 2.367(s) 2.305(s) 2.790(s)
Vanilla (GAT) 8.201(s) 9.574(s) 14.443(s) | Vanilla Self-Training (GAT) 2.624(s) 2.520(s) 2.431(s)
Ours (GAT) 8.218(s) 9.517(s) 15.088(s) | Ours (GAT) 2.697(s) 2.670(s) 2.411(s)
Vanilla (SAGE) 6.522(s) 11.170(s) 15.475(s) | Vanilla Self-Training (SAGE) 2.424(s) 2.780(s)  2.032(s)
Ours (SAGE) 6.452(s) 11.256(s) 14.658(s) | Ours (SAGE) 2.461(s) 2.827(s) 2.115(s)

L.6 Analysis of Computational Complexity

Time Complexity Analysis. Our framework, as described in Algorithm 1 (see Appendix L), consists
of three main modules per round: Dual-Path Pseudo-label Alignment (DPAM), Node-Reordering
(NR), and Discarding Geometrically Imbalanced Nodes (DGIS). (1) The dominant computational
cost arises from the DPAM step, which clusters the embeddings of unlabeled nodes using k-means
(complexity O(nyk'dTiter ), with n,, unlabeled nodes, k' clusters, d-dimensional embeddings, and
T’;ter k-means iterations). Computing class centroids and intersecting with classifier-predicted labels
are both linear-time operations. (2) NR involves ranking nodes by geometric distance and classifier
confidence (each O(n,, logn,,)), with ranking fusion being negligible. (3) DGIS computes distances
from candidate nodes to their closest and second-closest centroids (O(n,,Cd) per round, where
C is the number of classes). (4) Overall, the per-round complexity is primarily determined by
k-means, but since k' < n,, and k-means can be efficiently implemented (e.g., on GPU), so, the total
complexity remains comparable to standard self-training pipelines. Memory usage is linear in the
number of nodes, as we only store embeddings and label predictions. Importantly, our method is
significantly more efficient than prior over-sampling or augmentation approaches such as GraphENS
and GraphSMOTE, which may have O(n?) or worse complexity on large graphs. In summary, the
only notable overhead beyond vanilla GNN training comes from clustering and ranking, both of
which are scalable and can be accelerated by modern hardware.

Empirical Scalability and Runtime. To address practical efficiency, we conducted comprehensive
scalability analyses on both medium- and large-scale datasets, comparing our method ("Ours") to
vanilla GNN backbones and representative baselines. (1) On Cora, CiteSeer, and PubMed, the training
time per epoch for our method is almost identical to the backbone GNNs5s (see Table 12), confirming
the negligible overhead of our extra modules (clustering and ranking). (2) On large-scale graphs (e.g.,
Flickr, ogbn-arxiv), our method remains tractable and runs smoothly on a single RTX 3090 GPU
(Tables 26 and Table 27). By contrast, prior data augmentation and oversampling baselines (e.g.,
GraphSMOTE, GraphENS) either become prohibitively slow or run out-of-memory, as synthesizing
large numbers of new nodes/edges is expensive.

1.7 Comparison of UNREAL and Recent Soft Pseudo-Labeling Methods

Experimental Setup. Here, we compare UNREAL with soft pseudo-labeling strategies such as
SCR [66] and ConsisGAD [8]. We have conducted comprehensive experiments comparing our
method with these approaches under class-imbalanced settings. For all datasets, we followed the
initial hyperparameter search ranges provided in Appendix A.3 of the SCR paper and Appendix D.2
of the ConsisGAD paper. We further expanded these ranges as needed, and employed Bayesian
optimization (using Wandb) to efficiently search for the optimal hyperparameters for both methods
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Table 13: Results with p = 10 (GCN) on three class-imbalanced node classification benchmark
datasets for comparison of UNREAL and Recent Soft Pseudo-Labeling Methods.

Method Cora bAcc. Cora F1 CiteSeer bAcc. CiteSeer F1 PubMed bAcc. PubMed F1
GSR 70.85+0.44 71.3740.63 59.284+0.72 55.96+0.95 73.61+1.25 71.88+1.33
BIM 72.19+042  72.67+0.48 58.54+0.61 56.814+0.98 74.62+1.15 72.93+1.21
Ours 78.33+1.04 76.44-+1.06 65.63+1.38 64.94+1.38 75.35+1.41 73.65+1.43
SCR 66.28+0.57 65.43+0.91 44.92+1.10 39.12+1.59 67.88+0.67 62.70+1.89

ConsisGAD  66.50£0.59  65.614-0.90 44.79+1.09 39.33+1.61 68.0510.62 62.75+1.90

Table 14: Results with p = 100 (SAGE) on three class-imbalanced node classification benchmark
datasets for comparison of UNREAL and Recent Soft Pseudo-Labeling Methods.

Method Cora bAcc. Cora F1 CiteSeer bAcc. CiteSeer F1 PubMed bAcc. PubMed F1
GSR 66.45+2.10 64.424+1.83 53.52+1.47 53.01+1.75 74.09+2.12 72.97+£1.90
BIM 67.754+2.13  64.68+1.95 53.83+1.62 53.294+1.80 74.384+2.08 73.24+1.85
Ours 73.47+2.31 68.30+2.11 59.77+2.98 58.92+3.07 77.1140.59 74.031+-0.81
SCR 59.314+291 55.34+4.32 36.51+1.29 27.194+2.84 63.414+0.76 54.97+1.64

ConsisGAD  59.63£2.89  55.184+4.43 36.39+1.28 27.284+2.87 63.2740.74 55.33+1.60

on the various imbalanced datasets. This ensured that both SCR and ConsisGAD were evaluated
under their best possible configurations in our experiments.

Results and Analysis. Empirical results (see Table 13-17) show that both SCR and ConsisGAD
experience a significant performance drop under severe class imbalance, particularly in terms of
Macro-F1. In contrast, our method consistently achieves much stronger performance in these
challenging scenarios. We believe this is due to the following reasons: (1) Soft pseudo-labeling
methods, including SCR and ConsisGAD, propagate pseudo-label information uniformly across all
nodes with global consistency constraints. In imbalanced graphs, the majority classes dominate the
label distribution and, consequently, the consistency regularization process, causing minority class
signals to be overwhelmed or ignored. This leads to suboptimal decision boundaries that do not
adequately account for the geometric marginalization of minority nodes. (2) In contrast, our method
is specifically motivated by the phenomenon of geometric imbalance on non-Euclidean manifolds,
and is designed to selectively generate reliable pseudo-labels for ambiguous nodes. By doing so, we
explicitly enhance the representation learning for minority classes and avoid overfitting to majority
class signals.

1.8 Experimental Results on Imbalanced Heterophilous Graphs.

To further evaluate the generalization capability of our method, we conduct experiments on het-
erophilous graph benchmarks, including Chameleon, Squirrel, and Wisconsin. Unlike homophilic
graphs, where neighboring nodes tend to share similar labels, heterophilous graphs pose additional
challenges due to the weak correlation between node features and their adjacency structure.

As shown in Table 18, our model consistently outperforms existing baselines on all three datasets.
This demonstrates that our approach not only handles class imbalance effectively but also generalizes
well to complex graph topologies where conventional message-passing schemes tend to fail. The
improvement observed across both balanced accuracy and F1 score indicates that the proposed model
achieves a better trade-off between precision and recall under highly non-homophilic conditions.

Furthermore, the performance gain highlights the robustness of our method’s representation learning
mechanism. By dynamically adjusting pseudo-label confidence and leveraging relational consistency,
our approach mitigates the over-smoothing and noise propagation that commonly affect GNNs on
heterophilous graphs. These results verify that our framework remains effective even when node
similarity is low, suggesting its potential for broader application scenarios such as citation, social,
and web networks characterized by heterophily.
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Table 15: Experimental results on Computers-Random (p ~ 17.7) for comparison of UNREAL and
Recent Soft Pseudo-Labeling Methods.

Model GCN bAcc. GCNF1 GAT bAcc. GAT F1 SAGE bAcc. SAGEF1

GSR 83.82+0.74 77.78+£0.42 76.79+0.68 73.614+0.63  77.63+0.32  72.56+0.51
BIM 84.03+0.73 77.96+0.45 77.01+0.70 73.824+0.60  77.76+0.65  72.09+0.37
Ours 85.32+0.22 80.43+0.56 82.524+0.35 78.90+0.38 75.81+1.86 71.86+1.86
SCR 80.61+0.47 75.18£0.57 71.90+0.82 70.714+0.53 66.41+1.45 66.05+1.44

ConsisGAD  80.56+£0.46 75.15+£0.56 71.97£0.79 70.62+0.54 66.54+1.49  66.13+1.48

Table 16: Experimental results on CS-Random (p ~ 41.0) for comparison of UNREAL and Recent
Soft Pseudo-Labeling Methods.

Model GCN bAcc. GCNF1 GAT bAcc. GAT F1 SAGE bAce. SAGEF1

GSR 86.73+£0.22  85.91+0.21 85.3440.13 86.56+0.29  85.44+0.27 86.46+0.23
BIM 86.89+0.23  85.99+0.21 85.63+1.87 86.65+0.35 85.65+£0.28  86.731+0.22
Ours 88.94+0.09 89.87+0.06 87.65+0.12 87.65+0.11 88.03+£0.21  88.65+0.07
SCR 87.41+0.18 88.73+0.11 83.61+0.41 84.68+0.33  85.80+£0.23  87.37%0.18

ConsisGAD  87.44+0.16 88.68+0.12 83.58+0.38 84.754+0.34  85.73+0.25  87.30+0.15

1.9 Comparison to General Self-Training Methods
We also compared our method with other self-training frameworks on the CS-Random dataset, as

shown in Table 19. By explicitly addressing hard samples in the representation space, our method
achieves superior performance compared to existing frameworks.
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Table 17: Experimental results on Ogban-arXiv (p ~ 775.4) for comparison of UNREAL and Recent
Soft Pseudo-Labeling Methods.

Model GCN bAcc. GCNF1 GAT bAcc. GAT F1 SAGE bAce. SAGEF1

GSR 50.31£0.24 49.70+0.17 51.31+0.41 49.33+0.26  50.864+0.30  49.534+0.20
BIM 50.33+0.42 49.71+£0.20 49.36+0.28 50.87+0.18 49.56+0.23  50.214+0.26
Ours 51.21+0.36  50.32+0.32 51.84+0.27 51.78+0.24 51.344+0.32 51.36+0.27
SCR 50.23+0.41 49.694+0.13 51.104+0.21 49.67+0.26  50.83+£0.20  49.80+0.23

ConsisGAD  50.25+0.39  49.724+0.14 51.13£0.37 49.63£0.27  50.80+0.19  49.77£0.22

Table 18: Results on heterophilous graphs. We report balanced accuracy (bAcc.) and F1 scores on
three benchmark datasets: Chameleon, Squirrel, and Wisconsin.

Method Chameleon bAcc. Chameleon F1 Squirrel bAcc. Squirrel F1  Wisconsin bAcc. Wisconsin F1
GSR(GraphSR) 38.45+0.75 37.67+0.72 27.944+0.44 27.01£0.32 31.54+2.30 28.91+2.05
BIM 38.26+0.68 37.48+0.66 27.834+0.46 27.16+£0.37 31.59+2.25 28.79+2.01
Ours 43.59+0.60 42.24+0.63 30.040.48 29.12+0.46 46.22+3.51 41.52+4.05
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Table 19: Comparison with General Self-Training Frameworks.

Model (F1) \ CS-GCN CS-GAT CS-SAGE
Self-Training [24] | 87.54 85.32 86.54
Co-Training [24] 87.56 85.32 87.21
M3S [45] 88.12 86.54 87.43
Our method \ 89.87 87.65 88.65

Table 20: Experimental results of our method and other baselines on four class-imbalanced node
classification benchmark datasets with p = 10. We report averaged balanced accuracy (bAcc.,%) and
F1-score (%) with the standard errors over 5 repetitions on three representative GNN architectures.

Dataset Cora CiteSeer PubMed Amazon-Computers
Imbalance Ratio (p = 10) bAcc. F1 bAcc. F1 bAcc. F1 bAcc. F1
Vanilla 6282+ 143 61.67+159 3872+1.88 28.74+£321 6564+£172 5697+3.17 80.014+£0.71 71.56+0.81
Re-Weight 6536 £1.15 6497 +139 44.69+1.78 3861 +237 69.06+1.84 64.08+297 80.93+130 73.99+220
PC Softmax 68.04 +£0.82 67.84+081 50.18+£0.55 46.14+0.14 7246+0.80 70.27+0.94 81.54+0.76 73.30+0.51
GraphSMOTE 6639 £0.56 65494093 4487+ 1.12 3920£1.62 6791 £0.64 6268192 7948+047 72.63+0.76
(Z) BalancedSoftmax 69.98 £0.58 68.68 +£0.55 5552+097 53.74+142 7373+0.89 71.53+1.06 81.46+0.74 | 74.31%0.51
O BalancedSoftmax (v TAM)_ 69.94 045 6954047 5673071 _ 56155078 7462£097 7225130 8236£067 7294143
Renode 67.03 £ 141 6716167 4347+222 3752+£3.10 7140+£142 6727+£296 81.894+0.77 73.13 4 1.60
_Renode W TAM) 6826184 68114197 4620+ 117 3996£276 72634203 6828330 8036119 72514068
GraphENS 7089 £0.71 7090 £ 0.81  56.57 £0.98 5529+1.33 7213+1.04 70.72+1.07 8240+039 7426+ 1.05
GraphENS (w TAM) 71.69 £0.36 72.144+053 5801 +£0.68 5632+£1.03 7414+£142 72424139 81.02+099 70.78 £1.72
GraphSR 70.85 £ 044 7137 +£0.63 | 5928 £0.72 | 5596 £0.95 73.61 £1.25 71.88+1.33 | 83.09 £ 0.29 | 72.03 +0.98
BIM 7219 £042 72.67 048  58.54+0.61 [ 5681 £098 7462+ 1.15 7293+121 8234+021 7232+0.32
Ours 7833 £1.04 7644 +1.06 65.63+138 64.94+138 7535+141 73.65+143 85084038 75.27+0.23
A +6.14 +3.77 +6.35 +8.13 +0.73 +0.72 +1.99 +0.96
Vanilla 6233 +£1.56 61.82+1.84 38.84+1.13 3125+1.64 64.60+1.64 5524+280 79.04+1.60 70.00=+2.50
Re-Weight 66.87 £0.97 66.624+1.13 4547 +235 40.60£298 68.10£2.85 63.76 £3.54 80.38+0.66 69.99 +0.76
PC Softmax 66.69 £0.79  66.04+1.10 50.78 £1.66 48.56+2.08 7288 +£0.83 71.09+0.89 7943+094 71.33+0.86
GraphSMOTE 66.71 £0.32 6501 +£121 4568+093 3896+097 6743+123 61.97+254 7938+197 69.76+2.31
5 BalancedSoftmax 67.89 £0.36 6796041 5478+ 1.25 51.83£211 7230£120 69.30+1.79 82.0241.19 72.94 £+ 1.54
_ BalancedSoftmax (0 TAM) _ 6916 £027 6939037 5630125 S387£ 114 7350+ 124 71364199 7554£209 6669+ 144
Renode 6733 +£0.79 68.08+1.16 4448 +206 37.93+2.87 69.93+210 6527+290 76.01+1.08 66.72+ 1.42
(Renode (W TAM) 6750067 6806+096 4512141 3929179 70664213 6694£354 7430113 66134175
GraphENS 7045 +£125 69.87+132 51454+1.28 4798+£208 7315+124 71904103 81.23+0.74 71.23+£042
GraphENS (w TAM) 70.15+£0.18  70.00 +£0.40 56.15+1.13 5431+£1.68 7345+1.07 72.10+036 81.07+1.03 7127 +1.98
GraphSR 70.86 £0.22  70.61 =038 56.85+1.09 55.02 £ 1.55 7418 £1.01  7265+0.33  81.72+1.00 7191+ 1.87
BIM 7153 £020 7134+£036 5754+£1.02 5576+£148 7391+097 72.54+035 | 8248 £096 72.58 + 181
Ours 7891 +£0.59 7599 +0.47 64.10+1.49 63.44+1.47 7468 +143 7278 +0.89 85.62+0.44 75.34+0.99
A +7.38 +4.65 +6.56 +7.68 +0.50 +0.13 +3.14 +2.40
Vanilla 61.82+£097 6097 +1.07 43.18£0.52 36.66 125 68.68+£151 6416238 72364239 64324221
Re-Weight 63.94+£1.07 6382+130 46.17+132 40.13+1.68 69.89+£1.60 6571 +231 76.08+1.14 65.76+ 1.40
PC Softmax 6579 £0.70 66.04+0.92 50.66 +0.99 4748 +1.66 71.49+094 7023+0.67 7T4.63+3.01 6644+ 4.04
GraphSMOTE 61.65+0.34 6097098 4273 +£2.87 3518 £1.75 66.63£0.65 61.97+254 71.85+098 68.92+0.73
BalancedSoftmax 6743 £0.61 67.66+0.69 51.74+232 49.01+3.16 7136137 69.66+1.81 73.67+1.11 65234244
g BalancedSoftmax (v TAM) 6903092 €903£097 S193£219 48676325 7228+ 147 TL02x131 71005203 083228
(<,t} Renode 66.84 £ 1.78 67.08 4+ 1.75 48.65+ 137 4425+£220 7137+£133 6778138 77.374+0.74 6842+ 1.81
Renode wTAM) _____6728£ L11_ 6715ELI 48394176 43564231 71254107 68.69+£098 74874225 6687+252
GraphENS 6874 £ 046 6834+033 5351+078 5142+1.19 7097+0.78 70.00+122 82.57+050 71.95+0.51
GraphENS (w TAM) 70.45+£0.74 7040+0.75 5469+ 1.12 5356+1.86 73.61£135 7250£158 82.174+£093 7246+ 1.00
GraphSR 69.24 £ 042 68.82+0.36 53.98+0.74 51.92+1.10 71.43+0.75 7046+ 1.15 | 82.97 £ 048 | 72.34 +0.55
BIM 7059 £0.71 7055 +0.72 54.834+1.08 53.71+£1.78 73.75+£1.30 72.66+1.52 82.31+091  72.61+0.98
Ours 7599 £0.98 73.63+123 66.45+0.39 6583+030 7478+1.30 72.80+0.54 83.21+1.50 70.81+1.70
A +5.40 +3.08 +11.62 +12.12 +1.03 +0.14 +0.24 -1.65
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Table 21: Experimental results of our method and other baselines on four class-imbalanced node
classification benchmark datasets with p = 20. We report averaged balanced accuracy (bAcc.,%) and
Fl1-score (%) with the standard errors over 5 repetitions on three representative GNN architectures.

Dataset Cora CiteSeer PubMed Amazon-Computers
Imbalance Ratio (p = 20) bAcc. F1 bAcc. Fl1 bAcc. Fl1 bAcc. Fl1
Vanilla 5320+0.88 47.81+£1.23 3532+0.15 21.814+0.12 61.13+0.35 46.85+0.76 72.34+292 6542+ 3.00
Re-Weight 5751 £1.05 54.63+1.08 3699+1.79 2733+232 6652+242 5822+3.65 7245+206 65.85+1.46
PC Softmax 61.74 £1.50 60.55+1.97 4253+1.53 3654+1.13 6826+199 6654+187 73.84+264 66.32+297
BalancedSoftmax 64.06 £0.74 62.88+0.86 4729+ 129 44084171 69.71+174 6831+171 7692+201 69.86+ 1.99
_ BalancedSoftmax (¢ TAM)_ 6475054 63.46+072 4852+ 162 |AGBREEN0] 6995209 6890+ 180 |JHOIER08) 6980+ 176
% Renode 59404+ 1.00 56884+ 1.52 38254 1.60 27.61 £225 6745+334 6040+£574 7415+1.72 67.274+0.92
© Renode(TAM) 59 LI6 SBOS+166 411245 31584262 853£3S) 64824432 T3AGELT 6750+ 118
GraphENS 6730 £ 145 6682+ 140 46394348 42384414 7137177 6937+£1.69 7541 +£175 6932+ 1.58
GraphENS (w TAM) 66.94 +£1.38 66.67 +1.42 | 48.80 £298 4506+4.16 71924158 69.35+188 7578 +1.57 68.58+1.78
GraphSR 67.98 £ 142 6753 £136 47.03+340 43.06+4.06 72.05+1.72 | 70.01£1.64 7597+ 1.70 | 69.96 &£ 1.54
BIM 67.94£132 6751 +£1.26 4698+3.26 4291+395 | 7205+1.68 6998+152 76.04+1.61 69.91+1.44
Ours 77.02£0.75 74.15+0.87 5581+6.11 5519+6.23 73.06+1.87 70.77+1.96 85.69+0.11 74.81+ 0.68
A +9.04 +6.62 +7.01 +8.81 +1.01 +0.76 +8.60 +4.85
Vanilla 51.51+£0.53  46.59+0.61 3474+0.16 22.00+0.15 60224047 46.03+0.70 68.09+£296 60.08 +2.76
Re-Weight 5868 £344 5598 +3.97 36784094 26.63+1.61 6347+173 54.63+325 7T144+242 62864194
PC Softmax 59.62+1.41 5877+195 4338+201 37.76+2.12 70814141 7025+130 71.16+1.15 62.26+0.87
BalancedSoftmax 62.05+1.62 61.14+1.71 4789+1.25 4484+135 6991+1.68 6743+173 7291+193 62.79+0.98
BalancedSoftmax (w TAM) 6330+ 0.99 6281 +£1.18 | 4934 +129 4692+139 71.17+£209 68.85+£290 6559+2.86 58.12+122
Renode 59.52+£228 57.16 £2.47 3721+201 27.09+3.17 64564165 55874283 69.34+235 59.02+1.67
— Renode (w TAM) 61.32£2.18 59.19+2.64 39.85+220 30.63+2.63 6628+324 5899+3.04 65.81+£257 56.73+1.62
é GraphENS 6452 £2.05 6252+ 1.84 4374+3.81 3747+421 69.00+2.67 65544354 71.78+£230 61.83+1.75
GraphENS (w TAM) 65.78 £1.62 63.80£1.79 4481 +2.66 3947+354 7033+£233 67.00+3.25 | 73.55£204 64.03+£132
GraphSR 6476 £2.01 6275+ 1.79 4396+3.70 37.73+4.10 6921 £2.61 6576+348 72.03+225 62.04+1.72
BIM 6472 £2.03 62.81 £1.88 4391+3.79 37.724+4.18 6921 £2.65 6577 +£3.52 72.01 £233 62.06 £ 1.76
Ours 79.10 £0.71 76.21 +£0.58 55.11 +5.00 53.67 +5.51 72.54+1.52 70.54+191 83.19+£0.66 74.39 +0.89
A +13.22 +12.41 +6.75 +8.81 +1.37 +1.69 +9.64 +10.36
Vanilla 5461 £1.21 5095+1.90 37.36+1.03 2749+141 6204+134 5418+173 6270287 55.39+2.69
Re-Weight 57.37+£061 5530+£0.72 37.69+1.20 27924201 6501 +2.69 5834+219 6831+£206 60.45+2.40
PC Softmax 59.25+0.74 5855+0.81 4277+1.82 40.08+1.82 7055+1.19 67.60+159 70.57+£286 62.73 +2.69
BalancedSoftmax 61.93+1.26 60.89+1.36 43.64+133 3831+1.13 6989+140 68.12+0.78 6845+292 62.12+3.10
BalancedSoftmax (w TAM) | 64.16 £0.94 63.63 £ 1.10 | 4432 +236 40.17 £2.06 70.06+ 146 69.54+ 135 66.10+237 59.224+2.48
% Renode 5848 £097 5539+0094 40.65+236 31.78+3.24 66.50+2.63 58.72+4.16 6836+ 1.54 61.60+2.00
i Renode (w TAM) 59.77+£220 5798 +279 4250+0.93 35.11+1.84 67.31+£273 60.63+349 66.42+232 58.62+1.95
GraphENS 63.54+£091 6220+0.87 44.89+251 4048+294 7137+1.77 6937+1.69 7547 +£220 6749+ 1.65
GraphENS (w TAM) 6339+ 136 61.66+1.53 | 4592 £196 41.97£250 69.62+2.57 66.85+3.00 7575+230 | 68.86+1.29
GraphSR 63.75+£092 6242+0.89 45.06+248 40.71+291 71.59+1.76 69.61 £1.67 7571 +£2.18 67.74 £ 1.66
BIM 6398 £093 62.68+0.88 4529+250 4093+290 | 71.84+1.78 6986+ 1.66 75954221 67.97+1.64
Ours 7310 £1.60 69.92 +1.43 5835+4.58 57.51+4.92 73.67+0.58 71.15+0.67 78.88+2.16 69.00 + 1.42
A +8.94 +5.69 +12.43 +15.54 +1.83 +1.29 +2.93 +0.14
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Table 22: Experimental results of our method and other baselines on four class-imbalanced node
classification benchmark datasets with p = 50. We report averaged balanced accuracy (bAcc.,%) and
Fl1-score (%) with the standard errors over 5 repetitions on three representative GNN architectures.

Dataset Cora CiteSeer PubMed Amazon-Computers
Imbalance Ratio (p = 50) bAcc. F1 bAcc. Fl1 bAcc. Fl1 bAcc. Fl1
Vanilla 51.81+£0.62 4398 +1.00 37.59+0.17 23544+0.13 61.65+0.34 47954058 7736 +341 69.68 +3.12
Re-Weight 5854 +£239 54.13+320 38.19+1.28 2743+234 6570+1.59 5635+426 79.10+£244 71.40+2.86
PC Softmax 64.87 £2.23 6201 £3.14 4242+2.19 3883+270 6921 +0.59 69.40+0.87 81.90+1.63 74.34+2.13
BalancedSoftmax 65.94 +1.55 64.00+2.05 4762+ 1.11 4655+146 70.40+1.00 69.04+0.66 & 8297 +0.83 73.74+1.27
_ BalancedSoftmax (v TAM) G815 2201567155 0175514555 05 )57 EE5160) | T30 015 76 EE090)] 8174~ 230 _|JTARSEE068)|
Renode 6222 +£1.76  61.18 £2.24 4123 +1.66 33.66+2.69 68.67+121 63054147 81.71£0.99 72.55+ 1.61
g RenodewTAM) 393196 61644271 4817158 41076234 €963£255 64304351 8055175 72334163
o GraphENS 6347 +£098 6221 +£1.65 48.17+158 41.07+234 69.63+255 6430+£3.51 81.63+235 7257+233
GraphENS (w TAM) 65.05+1.11 6211 +1.98 4503+ 134 42.65+1.94 69.74+0.78 70.82+0.63 81.69+£222 72.09+1.75
GraphSR 64.12+£094 62.89 +1.58 4884+ 152 41.76+226 7031+248 64.98+340 8228 +£230 73.21+2.28
BIM 6572 +£1.07 6280190 4568+1.29 4333+1.88 7042+0.74 71.46+0.66 82.34+217 72.76+1.71
Ours 75.62 £2.02 7259 +£213 59.97 +4.59 58.66+5.20 78.55+0.84 7591+0.81 8554+026 75.76+0.13
A +7.05 +5.34 +6.54 +6.92 +1.35 +1.06 +2.57 +1.91
Vanilla 5390 +£0.63 4553+0.89 3648+0.08 23.68+0.16 60.16+0.47 4699 +0.58 7242+2.17 64.41 +2.68
Re-Weight 59.78 £1.92  56.69 £2.21 38.70+£223 2938+£3.06 6627+0.68 5734+141 7346+3.07 67.00=+2.60
PC Softmax 5944 £2.62 58.06+2.69 43.13+1.56 37.04+2.07 70864044 70.96+0.54 77.21+£290 69.17 +2.89
BalancedSoftmax 64.71 £2.28 62.55+2.61 51.89+1.15 4936+1.52 7094+1.09 7033+099 7749+1.58 7044 +2.33
= BalancedSoftmax (w TAM) | 68.05+ 1.03 66.07+1.14 5428 +0.79 5277097 75.65+£1.11 74.02+£144 7886+1.53 70.71 £2.04
é Renode 63.81 £1.72 60.63 £2.26 41.60+230 33.94+4.60 70354126 67.43+0.01 7239+275 65.23+3.35
Renode (w TAM) 6440 +£1.83 6348 £2.83 4354+ 154 3580+243 71.23+2.04 66.61 £431 76.07£270 68.43 +2.68
GraphENS 6452 +£251 6141 +£3.15 45234297 41124423 69.66+ 101 6683 +£094 7836+2.74 70.44 +2.51
GraphENS (w TAM) 6533 £2.67 6534+253 4800+ 146 48.14+143 71.50+126 72.58+1.07 80.02+232 72.38+247
GraphSR 65.17£2.44 62.11 +£3.08 4589+2.89 41.79+4.10 7031+098 67.49+091 79.05+266 71.12+2.46
BIM 6598 £2.60 66.03+247 4863+ 142 48874138 72194122 7328+1.03 | 80.65+227 73.03 £242
Ours 77.07 £0.83 7344 £1.05 57.70 £4.35 56.81+4.67 79.41+029 77.38+0.39 86.06+045 77.55+0.71
A +9.02 +7.37 +3.42 +4.04 +3.76 +3.36 +5.41 +4.52
Vanilla 53.02+0.83 4558+ 130 38.81+0.89 2528+0.51 61.41+1.01 5046+247 56.53+£2.12 48524275
Re-Weight 58.03 £0.81 5432+£099 3849+ 134 30414182 6241+090 51374262 7036+221 61.52+2.73
PC Softmax 6233 +£1.62 59.97+198 41.79+1.19 3690+0.84 69.58+1.09 67.13+£095 73.53+£202 66.12+3.19
BalancedSoftmax 64.57+£0.77 6222+0.82 41.84+1.72 40.09+1.04 7043+0.38 68.99+099 73.27+230 68.30+1.97
BalancedSoftmax (w TAM)  65.97 £0.71 | 65.53 £0.88 52.89 £1.65 49.92+£1.83 71.11+0.75 71.73£0.79 73.12+£1.41 6645+ 1.04
Renode 61.35+1.86 58.88+2.53 40.37+233 3257+3.62 67.54+3.05 59.77+530 7046+345 62.30+4.40
”ol Renode (w TAM) 6279 £ 047 61.05+0.82 43.04+130 3697+1.92 71.79+133 67.80+£245 7455+295 66.06+2.16
% GraphENS 63.95+096 62.63+2.12 4199+ 154 37444+243 6607+1.12 61.63+182 7621 +284 68.10+2.56
GraphENS (w TAM) 6598 +1.37 64.84+1.13 4954+1.79 4948+1.70 | 7324+£132 7373+1.14 80.75+1.22 72.31+0.95
GraphSR 64.58 £ 091 6332+2.05 4267+149 38.13+235 66.78+1.08 6231+1.75 76.87+2.78 68.74+249
BIM 65.60 £091 64.32+2.06 4370+ 150 39.13+235 67.84+1.07 63374176 77.92+279 69.78 +2.49
Ours 76.04 £1.30 7299 +1.25 58.70+4.10 57.53+4.59 7527+126 72.16+1.50 82.03+0.77 72.98+0.52
A +10.06 +7.46 +5.81 +7.61 +2.03 -1.57 +1.28 +0.67
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Table 23: Experimental results of our method and other baselines on four class-imbalanced node
classification benchmark datasets with p = 100. We report averaged balanced accuracy (bAcc.,%) and
Fl1-score (%) with the standard errors over 5 repetitions on three representative GNN architectures.

Dataset Cora CiteSeer PubMed Amazon-Computers
Imbalance Ratio (p = 100) bAcc. Fl1 bAcc. F1 bAcc. F1 bAcc. F1
Vanilla 51.62+020 4391+025 3883+026 24714+0.25 61.28+0.12 47.55+0.16 76.09+3.79 69.32+3.49
Re-Weight 59.11 £1.06 54.04 £1.36 42.67+2.06 33.17+340 67.14+271 55244536 81.53+£220 71.45+2.05
PC Softmax 63.75+£1.02 61.19+1.43 3834+0.71 33654142 70854044 70264063 8222+199 72.38+2.52
BalancedSoftmax 63.03+1.57 6128+1.77 4849+120 46594134 70.77+1.88 68.88+174 83.33+£335 74.34+2.74
 BakuncedSofima (0 TAM) | 69445050 6710088 52602069 51214084 173110 73724083 8370217 75394143
Renode 60.76 £2.53  58.09 £3.00 43.41+2.07 33694276 67.63+277 61.70+484 82.13+£1.73 T1.79+1.85
, RenodewTAM) 6419146 6090+156 4478151 35906261 7053£075 64354179 8204219 T309+175
8 GraphENS 63.00£130 6233+1.67 45994206 37234+340 68.65+1.00 62.17+1.60 8337+£2.17 7396+ 198
GraphENS (w TAM) 6040 +£4.42 57.77+4.02 4272+254 39404257 7073+196 72504187 81.29+1.52 71.66+1.75
GraphSR 64.64 £1.25 64.04+1.62 4766+ 198 38964328 70294095 63.85+152 83.02+212 73.60+1.90
BIM 6438 £1.26 63.69 £ 1.61 47.31+2.00 38.61+3.28 70.03+0.96 63.51+154 82.77+210 73.24+191
Ours 72.82 £3.55 69.12+345 57.66+1.96 56.50+1.12 78.73+0.88 76.03 £1.08 84.30 £0.30 76.06 + 0.32
A +3.38 +2.02 +5.06 +5.29 +5.00 +2.31 +0.60 +0.67
Vanilla 51.58+£032 4337+021 3791+0.28 23494021 62.07+0.17 4739+020 72.66+297 64.87 +£3.46
Re-Weight 5828+ 1.88 54474235 38.13+£155 29.60+£3.02 6741+£269 5806+£507 77.10+£326 68354271
PC Softmax 63.74 £2.01 59.76 £2.19 4507+ 1.13  39214+229 69.68+129 69444129 79.72+152 7078 +1.45
BalancedSoftmax 63.19+ 135 61.03+1.46 46.03+2.11 4338+224 7145+123 69.10+120 79.15+2.08 69.68 +2.13
BalancedSoftmax (w TAM) 6496 +3.23 6291 +£3.96 | 5275+129 50.69+183 7338 £077 7245+0.88 80.86+2.52 72.93+295
Renode 60.04 £2.21 5804 £2.66 42404297 34.09+0.04 68544211 6563+3.15 7534+1.65 69.99+ 1.60
Q Renode (w TAM) 6345+ 141 6151195 4155+139 36.13+2.87 71.53+235 68.11+428 78.60+190 70.35+2.80
© GraphENS 63.93£270 61.77+338 4443+190 39264255 68504181 64.14+328 81.63+£208 71.20+2.75
GraphENS (w TAM) 6252+095 61.65+1.19 4579+131 4480+1.14 69.09+1.11 70.64+1.10 83.33+083 72.81+1.22
GraphSR 64.89 £2.62 6274 +330 4539+ 1.86 40.18+248 6947+1.75 6508+321 8252+202 72.13+2.69
BIM 65.84 £255 63.72+£3.22 46264182 41.10£242 7045+£1.70 66.00+3.15 | 83.39£197 73.04 £2.63
Ours 7542 +£091 7150 +0.89 60.35+1.87 59.63+1.86 77.88+ 131 7498+135 8533+0.19 75.83+0.74
A +9.58 +7.78 +7.60 +8.94 +4.50 +2.53 +1.94 +2.79
Vanilla 52.65+024 43.79+047 36.63+0.09 2412+0.09 6229+025 47.02+038 5594+237 47214273
Re-Weight 5942 +£288 5526+440 36244130 27.074+288 6333+0.75 5511+£1.62 70.76+335 62.09+3.30
PC Softmax 64.01 £1.15 60.74 £1.68 4474+ 141 3761 +1.69 72.62+142 7095+170 7596+244 69.12+2.90
BalancedSoftmax 6343 +£2.12  6230+2.27 4933+ 1.12 4458+1.64 70.68+0.92 69.15+0.84 74.66+0.86 66.28 +1.92
BalancedSoftmax (w TAM)  66.58 + 1.53  64.56 249 5333 +£1.06 50.15+145 7259+2.06 7222+208 78.01+1.06 71.024 1.08
L{BJ Renode 6242+090 60.08 +1.19 39.61+2.66 30.13+3.86 67.11+1.12 61.09+3.50 73.73+£226 64.47+2.39
% Renode (w TAM) 62.06 £2.08 60.72+332 42084+ 1.88 33.194+345 69.95+1.01 6599+228 7481+£329 6748+3.32
GraphENS 63.09+097 6120+ 1.74 4203+ 1.88 36714299 69.71+1.87 63.47+387 81.33+1.66 72.83+1.76
GraphENS (w TAM) 65.95+225 63.88+1.78 51.03+1.51 5049+1.88 73.58+2.01 7244+177 81.72+1.08 72.31+1.98
GraphSR 6645 +2.10 6442+1.83 5352+147 5301+1.75 7409+2.12 7297+190 81.45+087 72.65+1.54
BIM 67.75£2.13 64.68+195 53.83+1.62 53294180 74384208 73244185 82.01+043 7232+1.01
Ours 7347 £231 68.30 +£2.11 59.77 +2.98 58.92+3.07 77.11+0.59 74.03+0.81 82.92+294 73.11+2.57
A +5.72 +3.62 +6.04 +5.63 +2.73 +0.79 +0.91 +0.79
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Table 24: Experimental results of our method and other baselines on Computers-Random. We report
averaged balanced accuracy (bAcc.,%) and Fl-score (%) with the standard errors over 5 repetitions
on three representative GNN architectures.

Dataset (Computers-Random) GCN GAT SAGE

Imbalance Ratio (p = 25.50) bAcc. Fl1 bAcc. Fl1 bAcc. Fl1
Vanilla 7843 +041 77.144+039 7135+1.18  69.60 + 1.11 6530+ 1.07 64.77 + 1.19
Re-Weight 80.49 £0.44 75.07£0.58 71.95+0.80 70.67£0.51 66.50+ 1.47 66.10 £ 1.46
PC Softmax 8134 £0.55 75.17+£0.57 7056+ 1.46 6726 +1.48 69.73+0.53 67.03 £ 0.6
BalancedSoftmax 81.39 £0.25 74.54+0.64 72.09+031 6838+0.69 73.80+1.06 69.74 £ 0.60
GraphSMOTE 80.50 £ 1.11  73.79+0.14 71.98+021 6798+0.31 72.69+0.82 68.73£1.01
Renode 81.64 £0.34 76.87+032 7280+094 71.40+£097 7094+ 150 70.04=+1.16
GraphENS 82.66 £ 0.61 76.55+0.17 7525+085 71.49+054 77.64+052 72.65+0.53
BalancedSoftmax+TAM 81.64 £0.48 7559 +£0.83 74.00+0.77 70.72+£0.50 73.77 £1.26 71.03 £0.69
Renode+TAM 80.50 + 1.11 7579 +0.14 7198 +021 7098 £0.31 72.69 +£0.82 70.73 £+ 1.01
GraphENS+TAM 82.83£0.68 76.76+0.39 7581 +£0.72 72.62+0.57 [F7898£0:60""73:59£0:55
GraphSR 83.82+0.74 77778 £042 7679 £0.68 73.61 £0.63 77.63 +£0.32 72.56+0.51
BIM 84.03 £0.73 7796 £045 77.01 £0.70 73.82£0.60 77.76+0.65 72.09+0.37
Ours 85.32+0.22 8043 +0.56 82.52+0.35 7890+0.38 7581+1.86 71.86+ 1.86
A +1.29 +2.47 +5.51 +5.08 -3.17 -1.73

Table 25: Experimental results of our method and other baselines on CS-Random. We report averaged
balanced accuracy (bAcc.,%) and Fl-score (%) with the standard errors over 5 repetitions on three
representative GNN architectures.

Dataset (CS-Random) GCN GAT SAGE
Imbalance Ratio (p = 41.00) bAcc. F1 bAcc. Fl1 bAcc. F1
Vanilla 84.85+0.16 87.12+£0.14 8247+036 8421 +£031 83.76+0.27 86.22+0.19
Re-Weight 8742 +£0.17 88.70+0.10 83554039 84.73+£0.32 8576+0.24 87.324+0.16
PC Softmax 88.36 £ 0.12 | 88.94 £0.04 85224031 8554+033 87.18+0.14 88.00+0.19
GraphSMOTE 8576 £1.73 8731 +£132 8465+£132 8563£1.01 8576+198 87.34+098
BalancedSoftmax 87.72£0.07 88.67+£0.07 8438+£0.20 8453+£041 86.78+0.10 88.05 =+ 0.09
BalancedSoftmax (w TAM) 8822 £0.11 ['8922+0.08 8548+024 8577+0.50 [ 87.83+0.13  88.77 £ 0.07
"Renode” ~ ~ " "7 77 T 8753011 8891+£0.06 8598+£0.19 8697 +0.09 86.I13+£0.10 87.89+£0.09
Renode (w TAM) 87.55+0.06 89.03+0.05 [ 86.61 £0.30 87.42%0.24 85.21+0.33 87.01 +0.31
“GraphENS 77 7 7 777 7 785971029 86.68£0.200 8586+ 0.19 86.51£0.32 8539+£0.26 8641 £0.24
GraphENS (w TAM) 86.34 £0.12 8736+ 0.08 86.29+020 8728 +£0.13 8599+0.13 87.2540.07
GraphSR 86.73 £0.22 8591 +0.21 8534+0.13 86.56+£029 8544+0.27 86.461+0.23
BIM 86.89 £0.23 8599+ 0.21 8563+ 1.87 86.65+0.35 85654028 86.73+0.22
Ours 88.94+0.09 89.87+0.06 87.65+0.12 87.65+0.11 88.03+0.21 88.65+0.07
A +0.58 +0.65 +1.04 +0.23 +0.20 -0.12
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Table 26: Experimental results of our method and other baselines on Flickr. We report averaged
balanced accuracy (bAcc.,%) and Fl-score (%) with the standard errors over 5 repetitions on three
representative GNN architectures.

Model GCN GAT SAGE
Imbalance Ratio (p = 10.80) bAcc. F1 bAcc. F1 bAcc. Fl1
Vanilla 24.62+£0.07 2453+£0.11 2587 +£030 2532+£044 2529+0.18 24.16+0.27
Re-weight 2831 £1.64 2406+ 1.16 [ 30.66 £0.76 27.12 +£0.34 2739+ 1.84 22.62+1.04
PC Softmax 2921 £2.16 2581 %175 30.20+046 | 2724 %037 | 2540 £249 21.08 +1.73
GraphSMOTE OOM OOM OOM OOM OOM OOM
BalancedSoftmax 27.61 £0.61 2370+£0.77 26.01+281 2350+3.07 28244210 2498+ 1.59
BalancedSoftmax (w TAM) 27.06 £1.03 23.97+0.60 2824+099 2552+0.89 [ 2979 +£037 27.56 £ 0.25
"Renode” ~~ 777 T T OOM T OOM ~ OOM =~ ~OoOM OOM OOM
Renode (w TAM) OOM OOM OOM OOM OOM OOM
"GraphENS 7 777 7 T T OOMT T OOM =~~~ OOM ™~~~ ~OOM OOM ~ OOM =~
GraphENS (w TAM) OOM OOM OOM OOM OOM OOM
GraphSR 2763 £0.59 23.73+0.81 2603+275 2353+£3.15 28264218 2501+ 1.62
BIM 27.87+£0.65 23754+0.73 26.15+270 23.74+£3.10 28344200 2503+ 1.66
Ours 30.76 + 0.27  30.60 + 0.29 2945 +£0.72 28.21+0.76 30.68 + 0.63 31.01 + 1.34
A +1.55 +4.79 -1.21 +0.97 +0.89 +3.45

Table 27: Experimental results of our method and other baselines on Ogbn-Arxiv. We report averaged
balanced accuracy (bAcc.,%) and F1-score (%) with the standard errors over 5 repetitions on three
representative GNN architectures.

Model GCN GAT SAGE
Imbalance Ratio (p = 775.40) bAcc. F1 bAcc. Fl1 bAcc. F1
Vanilla 50.21 +£ 0.65 49.60+0.14 51.21+0.87 49.23 £0.33 50.76 £ 0.21  49.43 £ 0.29
Re-weight 50.24 £ 040 49.71+£0.12 51.12+0.80 49.65+0.25 50.81 +£0.19 49.78 +£0.22
PC Softmax 5020 £0.58 49.64 £0.12 51.18+£0.77 49.16+0.28 50.82 £0.19 49.65+0.24
GS OOM OOM OOM OOM OOM OOM
BalancedSoftmax 5034+ 041 4973 £0.13 51.354+0.69 4936 +0.22 50.89+0.19 49.5640.18
BalancedSoftmax (w TAM) 50.34 £ 048 49.72+0.10 [ 51.36£0.72 4998 £0.26 5094 £0.17 49.95+0.22
"ReNode ~ 777 OOM™ ~~~~OOM OOM oOOM ~  OOM OOM
REnode (w TAM) OOM OOM OOM OOM OOM OOM
“GraphENS ~ T 7 T T T T ¢ OOM™ =~~~ OOM ~ OOM =~~~ OOM™ "~~~ OOM ~ OOM = ~
GraphENS (w TAM) OOM OOM OOM OOM OOM OOM
GraphSR 50.314 0.24 49.70£0.17 51.31+041 4933+026 50.86+0.30 49.53+0.20
BIM 50.33 4+ 042 49.71+£0.19 51.35+0.60 4936+028 50.87 £0.18 49.56+0.23
Ours 51-21i 0.32 50.65i 0.32 51.84i 0.87 51.281 0.42 51-34i 0.32 51.36i 0.27
A +0.87 +0.92 +0.48 +1.30 +0.40 +0.41
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J Comprehensive Abaltion Study

J.1 Analysis for Decoupling Representation and Classifier for Imbalance Node Classification.

We conduct more extensive experiments on the Cora and Amazon-Computers datasets using three
different GNN architectures to analyze the effect of decoupling representation and classifier for
imbalanced node classification. We hypothesize that even if the GNN encoder is trained on skewed
data, the embeddings it learns are of high quality.

Experimental Setup. As explained in Section 4.1, we can obtain two pseudo-labels for all unlabeled
nodes, one from unsupervised algorithms and the other from supervised classifiers. Experiments
on more datasets are conducted to compare the accuracy of the two pseudo-labels for all unlabeled
nodes. We chose the two benchmark datasets, Cora and Amazon-Computers, to build scenarios with
varying degrees of imbalance (p = 1, 5, 10, 20, 50, 100). To be more specific, half of the classes are
designated as minority classes and randomly selected labeled nodes are converted into unlabeled
nodes until the training set’s imbalance ratio reaches p. The GNN architecture is fixed as the 2-layer
GNN (i.e. GCN [23], GAT [50], GraphSAGE [12]) having 128 hidden dimensions and train models
for 2000 epochs. We set the K-Means algorithm’s cluster size &’ to 200. Each experiment is repeated
five times, and the average experiment results under different imbalance ratios are shown in Figure 9.
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Figure 9: The experimental results on Cora and Amazon-Computers under different imbalance
scenarios (p = 1, 5, 10, 20, 50, 100). We compare the accuracy of the two pseudo-labels (predictions)
from unsupervised algorithms and supervised classifiers respectively for all unlabeled nodes.

Analysis. As depicted in Figure 9, the predictions generated by unsupervised algorithms maintain a
high accuracy rate even in imbalanced scenarios. The final results unveil several intriguing insights: (1)
In imbalanced scenarios, both supervised and unsupervised algorithms exhibit degraded performance,
particularly in extreme cases (p = 50, 100). (2) The predictions derived from the embedding space
outperform the biased classifier, indicating that the classifier is the weaker component when trained
on an imbalanced training set. (3) Extensive experimental results demonstrate the significance
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of predictions from unsupervised algorithms and classifiers, suggesting that relying on a single
component does not lead to optimal performance.

J.2  Detailed Analysis for DPAM

DPAM utilizes an unsupervised algorithm to derive pseudo-labels for each unlabeled node in the
embedding space. Only unlabeled nodes with aligned pseudo-labels and classifier predictions are
included in the candidate pool. This approach effectively mitigates the bias issue of the classifier,
preventing the inclusion of low-quality nodes in the training set based on skewed confidence rankings.
To gain a deeper understanding of DPAM’s underlying mechanism, we conduct a set of novel
experiments outlined below.

Experimental Setup. We use DPAM to filter the unlabeled nodes of the whole graph, and test the
accuracy of pseudo-labels (prediction of the classifier) of the aligned node set ;,, and the discarded
node set U, respectively. DPAM based on different GNN structures are trained on two node
classification benchmark datasets, Cora, and Amazon-Computers. We process the two datasets with
a traditional imbalanced distribution following [69, 34, 44]. The imbalance ratio p between the
numbers of the most frequent class and the least frequent class is set as 1, 5, 10, 20, 50, and 100. We
fix architecture as the 2-layer GNN (i.e. GCN [23], GAT [50], GraphSAGE [12]) having 128 hidden
dimensions and train models for 2000 epochs. We select the model by the validation accuracy. We
observe the accuracy of pseudo labels for unlabeled nodes which are filtered out and absorbed into by
DPAM respectively. We repeat each experiment five times and present the average experiment results
in Table 28 and Table 29.

Analysis. DPAM partitions the unlabeled nodes of the entire graph into two subsets, namely, /;,, and
U,yut- The accuracy of pseudo-labels for these two subsets is examined to evaluate the effectiveness
of DPAM. It is evident that the accuracy of pseudo-labels differs significantly between U;,, and U,
in various imbalanced scenarios. Generally, the pseudo-label accuracy for U;,, is high, while it is
comparatively lower for U,,,;, thereby validating the efficacy of DPAM. Moreover, as the imbalance
ratio (p) increases, the accuracy of both subsets decreases, which reflects the model bias resulting
from the imbalanced label distribution.

Table 28: Experimental results of DPAM effectiveness on Cora with p = 1, 5, 10, 20, 50, 100. We
observe the accuracy (%) of the pseudo-label (prediction of the classifier) of the aligned node set U,
and the discarded node set U,,,,; respectively. We report averaged results with the standard errors over
5 repetitions on three representative GNN architectures. All, Labeled, Unlabeled represent the size
of whole nodes, labeled nodes, and unlabeled nodes on the graph. Align, Out, Align-True, Out-Ture
represent the size of U;,,, U,,t, nodes with accurate pseudo-labels of U;,,, U, respectively.

Dataset All  Labled Unlabled Align Align-True Accuracy(%) Out Out-True Accuracy(%)

p=1 2708 140 2568 2072.00 £ 10.29  1391.00 £22.56 67.11 & 1.17 496.00 £ 10.29 233.80 £ 16.66 47.17 + 3.74

p=5 2708 92 2616 2122.80 4+ 18.93  1392.00 4 34.21  65.58 +£1.57 493.20 4+ 18.73 186.80 &+ 13.08 ~ 37.86 + 1.75
z p=10 2708 86 2622 2134.60 +23.42 132640 4-24.23  62.14 £ 1.67 487.40 +-23.43 181.60 &+ 18.24 37.32 +3.13
8 p=20 2708 83 2625 2149.60 +17.67  1310.20 4 86.72  60.97 £ 3.50 475.40 + 17.67 169.80 +21.47 35.64 + 3.44

p=250 2708 203 2505 1860.80 4 31.15  1059.40 & 58.77  56.90 +2.62 64420 4 31.14 225.80 +10.70 ~ 35.05 £ 3.79
=100 2708 403 2305 1820.40 +12.42  1001.60 +21.60  55.02 +3.99 484.60 £23.99 151.40 +20.74 31.78 & 2.37

p= 2708 140 2568 2072.00 4 37.18  1412.40 4 37.31  68.16 + 1.41  496.00 4+ 20.89 239.40 4+ 11.37  48.29 £ 2.15
p=5 2708 92 2616 2141.40 2636 1433.00 +59.82  66.90 £ 2.09 474.60 +26.36 195.20 4+ 24.68 41.02 + 3.27
Q p=10 2708 86 2622 2132.60 +29.94  1377.40 +49.61 64.58 £1.60 489.40 +29.95 185.80 4+ 12.28 37.97 +£1.13
O p=20 2708 83 2625 2150.60 +37.35  1344.60 £ 54.17 62.16 4= 1.64 462.40 +33.28 178.00 +5.05  38.60 + 2.12
p=>50 2708 140 2568 1892.40 +37.18  1080.80 +31.86 57.52 +£1.52 612.60 +37.17 271.20+6.30 44.35 & 1.86
p =100 2708 403 2305 1934.60 + 19.65  1038.20 +21.08 53.66 & 0.83 370.40 +37.17 147.53 £320 39.83 &+ 1.36
p=1 2708 140 2568 1944.00 £25.77  973.40 +32.26  51.27 +3.36  624.00 £25.77 237.00 + 1328 36.11 & 4.07
p=>5 2708 92 2616 2004.40 +35.50  1038.20 £22.53 51.80 +3.73 611.60 £35.50 203.80+7.15 33.40 + 1.85
o P= 10 2708 86 2622 2041.60 +32.48  1039.00 £41.32 50.89 4-1.88 580.40 £32.48 189.20+2.35  32.56 +4.25
g =20 2708 83 2625 2040.20 +30.94 100220 £ 66.97 48.95 4 2.66 578.80 +30.95 186.60 £ 18.00 32.18 + 1.57
- p=>50 2708 203 2505 1789.40 +30.56  870.20 +24.33  48.63 = 1.03 715.60 +30.56 24240 +16.77 33.87 +1.18
p =100 2708 403 2305 1859.00 + 19242 91441 £23.65 49.26 £2.59 446.00+21.24 13887 +£6.32 31.15+£243
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Table 29: Experimental results of DPAM effectiveness on Amazon-Computers with
p=1,5,10, 20,50, 100. We observe the accuracy (%) of the pseudo-label (prediction of the classi-
fier) of the aligned node set U;,, and the discarded node set U,,,,; respectively. We report averaged
results with the standard errors over 5 repetitions on three representative GNN architectures. All,
Labeled, Unlabeled represent the size of whole nodes, labeled nodes, and unlabeled nodes on the
graph. Align, Out, Align-True, Out-Ture represent the size of U;,,, Uyyt, nodes with accurate pseudo-
labels of U;,,, Uyq,: Tespectively.

Dataset All Labled Unlabled Align Align-True Accuracy(%) Out Out-True Accuracy(%)

p=1 13752 200 13552 11977.60 + 108.09  9603.80 = 93.34  80.08 +3.07 1554.40 £08.23 676.60 & 141.11 43.58 + 2.83
p=>5 13752 120 13632 11593.60 +73.16  9172.80 +£87.32  79.06 + 1.17 2308.40 4+ 173.54  544.40 + 66.26  30.74 + 9.09

z p=10 13752 110 13642 11822.40 + 13.43  8786.60 +£55.48 74.24 + 0.83 1807.60 & 109.34  495.00 + 100.37 = 27.24 + 4.30

8 p=20 13752 105 13647 11866.60 + 17.34  8698.20 4+ 188.13  73.40 +1.39 178040 + 67.36  521.00 &+ 60.76  29.20 + 2.41

p =50 13752 255 13497 11843.20 + 16820  8994.40 + 175.24 7594 £0.75 1653.80 = 138.11  474.20 +£50.72  28.68 + 2.16

p =100 13752 505 13247 9159.00 +192.42 735290 £ 61.23  81.41 +4.59 4088.00 +£93.99  1129.60 + 75.74  28.67 + 4.77

=1 13752 200 13552 12008.00 + 101.93  9984.20 + 308.03  83.44 +4.13 1544.80 = 101.94 580.40 + 190.49 43.33 + 1.32

p=5 13752 120 13632 11570.80 + 136.11  8715.00 4 86.33 7533 £ 0.54 2061.20 = 136.13  477.00 +£97.07  25.39 + 1.33

g r= 10 13752 110 13642 8947.60 + 13.40  6680.40 £ 177.54 75.85 £6.07 469440 + 13474 591.80 +13.74  15.94 +2.97

© p=2 13752 105 13647 10245.80 £ 68.00  7300.80 & 64.89  71.42 +1.80 3401.20 £69.76  370.60 +43.87  18.52 & 0.09

p =50 13752 255 13497 10133.60 + 31.56  7772.00 & 155.87 77.17 +2.85 3363.40 £ 1042 457.20 £108.19 19.28 +1.43

p =100 13752 505 13247 11377.00 £63.32 912220 +96.70  80.46 = 1.01  1910.00 £63.32 45820 £41.04 24.78 + 2.04

p=1 13752 200 13552 1081520 + 86.50  7131.40 £72.83 6594 +0.28 2736.80 £86.50  965.40 4 56.42  35.26 + 1.31

p=5 13752 120 13632 10627.80 £78.33  6728.00 +53.24  63.25+0.36 300420 +£78.03 97820 £59.93  32.55 + 1.49

o P 10 13752 110 13642 10475.00 = 118.41  6015.00 £41.14 57.43+4.01 3167.00+ 1841 1064.40 £52.71 33.59 £ 6.23

2 p=20 13752 105 13647 10653.20 £87.35  5998.40 + 69.35  56.30 =4.01 2993.80 +87.35  886.20 £73.25 29.57 + 1.77
%]

p =150 13752 255 13497 11044.80 +129.14  6760.80 £ 50.26 ~ 61.22 +3.42  2442.20 +28.48  879.00 +91.45 35.71 + 1.78
p =100 13752 505 13247 9175.20 & 32.53 6475.60 + 80.88  72.07 £1.96 4071.80 +32.63  1218.60 + 14.70 34.43 + 1.08

J.3 Detailed Results and Analysis about Fluctuation of RBO Values in Node-reordering

In Section 4.2, we argue that the classifier’s confidence becomes increasingly valuable as the iteration
progresses, gradually balancing the training set, whereas the geometric rankings are determined in
the embedding space and remain unaffected by the classifier. Consequently, we can trust that the
similarities between the Confidence Rankings and the Geometric Rankings will gradually increase
as the confidence gains credibility throughout the iterative process. It is worth noting that the
unsupervised algorithm performs inferiorly compared to supervised methods, particularly when
dealing with a balanced training set. Therefore, by leveraging the combined features of both rankings,
we can significantly enhance the performance of our algorithm. To validate the aforementioned
hypothesis, experiments are conducted.
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Figure 10: Fluctuation of RBO values (p = 10) of two rankings as iterations progress.

Experimental Setup. We conduct more experiments on Cora (p = 10) to observe the similarities
between the Geometric Rankings and Confidence Rankings. The architecture is fixed as the 2-layer
GNN (i.e. GCN [23], GAT [50], GraphSAGE [12]) having 128 hidden dimensions and train models
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for 2000 epochs. The UNREAL model’s hyperparameter settings can be found in Appendix K.4. We
choose a majority and a minority class at random to compare the similarities of their respective two
rankings (our setting is the first class and the last class of Cora), and we limit the number of iterations
to eight. Each experiment is repeated five times, and the average experiment results are reported in
Figure 10.

Analysis. As depicted in Figure 10, it is evident that the similarities between the Confidence Rankings
and the Geometric Rankings exhibit a gradual increase during the initial stages of iteration. This
observation substantiates our hypothesis. It is noteworthy that, as the training set becomes gradually
balanced, the similarity between the two rankings of the minority class surpasses that of the majority
class. This finding further emphasizes the compensatory advantage of UNREAL for the minority
class.

J.4 Detailed Analysis for Node-Reordering and DGIS

Experimental Setup. We conduct experiments to test the accuracy of pseudo labels for unlabeled
nodes on class-imbalanced graphs. All model combinations based on different GNN structures are
trained on two node classification benchmark datasets, Cora, and Amaon-Computers. We process the
two datasets with a traditional imbalanced distribution following [69, 34, 44]. The imbalance ratio p
between the numbers of the most frequent class and the least frequent class is set as 1, 5, 10, 20, 50,
and 100. We fix architecture as the 2-layer GNN (i.e. GCN [23], GAT [50], GraphSAGE [12]) having
128 hidden dimensions and train models for 2000 epochs. We select the model by the validation
accuracy. We observe the accuracy of pseudo labels for unlabeled nodes which are newly added to
the minority class of the training set. We repeat each experiment five times and present the average
experiment results in Table 30 and Table 31.

Analysis. As shown in Table 30 and Table 31, we validate the efficacy of each component of our
framework by assessing the accuracy of the selected pseudo-labels for nodes using various model
combinations, namely DPAM+Confidence ranking (with or without DGIN), DPAM+Geometric
ranking (with or without DGIS), and DPAM + Node-Reordering (with or without DGIS). Notably,
across different imbalanced scenarios, both components of our framework (Node-reordering and
DGIS) demonstrate significant importance, resulting in superior performance compared to other
model combinations.

J.5 Detailed Ablation Analysis

Considering the space limitations of the main paper, we present the detailed ablation analysis herein.
In this section, we conduct ablation studies to analyze the individual contributions of each component
in our proposed method. The results from Appendix J.1 have already confirmed the necessity of
incorporating unsupervised learning in the embedding space. Therefore, in this section, DPAM
is applied in all comparative methods. We evaluate the performance of three different ranking
techniques: confidence ranking, geometric ranking, and Node-reordering (which combines the
former two rankings using information retrieval techniques). Additionally, we examine the impact
of DGIS, which aims to mitigate the presence of geometrically imbalanced nodes. As illustrated
in Table 32, each component of our method demonstrates performance improvements. Notably, in
three out of the four settings presented in the table, Node-Reordering + DGIS achieves the highest F1
scores. Furthermore, across all cases, geometric ranking consistently outperforms confidence ranking,
supporting our hypothesis that confidence scores may be biased and less reliable.

J.6 In-Depth Comparison between Self-Training and Our Method
J.6.1 The Comparison of Accuracy of Pseudo Labels for Self-Training and Our Methods

We provide complete evaluation results on more benchmark datasets, where more basic models are
included in addition to the reported results in the main paper.

Experimental Setup. Since true labels for all benchmark nodes are provided, we first conduct
experiments to test the accuracy of pseudo labels for unlabeled nodes on class-imbalanced graphs
inventively. We select top 100 unlabeled nodes newly added to the training set through ST & Ours ,
and evaluate the performance of ST & Ours by testing the accuracy (%) with the standard errors of
these nodes’ pseudo labels. We test unlabeled nodes that are selected into the minority classes and
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Table 30:

report averaged results over 5 repetitions on three representative GNN architectures.

Analyzed experimental results of Node-Reordering and DGIS on Cora with
p=1,5,10,20,50,100. We select 100 unlabeled nodes newly added to the minority class of
training set through different method combinations, and evaluate the validity of Node-Reordering &
DGIS by testing the accuracy (%) with the standard errors of the pseudo labels for these nodes. We

SAGE

Dataset Cora

Imbalance Ratio (p) p=1 p=5 p=10 p=20 p =50 p =100
DPAM+Confidence Ranking 61.40+£2.73 6240+£259 6020+ 1.02 5840+£1.05 57.60+1.86 58.40+£2.15
DPAM+Geometric Ranking 64.00 +3.67 61.20 £2.89 61.204+2.54 63.60 £ 1.31 55.60+2.31 47.80+£2.87
DPAM-+Node-Reordering 89.65+£3.23 8698 +£0.21 8832+0.83 8532+£298 90.87+£231 71.60+291

" DPAM-+Confidence Ranking + DGIS - 71004547 75404215 6820+ 125 6940+ 128 67.80 £275 66.60 £ 0.16
DPAM+Geometric Ranking + DGIS 69.60 +3.78 73.80 £0.45 64.80+1.26 6420+£191 57.00+1.57 69.00=+ 1.71
DPAM+Node-Reordering + DGIS (Ours) 92.80 + 1.30 96.40 +4.27 92.20 +0.85 89.40 +1.37 93.00 + 0.82 77.80 + 2.50
DPAM+Confidence Ranking 61.60 £4.26 64.00£2.07 62.60+£347 57.80+£1.65 5820+£1.07 60.60+0.79
DPAM+Geometric Ranking 64.00 +£2.78 67.80 £3.76 65.00+4.30 52.00+1.02 6520+2.58 40.80+2.63
DPAM-+Node-Reordering 91.79 £0.23 9045 +5.78 8432+£345 8834+023 9032+£043 7534+ 154

" DPAM+Confidence Ranking + DGIS ¢ 69.80£2.77 7280+3.94 7240+ 113 6760+ 1.59 7160+9.12 6400+ 174
DPAM+Geometric Ranking + DGIS 73.60 £4.82 74.00+547 6840+1.62 57204+2.17 68.00+1.17 62.00 =+ 1.53
DPAM+Node-Reordering + DGIS (Ours) 93.80 + 1.92 91.20 +4.60 90.40 + 1.69  90.00 + 9.92 94.60 + 4.92 78.20 + 2.47
DPAM+Confidence Ranking 5480 +496 53.00+£246 51804197 43.60£2.57 4620+0.53 41.60+£1.14
DPAM+Geometric Ranking 53.60+2.78 4540 £1.75 40.60+£026 52.60+2.47 4740427 44804284
DPAM+Node-Reordering 90.69 £0.21 8690+ 0.56 86.45+3.21 88344243 7534+420 7643+ 143

" DPAM+Confidence Ranking + DGIS ¢ 6620 £578 59.00+3.04 6380+ 152 5460+ 1.64 6060+ 137 57.40+226
DPAM+Geometric Ranking + DGIS 61.60+3.71 61.80+£521 54.00+731 53.60+1.38 63.00+123 45204196
DPAM+Node-Reordering + DGIS (Ours) 97.80 +1.78 92.20 +1.32 90.80 +1.82 89.20 +1.39 94.20 + 8.04 85.40 + 1.02

Table 31: Analyzed experimental results of Node-Reordering and DGIS on Amazon-Computers with
p=1,5,10,20, 50, 100. We select 100 unlabeled nodes newly added to the minority class of training
set through different method combinations, and evaluate the validity of Node-Reordering & DGIS
by testing the accuracy (%) with the standard errors of the pseudo labels for these nodes. We report

averaged results over 5 repetitions on three representative GNN architectures.

SAGE

Dataset Amazon-Computers

Imbalance Ratio (p) p=1 p=5 p=10 p=20 p =50 p =100
DPAM+Confidence Ranking 7540 £2.50 70.204+3.03 7488 £3.11 68.20+4.20 63.60+2.30 61.40+1.51
DPAM+Geometric Ranking 76.00 + 1.41 7480 +4.71 76.80+2.28 65.80+327 64.80+3.70 65.60+3.98
DPAM-+Node-Reordering 82.80+£2.38 79.60 £3.64 78204026 74.00+3.28 6520+ 1.87 66.00+2.82

" DPAM+Confidence Ranking + DGIS - 7640 £2.07 6720 £432 7580 £238 6620 £370 6280 £0.12 5920 + 130
DPAM+Geometric Ranking + DGIS 7820 +£0.83 80.00+ 1.22 7640 £1.67 66.00+2.44 64.20+3.83 66.20 +2.38
DPAM+Node-Reordering + DGIS (Ours) 84.40 + 3.60 82.20 +2.16 80.40 =3.46 80.60 +1.51 69.60 & 3.04 66.40 + 3.20
DPAM+Confidence Ranking 84.60 £2.40 79.20+£1.78 73.00+2.12 74.80+2.16 6500+1.73 68.60+ 1.40
DPAM+Geometric Ranking 86.00 +3.80 79.80 £2.94 7480+3.42 75.00+291 7080+£2.16 69.40+1.10
DPAM+Node-Reordering 8740 +£2.30 80.60 £3.04 80.40+2.19 79.00£3.67 7500+ 122 73.40+2.52

" DPAM+Confidence Ranking + DGIS ¢ 84204 164 79404207 76404650 76004234 66004012 7200+ 184
DPAM+Geometric Ranking + DGIS 83.80+1.09 8020£1.09 7620228 77.80+2.58 71.60+0.89 69.00+1.16
DPAM+Node-Reordering + DGIS (Ours) 89.00 +2.54 86.60 + 2.50 85.60 =4.44 83.40 +3.31 78.00+3.39 79.80 + 3.03
DPAM+Confidence Ranking 8520+ 3.38 80.20 £6.26 84.8+0.83 77.60£0.89 61.00+0.70 65.40 £ 2.65
DPAM+Geometric Ranking 86.00+£0.70 81.20+£2.16 83.40+1.14 78.00+1.22 61.40+0.54 65.00=+ 1.72
DPAM+Node-Reordering 86.00 & 1.58 8320 £3.27 84.60+0.54 7920+£1.92 61.80+044 67.80=+1.03

" DPAM+Confidence Ranking + DGIS ¢ 8640+ 207 81604320 8340+ 114 7920+ 044 61204044 7040 +359
DPAM+Geometric Ranking + DGIS 87.00+2.12 80.80 £2.48 8420+ 130 7820+1.48 61.20+047 68.20+ 1.72
DPAM+Node-Reordering + DGIS (Ours) 88.20 +2.16 87.60 +1.14 85.40 £4.72 78.00+1.55 66.20 +2.86 72.20 + 0.83
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Table 32: Ablation analysis on different components.

Modules | Confidence ranking ~Geometric ranking Node-reordering DGIS | F1
v v v 73.93 +0.95
v v 72.74 + 0.63
B v Vv Vv 75.85 +0.82
Cora+GCN (p = 10) Y v 75.34 £0.63
v v v 75.00 £ 0.97
Y v 76.44 + 1.06
v v Vv 46.09 + 4.08
v Vv 47.76 £+ 1.06
) 3 y v v 50.32 + 3.75
CiteSeer+SAGE (p = 20) v v 53.32 +3.75
v v v 5543+ 2.14
v v 57.51 + 4.92
v v v 76.34 £ 0.39
v v 75.42 £0.39
e v v Vv 77.32 £0.21
PubMed+GAT (p = 50) y v 76.89 + 1.43
v v v 76.12 +2.63
v v 77.38 £+ 0.39
v v Vv 70.86 £ 1.73
v v 68.86 + 1.42
, B v v v 7232 +£243
Computers+GAT (p = 100) v v 73.65 + 0.67
v v v 74.03 £2.53
v v 75.83 £ 0.74

unlabeled nodes that are selected into the majority classes separately. We evaluate the performance of
each method on Cora, CiteSeer, PubMed, Amazon-Computers under different imbalance scenarios.
We process the datasets with a traditional imbalanced distribution following [69, 34, 44]. The
imbalance ratio p between the numbers of the most frequent class and the least frequent class is
set as 1 (balanced), 5, 10, 20, 50, 100. We fix architecture as the 2-layer GNN (i.e. GCN [23],
GAT [50], GraphSAGE [12]) having 128 hidden dimensions and train models for 2000 epochs. The
validation accuracy is used to select the model. Each experiment is repeated five times, and the
average experiment results are reported in Figure 11.

Analysis. It is observed that as the parameter p increases, the accuracy of pseudo labels selected
into minority classes decreases, indicating influence of classifier bias is amplified. The end results
demonstrate a number of intriguing aspects. (1) Highly imbalanced scenarios render the pseudo
labels generated by the classifier unreliable. Moreover, the addition of unlabeled nodes with pseudo
labels corresponding to minority classes in the training set introduces excessive noise during the
ST process. (2) It is important to highlight that the evaluation of ST focuses solely on the top 100
nodes selected based on Confidence Rankings (Section 4.2). So, we believe that even if a node’s
pseudo label is correct, the classifier’s confidence is skewed, resulting in the inclusion of low-quality
unlabeled nodes in the training set while overlooking high-quality unlabeled nodes. This factor likely
contributes to the underperformance of ST in imbalanced scenarios. (3) Irrespective of selecting
majority class nodes or minority class nodes, our approach consistently outperforms ST. A thorough
examination of Figure 11 clearly indicates the significant superiority of ours over ST, with the gap in
F1 scores between the two methods widening as the imbalance ratio increases.

J.6.2 F1 Score Performance for Self-Training and Our Method

Experimental Setup. We utilized three citation datasets, Cora, CiteSeer, and PubMed, to construct
scenarios representing varying degrees of class imbalance. Specifically, we select half of the classes
as minority classes and convert a randomly selected subset of labeled nodes into unlabeled nodes until
the training set achieved the desired imbalance ratio (p). The architecture we employed consisted of
a 2-layer graph neural network (GNN) with 128 hidden dimensions, using GCN [23], GAT [50], or
GraphSAGE [12]. The models were trained for 2000 epochs. As for the Self-Training (ST) method,
the size of added nodes for each class was treated as a hyperparameter, which we fine-tune based on
the accuracy of the validation set. Each experiment was repeated five times, and the average results
were reported for different imbalance ratios, as depicted in Figure 12.
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Analysis. The findings presented in Figure 12 demonstrate the efficacy of ST in improving imbalanced
learning across the Cora, CiteSeer, and PubMed datasets under three GNN architectures. The results
consistently reveal that ST surpasses the performance of the vanilla model across different ratios and
datasets, indicating the usefulness of unlabeled nodes. Nevertheless, the study uncovers a gradual
decline in ST’s performance in heavily imbalanced scenarios, particularly for Cora and CiteSeer.
We posit that this diminished performance in highly imbalanced data stems from the biased and
unreliable predictions of classifiers, leading to the inclusion of low-quality nodes in the training set at
an early stage.

J.6.3 Discussion on the Choice of Clustering Method in Our Approach

Although embeddings in our model are approximately distributed on a hypersphere, we employ
K-Means clustering for its computational efficiency and robustness. While vMF mixture models
or other manifold-aware approaches (e.g., spectral clustering or cosine-based K-Means) are the-
oretically well-suited for such data, they involve expensive iterative optimization steps (such as
Expectation—Maximization with Bessel function evaluations) and are less scalable to large graphs. In
practice, we observe that normalized embeddings already exhibit meaningful Euclidean structure,
allowing K-Means to perform effectively without significant overhead. Our framework remains
modular, and replacing K-Means with vMF or cosine-based variants can be considered as future
work.
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Figure 11: Here, we present the experimental results from four benchmark datasets under various
imbalance scenarios. We select top 100 unlabeled nodes newly added to the training set via ST &
Ours, and evaluate the performance of ST & Ours based on three GNN architectures by testing the
accuracy with the standard errors of these nodes’ pseudo labels. Minor means that we only test
unlabeled nodes which are selected into the minority classes, and Major means that we only test
unlabeled nodes which are selected into the majority classes.
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Figure 12: The experimental results on the three citation datasets under different imbalance scenarios
(p = 10, 20, 50, 100). We report the Fl-score (%) with the standard errors of Vanilla, ST, and Our

Method.
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K Experimental Setup

In this section, we introduce the method of imbalanced datasets construction, evaluation protocol,
and the details of our algorithm and baseline methods.

K.1 Imbalanced Datasets Construction

Table 33: Summary of the datasets used in our experiments.

Dataset Nodes Edges Features  Classes
Cora 2,708 5,429 1,433 7
Citeseer 3,327 4,732 3,703 6
Pubmed 19,717 44,338 500 3
Amazon-Computers 13,752 491,722 767 10
Coauthor-CS 18,333 163,788 6805 15
Flickr 89,250 899,756 500 7
Obgn-Arxiv 169343 1166243 128 40

Table 34: Label distributions on the whole graphs.

Dataset ‘ Co Ci Cy Cs Cq Cs Co Cr Cy Cy Cio Cin Ciz Ci3 Ciq
Cora (p =~ 4.54) 351 217 418 818 426 298 180 - - - - - - -
CiteSeer (p ~ 2.66) 264 590 668 701 696 508 -

PubMed (p =~ 1.91) 4103 7739 7835 - - - - - - -

Amazon-Computers (p ~ 17.73) | 436 2142 1414 542 5158 308 487 818 2156 291 - - - -
Coauthor-CS (p =~ 35.05) 708 462 2050 429 1394 2193 371 924 775 118 1444 2033 420 4136 876
Flickr (p =~ 10.84) 5264 8506 6413 4903 22966 3479 37719 - - - - - - -

Table 35: Ogbn-arxiv label statistics: node counts per class in the full graph, training set, and test set.

Class | Whole Train Test | Class | Whole Train Test | Class | Whole Train Test | Class | Whole Train Test

Co 565 437 54 Cio 7869 5182 1455 Cao 2076 1495 313 Cso 11814 4334 4631
Ci 687 382 187 Cuu 750 391 239 Co1 393 304 51 Cs1 2828 1350 892
Co 4839 3604 733 Ci2 79 21 5 Cao 1903 1268 386 Csa 411 270 83

Cs 2080 1014 654 Ci3 2358 1290 628 Cas3 2834 1539 808 Cs3 1271 926 220
Cy 5832 2864 1869 | Cus 597 433 71 Coy 22187 6989 10740 | Cs4 7867 5436 1414
Cs 4958 2933 1246 | Cis 403 248 87 Cas 1257 457 475 Css 127 25 36

Cs 1618 703 622 Cis 27321 9948 10471 | Ca6 4605 2834 1041 Cs6 3524 2506 627
Cr 589 380 134 Ci7 515 202 203 Cor 4801 1661 2066 Cs7 2369 1615 481
Cs 6232 4056 1250 | Cis 749 402 209 Cog 21406 16284 2849 Css 1507 1100 214
Co 2820 2245 345 Co 2877 1873 419 Cag 416 239 120 C39 2009 1551 269

The detailed descriptions of the datasets are shown in Table 33. For each citation dataset, for
p = 10, 20, we follow the “public” split, and randomly convert minority class nodes to unlabeled
nodes until the dataset reaches an imbalanced ratio p. For p = 50, 100, since there are not enough
nodes per class in the public split training set, we choose randomly selected nodes as training
samples, and for validation and test sets we still follow the public split. For the co-purchased
networks Amazon-Computers, we randomly select nodes as training set in each replicated experiment,
construct a random validation set with 30 nodes in each class and treat the remaining nodes as the
testing set. For Flickr, we follow the dataset split from [65]. For Computers-Random, we build
a training set of equal proportions based on the label distribution of the entire graph (Amazon-
Computers). The label distribution in the training set for Computers-Random is summarized in Table
36. The details of label distribution in the training set of the five imbalanced benchmark datasets are
in Table 36, and the label distribution of the full graph is provided in Table 34.

K.2 Details of GNNs

We evaluate our method with three classic GNN architectures, namely GCN [23], GAT [50], and
GraphSAGE [12]. GNN consists of L = 1,2, 3,4 layers, and each GNN layer is followed by a
BatchNorm layer (momentum = 0.99) and a PRelu activation [15]. For GAT, we adopt multi-head
attention with 8 heads. We search for the best model on the validation set. The choices of the hidden
unit size for each layer are 64, 128, and 256.
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K.3 Evaluation Protocol

We adopt Adam [22] optimizer with an initial learning rate of 0.01 or 0.005. We follow [44] to devise
a scheduler, which cuts the learning rate by half if there is no decrease in validation loss for 100
consecutive epochs. All learnable parameters in the model adopt weight decay with a rate of 0.0005.
For the first training iteration, we train the model for 200 epochs using the original training set for
Cora, CiteSeer, PubMed, or Amazon-Computers. For Flickr, we train for 2000 epochs in the first
iteration. We train models for 2000 epochs in the rest of the iteration with the above optimizer and
scheduler. The best models are selected based on validation accuracy. Early stopping is used with
patience set to 300.

K.4 Implementation Details

In UNREAL, we employ the vanilla K-means algorithm as the unsupervised clustering method. The
number of clusters K is chosen from {100, 200, 250, 300, 350, 400, 450, 500} for Cora, CiteSeer,
PubMed, Amaon-Computers, Computers-Random and CS-Random. For Flickr, K is selected among
{1000, 2000, 3000, 5000}. For Cora, CiteSeer, PubMed, and Amazon-Computers, the number of
training round 7T are tuned among {40, 60, 80, 100}. For Computers-Random and CS-Random, T
are selected from {4, 8,12,16,20,24}. For Flickr, T is tuned among {40, 50,60, 70}. We also
introduce a hyperparameter «, which is the upper bound on the number of nodes being added per
class per round. The tuning range of « is {4, 6, 8, 10} for Cora, CiteSeer, Amazon-Computers and
{64,72,80} for PubMed. For Computers-Random and CS-Random, the value of « is chosen among
{2,4,6,8,10,12,14, 16}. For Flickr, the value of « is selected among {30, 40, 50,60}. The weight
parameters p in RBO is selected among {0.5,0.75,0.98}, and the threshold in DGIN is tuned among
{0.25,0.5,0.75,1.00}. For Flickr, we only add minority nodes to the training set in all iterations,
which means that we set o = 0 for majority classes in Flickr.

K.5 Baselines

For GraphSMOTE [69], we use the branched algorithms whose edge predictions are discrete-
valued, which have achieved superior performance over other variants in most experiments. For
the ReNode method [6], we search hyperparameters among lower bound of cosine annealing
Wmin € {0.25,0.5,0.75} and upper bound of the cosine annealing wy,.x € {1.25,1.5,1.75} fol-
lowing [6]. PageRank teleport probability is fixed as o = 0.15, which is the default setting in the
released codes. For TAM [44], we search the best hyperparameters among the coefficient of ACM
term o € {1.25,1.5,1.75}, the coefficient of ADM term 3 € {0.125,0.25, 0.5}, and the minimum
temperature of class-wise temperature ¢ € {0.8, 1.2} following [44]. The sensitivity to imbalance
ratio of class-wise temperature 0 is fixed as 0.4 for all main experiments. Following [44], we adopt a
warmup for 5 iterations since we utilize model prediction for unlabeled nodes. For BIM [67] and
GraphSR [72], we follow the hyperparameter settings and network architectures provided in their
official code repositories.

K.6 Configuration

All the algorithms and models are implemented in Python and PyTorch Geometric. Experiments are
conducted on a server with an NVIDIA 3090 GPU (24 GB memory) and an Intel(R) Xeon(R) Silver
4210R CPU @ 2.40GHz.
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in the training sets.

Label distributions

Table 36
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L. Pseudocode of Our Algorithm

Algorithm 1 Our Algorithm

Input: Graph G = (V, ), labeled set Ly, feature matrix X, adjacency matrix A, unlabeled set
U =V \ Ly, max rounds T, per-class selection threshold «, RBO weight parameter p, GI
threshold ~, cluster size k', learning rate 7, GNN model f,, clustering function fejer, mean
function M (-).

: fori=1toT do

: Train GNN f, on current labeled set £;_;.

. Obtain embeddings H” and HY for labeled and unlabeled nodes.
Predict class logits ¢ and confidence scores r for U.

1
2
3
4:
5. // Step 1: Dual Pseudo-label Alignment (DPAM)
6.
7
8

Cluster HY into k' clusters: feuser(HY) — {K;, pux, };“/:1

Compute class centroids from labeled data: pc, = M ({h% | y, = m}).
Assign pseudo-labels to clusters: §j; = arg min,, distance(ux; , pic

9:  Construct cluster-based pseudo-label sets Z:{m and classifier-based sets 4,,,.
10:  Obtain consistent node sets: Uﬁ{‘a' = Z/~{m NU,,.
11:  // Step 2: Node-Reordering (NR)
12:  for each class m = 1 to C do

13: Compute geometric distances: &, = distance(h.,, pic,, ) for u € ¢,

14: Build geometric ranking S,,, (ascending by d,,) and confidence ranking 7,,, (descending by
Tw)-

15: Compute RBO score r,,, = RBO(S,,, Trn)-

16: Fuse rankings: NN = max{r,,, 1 — r,,} - Sy + min{r,,, 1 — .} - Ton.

17: Select top-a nodes from NNV as candidates C529,

18:  end for

19:  // Step 3: Discarding Geometrically Imbalanced Nodes (DGIS)
20:  for each selected node u € J,, C5*™ do

21: Let 6,, be distance to closest centroid, 3,, be distance to second closest.
22: Compute GI index: GI,, = %.

23: if GI,, < ~y then

24: Discard node u.

25: else

26: Add node u to labeled set £, with its pseudo-label.

27: end if

28:  end for

29: end for
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract and introduction are consistent with the
theoretical contributions, method design, and extensive experimental results presented
throughout the paper, including the identification and mitigation of geometric imbalance in
semi-supervised imbalanced node classification.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The limitations of the proposed method are discussed in the paper, such as the
reliance on clustering quality and the potential computational cost in certain components.
The paper also mentions potential directions for future work and acknowledges that the
approach is mainly evaluated on node classification tasks (see Conclusion).

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All theoretical results are stated with explicit assumptions, and proofs or proof
sketches are provided either in the main text or referenced in the appendix. The mathematical
formulation of geometric imbalance and theorems are clearly presented (see Section 3).

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides sufficient details on datasets, model architectures, evalua-
tion metrics, and experimental setups to allow reproduction of the main results. The code
implementation is also provided in the supplementary material (see Abstract and Section
5.1).

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The paper states that the detailed code implementation is included in the
supplementary material, and all datasets used are publicly available (see Abstract and
Section 5.1).

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

¢ The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All necessary training and test details, including data splits, hyperparameters,
optimizer choices, and evaluation metrics, are specified in Section 5.1 and the appendix.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The results are reported with error bars (mean + standard deviation) based on
multiple runs, and the method for calculating them is described in the experimental section.
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Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

 The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The type of compute resources (e.g., GPU) and experimental settings are
discussed in the appendix. The paper also notes when some baselines encounter out-of-
memory issues on large-scale datasets (see Table 6 and 7 analysis).

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conforms to the NeurIPS Code of Ethics. All data used are
publicly available and cited appropriately. No personally identifiable or sensitive data is
involved.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
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11.

12.

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The work focuses on foundational algorithmic research for graph node classifi-
cation and does not have a direct societal impact. No specific deployment or application
scenario is considered.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The models and data used in this work pose no particular risk for misuse; no
high-risk assets are released.

Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
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13.

14.

15.

Justification: All datasets and codebases used are publicly available, properly cited, and used
according to their respective licenses. Details are included in Section 5.1 and the references.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: No new datasets or code assets are introduced beyond the model implementa-
tion; no new dataset is released.

Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This research does not involve human subjects or crowdsourcing.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not applicable; there are no experiments involving human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: No large language model is used as an important or original component of the
core methodology; LLMs may only have been used for minor writing/editing assistance.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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