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Abstract

Bilevel Optimization has experienced significant advancements recently with the
introduction of new efficient algorithms. Mirroring the success in single-level
optimization, stochastic gradient-based algorithms are widely used in bilevel opti-
mization. However, a common limitation in these algorithms is the presumption
of independent sampling, which can lead to increased computational costs due
to the complicated hyper-gradient formulation of bilevel problems. To address
this challenge, we study the example-selection strategy for bilevel optimization in
this work. More specifically, we introduce a without-replacement sampling based
algorithm which achieves a faster convergence rate compared to its counterparts
that rely on independent sampling. Beyond the standard bilevel optimization for-
mulation, we extend our discussion to conditional bilevel optimization and also
two special cases: minimax and compositional optimization. Finally, we validate
our algorithms over both synthetic and real-world applications. Numerical results
clearly showcase the superiority of our algorithms.

1 Introduction

Bilevel optimization [51, 47] has received a lot of interest recently due to its wide-ranging applicability
in machine learning tasks, including hyper-parameter optimization [39], meta-learning [57] and
personalized federated learning [46]. A bilevel optimization problem is a type of nested two-level
problems as follows:

min
x∈Rp

h(x) := f(x, yx) s.t. yx = argmin
y∈Rd

g(x, y), (1)

which includes an outer problem f(x, y) and a inner problem g(x, y). The outer problem f(x, y)
relies on the solution yx of the inner problem g(x, y). Eq. (1) can be solved through gradient descent:
xt+1 = xt − η∇h(xt), with η be the stepsize and ∇h(xt) be gradient at the state xt. Specially, the
gradient ∇h(x) [17] is a function of the inner problem minimizer yx, first order derivatives ∇xf(x, y),
∇yf(x, y), ∇yg(x, y) and second order derivatives ∇xyg(x, y), ∇y2g(x, y). In particular, yx can be
solved though gradient descent: yt+1 = yt − γ∇yg(x, yt) with γ be the stepsize and ∇yg(xt, yt) be
gradient at the iterate (xt, yt). In the standard setup, the outer and inner problems are defined over
two datasets Du = {ξi, i ∈ [m]} and Dl = {ζj , i ∈ [n]}, respectively:

f(x, y) =
1

m

m∑
i=1

f(x, y; ξi), g(x, y) =
1

n

n∑
j=1

g(x, y; ζj),

Naturally, we sample from the datasets to estimate the first and second-order derivatives in the
hyper-gradient formulation. And to guarantee convergence, previous approaches require the examples
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Table 1: Comparisons of the Bilevel Opt. & Conditional Bilevel Opt. algorithms for finding an
ϵ-stationary point. We include comparison with stochastic gradient descent type of methods and
a more comprehensive comparison including other acceleration methods can be found in Table 2
of Appendix. An ϵ-stationary point is defined as ∥∇h(x)∥ ≤ ϵ. Gc(f, ϵ) and Gc(g, ϵ) denote the
number of gradient evaluations w.r.t. f(x, y) and g(x, y); JV (g, ϵ) denotes the number of Jacobian-
vector products; HV (g, ϵ) is the number of Hessian-vector products. m and n are the number of
data examples for the outer and inner problems, in particular, n is the maximum number of inner
problems for conditional bilevel optimization. Our methods have a dependence over example numbers
(max(m,n))q , q is a value decided by without-replacement sampling strategy and can have value in
[0, 1] (A herding-based permutation [33] can let q = 0).

Setting Algorithm Gc(f, ϵ) Gc(g, ϵ) JV (g, ϵ) HV (g, ϵ)

B.O.

BSA [17] O(ϵ−4) O(ϵ−6) O(ϵ−4) O(ϵ−4)
TTSA [22] O(ϵ−5) O(ϵ−5) O(ϵ−5) O(ϵ−5)

StocBiO [25] O(ϵ−4) O(ϵ−4) O(ϵ−4) O(ϵ−4)
SOBA [9] O(ϵ−4) O(ϵ−4) O(ϵ−4) O(ϵ−4)

AID/ITD [25] O(max(m,n)ϵ−2) O(max(m,n)ϵ−2) O(max(m,n)ϵ−2) O(max(m,n)ϵ−2)
WiOR-BO(Ours) O((max(m,n))qϵ−3) O((max(m,n))qϵ−3) O((max(m,n))qϵ−3) O((max(m,n))qϵ−3)

Cond. B.O.
DL-SGD [23] O(ϵ−4) O(ϵ−6) O(ϵ−4) O(ϵ−4)

RT-MLMC [23] O(ϵ−4) O(ϵ−4) O(ϵ−4) O(ϵ−4)
WiOR-CBO (Ours) O((max(m,n))qϵ−3) O((max(m,n))2qϵ−4) O(n(max(m,n))qϵ−3) O((max(m,n))2qϵ−4)

be mutually independent [25] even at the same state (x, y). For example, two different examples
ζ1 and ζ2 are sampled to estimate ∇yg(x, y) and ∇y2g(x, y), respectively. This leads to extra
computational cost in practice. Indeed, two backward passes are required to evaluate ∇xf(x, y) and
∇yf(x, y), while five backward passes are needed to evaluate ∇yg(x, y), ∇y2g(x, y) and ∇xyg(x, y)
for a given state of (x, y). In contrast, one backward pass are needed to evaluate the former and
two backward passes for the latter if not sampling independently for each property. This leads
to notable computational cost difference for the current large-scale machine learning models [4].
Therefore, it is beneficial to explore other example-selection strategies beyond independent sampling.
More specifically, we aim to answer the following question in this work: Can we solve the bilevel
optimization problem without using independent sampling?

Although example-selection is under-explored for bilevel optimization, it has been well studied
in the single level optimization literature [2, 42, 44]. For single level problems: min

x∈Rp
f(x) =

1
n

∑n
i=1 f(x; ξi), we iteratively perform the stochastic gradient step xt+1 = xt−η∇f(xt, ξt), where

the sample gradient is used to estimate the full gradient and the example ξt is sampled according to
some order. More specifically, the sampling schemes are roughly divided into two categories: with-
replacement sampling and without-replacement sampling. Traditional stochastic gradient descent
typically employs with-replacement sampling to ensure an unbiased estimation of the full gradient in
each iteration. In contrast, the without-replacement sampling has biased estimation at each iteration.
Despite this, when averaging the gradients of consecutive examples, without-replacement sampling
can approximate the full gradient more efficiently [34]. In fact, any permutation-based without-
replacement sampling has that the gradient estimation error contracts at rate of O(K−2) [34] where
K is the number of steps, while stochastic gradient descent only has a rate of O(K−1). Inspired
by the properties of without-replacement sampling demonstrated in the single-level optimization,
we design the algorithm named WiOR-BO (and its variants) which performs without-replacement
sampling for bilevel optimization. Naturally, WiOR-BO does not require the independent sampling
as in previous methods. In fact, our algorithm enjoys favorable convergence rate. As shown in
Table 1, WiOR-BO converges faster compared with their counterparts (e.g. StocBiO [25]) using
independent sampling. Actually, WiOR-BO gets comparable convergence rate with methods using
more complicated variance reduction techniques (e.g. MRBO [52]). In Table 2, we perform a more
comprehensive comparison with other variance reduction techniques and in Section C of Appendix,
we further compare WiOR-BO with these methods.

The contributions of our work can be summarized as:
1. We propose WiOR-BO which performs without-sampling to solve the bilevel optimization

problem and converges to an ϵ stationary point with a rate of O(ϵ−3). This rate improves
over the O(ϵ−4) rate of its counterparts (e.g. stocBiO [25]) using independent sampling.

2. We propose WiOR-CBO for the conditional bilevel optimization problems and show that
our algorithm converges to an ϵ stationary point with a rate of O(ϵ−4). This rate improves
over the O(ϵ−6) rate of its counterparts (e.g. DL-SGD [23]) using independent-sampling.
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3. We customize our algorithms to the special cases of minimax and compositional optimization
problems and demonstrate similar favorable convergence rates.

Notations. ∇ (∇x) denotes full gradient (partial gradient, over variable x), higher order derivatives
follow similar rules. [n] represents sequence of integers from 1 to n. O(·) is the big O notation, and
we hide logarithmic terms.

2 Related Works

Bilevel Optimization has its roots tracing back to the 1960s, beginning with the regularization
method proposed by [51], and then followed by many research works [14, 47, 43, 55]. In the field
of machine learning, similar implicit differentiation techniques were used to solve Hyper-parameter
Optimization [28, 6, 12]. Exact solutions for Bilevel Optimization solve the inner problem for each
outer variable but are inefficient. More efficient algorithms solve the inner problem with a fixed
number of steps, and use the ‘back-propagation through time’ technique to compute the hyper-
gradient [13, 35, 16, 40, 45]. Recently, single loop algorithms [17, 22, 25, 26, 52, 9, 30, 24] are
introduced to perform the outer and inner updates alternatively. Besides, other aspects of the bilevel
optimization are also investigated: [23] studied a type of conditional bilevel optimization where the
inner problem depends on the example of the outer problem; [53, 56] studied the Hessian-free bilevel
optimization and proposed an algorithm with optimal convergence rate; [32] proposed an efficient
single loop algorithm for the general non-convex bilevel optimization; [54, 31] studies the bilevel
optimization in the federated learning setting.

Sample-selection in stochastic optimization has been extensively studied for the case of single level
optimization problems [2, 3, 19, 38]. Beyond the with-replacement sampling adopted by SGD,
various without-replacement strategies were also studied in the literature. The random-reshuffling
strategy shuffles the data samples at the start of each training epoch, and its property was first studied
in [42] via the non-commutative arithmetic-geometric mean conjecture and followed by [20, 19].
[44, 36] studied the shuffling-once strategy, where the data samples are only shuffled at the start of the
training once; [8] investigated data echoing where one data sample is repeatedly used. Quasi-Monte
Carlo sampling is also applied in stochastic gradient descent [5, 34]. Recently, [34, 33] proposed
to use average gradient error to study the convergence of various example order strategies and then
proposed a herding-based sampling strategy [50] to proactively minimize the average gradient error.

3 Without-Replacement Sampling in Bilevel Optimization

In this work, we focus on the following finite-sum bilevel optimization problem:

min
x∈Rp

h(x) := f(x, yx) =
1

m

m∑
i=1

f(x, yx; ξi), s.t. yx = argmin
y∈Rd

g(x, y) =
1

n

n∑
j=1

g(x, y; ζj) (2)

where both the outer and the inner problems are defined over a finite dataset, and we denote them
as Du = {ξi, i ∈ [m]} and Dl = {ζj , j ∈ [n]}, respectively. Under mild assumptions, the hyper-
gradient of h(x) is:

∇h(x) = ∇xf(x, yx)−∇xyg(x, yx)ux, ux = ∇y2g(x, yx)
−1∇yf(x, yx) (3)

Our objective is to minimize h(x) by exploiting Eq. (3) with examples from Du and Dl at each step.
More specifically, for a given example order π denoting the following example-selection sequence
as {ξπt ∈ Du} and {ζπt ∈ Dl} for t ∈ [T ], where T denotes the length of the sequence and can be
arbitrarily large. We then perform the following update steps iteratively for t ∈ [T ]:

yt+1 = yt − γt∇yg(xt, yt; ζ
π
t ) (4a)

ut+1 = ut − ρt(∇y2g(xt, yt; ζ
π
t )ut −∇yf(xt, yt; ξ

π
t )) (4b)

xt+1 = xt − ηt(∇xf(xt, yt; ξ
π
t )−∇xyg(xt, yt; ζ

π
t )ut) (4c)

where Eq. (4) adopts the single-loop [30] update. More specifically, Eq. (4a) performs gradient
descent to estimate the minimizer yx; Eq. (4b) performs gradient descent to estimate ux defined in
Eq. (3); and Eq. (4c) perform the gradient descent step given the estimation of yx and ux.
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Algorithm 1 Without-Replacement Bilevel Optimization (WiOR-BO)
1: Input: Initial states x0

I , y0I and u0
I ; learning rates {γr

i , ρ
r
i , η

r
i }, i ∈ [I], r ∈ [R], I := lcm(m,n)

denotes the least common multiple of m and n.
2: for epochs r = 1 to R do
3: Randomly sample I/m permutations of outer dataset and concatenate them to have {ξπi , i ∈

[I]}, sample I/n permutations of inner dataset and concatenate them to have {ζπi , i ∈ [I]};
4: Set yr0 = yr−1

I , ur
0 = Pι(u

r−1
I ) and xr

0 = xr−1
I

5: for i = 0 to I − 1 do
6: yri+1 = yri −γr

i ∇yg(x
r
i , y

r
i ; ζ

π
i ); u

r
i+1 = ur

i −ρri (∇y2g(xr
i , y

r
i ; ζ

π
i )u

r
i −∇yf(x

r
i , y

r
i ; ξ

π
i ));

7: xr
i+1 = xr

i − ηri (∇xf(x
r
i , y

r
i ; ξ

π
i )−∇xyg(x

r
i , y

r
i ; ζ

π
i )u

r
i );

8: end for
9: end for

Note that at each step t, we use a pair of examples {ξπt , ζπt } to estimate the involved properties and
require only three backward passes, i.e. ∇f(xt, yt; ξ

π
t ), ∇g(xt, yt; ζ

π
t ) and ∇(∇yg(xt, yt; ζ

π
t )). In

contrast, if we independently sample examples for each property, seven backward passes are needed.
For large-scale machine learning models where back-propagation is expensive, our method can lead
to significant computation saving in practice.

Equation (4) is independent of the specific order of samples. It can accommodate both with-
replacement and without-replacement sampling strategies. In particular, we consider two most
widely-used without-replacement sampling methods: random-reshuffling and shuffle-once. For
random-reshuffling, we set T = R× lcm(m,n), where lcm(m,n) denotes the least common mul-
tiple of m and n and R is a constant. More specifically, we generate R × lcm(m,n)/m random
permutations of examples in Du then concatenate them to get {ξπt ∈ Du}, and we follow similar
procedure to generate {ζπt ∈ Du}. In algorithm 1, we show our WiOR-BO algorithm for solving
Eq. (2) with random-reshuffling sampling. Note that in Line 4 of Algorithm 1, Pι(·) is the projection
operation to an ι-size ball and we perform projection to make ut be bounded during updates. Shuffle-
once is another widely used without-replacement sampling strategy, where a single permutation is
generated and reused for both Du and Dl, and we can modify Line 3 of Algorithm 1 to incorporate
shuffle-once. Finally, compared to independent sampling-based algorithm such as stocBiO [25], we
require extra space to generate and store the orders of examples, but this cost is negligible compared
to memory and computational cost of training large scale models.

3.1 Conditional Bilevel Optimization

In Eq. (2), we assume the outer dataset Du and the inner dataset Dl are independent with each other.
However, it is also common in practice that the inner problem not only relies on the outer variable
x, but also the current outer example. This type of problems is known as conditional (contextual)
bilevel optimization problems [23] in the literature and we consider the finite setting as follows:

min
x∈Rp

h(x) := f(x, yx) =
1

m

m∑
i=1

f(x, y(ξi)x , ξi), s.t. y(ξi)x = argmin
y∈Rd

g(ξi)(x, y) =
1

nξi

nξi∑
j=1

g(x, y; ζξi,j),

(5)

Note that in Eq. (5), the outer problem is defined on a finite dataset Du = {ξi, i ∈ [m]}, and for each
example ξi ∈ Du, we have a inner problem g(ξi)(x, y) defined on a dataset Dl,ξi = {ζξi,j , j ∈ [nξi ]}.
The hyper-gradient of Eq. (5) is:

∇h(x) =
1

m

m∑
i=1

(
∇xf(x, y

ξi
x ; ξi)−∇xyg

(ξi)(x, yξix )uξi
x

)
, uξi

x = ∇y2g(ξi)(x, yx)
−1∇yf(x, yx; ξi),

(6)

The key difference of Eq. (6) with Eq. (3) is that yξix and uξi
x are defined for each example ξi ∈ Du.

To minimize h(x) in Eq. (5), we assume a sample order π denoting the following example selection
sequence as {ξπt ∈ Du, t ∈ [T ]}, where T denotes the example sequence length and can be arbitrarily
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Algorithm 2 Without-Replacement Conditional Bilevel Optimization (WiOR-CBO)
1: Input: Initial state x0, learning rates {ηri }, i ∈ [m], r ∈ [R].
2: for epochs r = 1 to R do
3: Randomly sample a permutation of outer dataset to have {ξπi , i ∈ [m]} and set xr

0 = xr−1
m or

x0 if r = 1.
4: for i = 0 to m− 1 do
5: Initial states y0 and u0, learning rates {γs

j , ρ
s
j}, j ∈ [ni], s ∈ [S].

6: for s = 1 to S do
7: Sample a permutation of inner dataset to have {ζπξi,j , j ∈ [ni]} , set ys0 = ys−1

ni
and

us
0 = Pι(u

s−1
ni

) or ys0 = y0 and us
0 = u0 if s = 1.

8: for j = 0 to ni − 1 do
9: ysj+1 = ysj − γs

j∇yg(x
r
i , y

s
j ; ζ

π
ξi,j

);
10: us

j+1 = us
j − ρsj(∇y2g(xr

i , y
s
j ; ζ

π
ξi,j

)us
j −∇yf(x

r
i , y

s
j ; ξ

π
i ));

11: end for
12: end for
13: xr

i+1 = xr
i − ηri (∇xf(x

r
i , y

S
ni
; ξπi )−∇xyg

ξπi (xr
i , y

S
ni
)uS

ni
);

14: end for
15: end for

large. We then perform the following update steps iteratively:

xt+1 = xt − ηt(∇xf(xt, ŷt; ξ
π
t )−∇xyg

ξπt (xt, ŷt)ût) (7)

where ŷt and ût are estimations of yξ
π
t

xt u
ξπt
xt . We get them by performing the following rules Tl steps

over the sample order {ζπξπt ,tl
∈ Dl,ξπt

, tl ∈ [Tl]}}:

ytl+1 = ytl − γtl∇yg(xt, ytl ; ζ
π
ξπt ,tl

), utl+1 = utl − ρtl(∇y2g(xt, ytl , ζ
π
ξπt ,tl

)utl −∇yf(xt, ytl ; ξ
π
t ))

(8)

where both the outer variable state xt and sample ξπt are fixed. We then set ŷt = yTl
and ût = uTl

in Eq. (7). Note that Eq. (7) and Eq. (8) perform a double-loop update rule [23]. Since the inner
problem relies on the example of the outer problem, we compute yξix and uξi

x for each new state x
and sample ξi instead of reusing them as in the single loop update of Eq. (4).

Note that an important feature of our algorithm is that we select samples based on an example order
π at each step instead of sampling independently. Similar to the unconditional bilevel optimization,
various example orders can be incorporated. For random-reshuffling, we set T = Rm with R be
a constant. Then we generate R random permutations of examples in Du and concatenate them
to get the example order {ξπt ∈ Du, t ∈ [T ]}. Similarly, we concatenate S random permutations
of the inner dataset Dl,ξt to get {ζπξπt ,tl

∈ Dl,ξπt
, tl ∈ [Tl]}} with a sequence length Tl = S × nξi .

We summarize this in Algorithm 2 and denote it as WiOR-CBO. We slightly abuse the notation to
replace nξi with ni in the inner loop update for better clarity.

3.2 MiniMax and Compositional Optimization Problems

Our discussion of without-replacement sampling for bilevel optimization can be customized for
two important nested optimization problems: compositional optimization and minimax optimization
problems, as they can be viewed as a special type of bilevel optimization problem. Suppose we let
the outer problem only rely on y, set the inner problem as g(x, y) = 1

2∥y − r(x)∥2. Consider the
finite case of f(y) and r(x), we have the following compositional optimization problem:

min
x∈Rp

h(x) :=
1

m

m∑
i=1

f(r(x); ξi) =
1

m

m∑
i=1

f(
1

n

n∑
j=1

r(x; ζj); ξi) (9)

Then we can derive the hyper-gradient as: ∇h(x) = ∇xr(x)ux,where ux = ∇yf(r(x)), meanwhile,
we have ∇yg(x, y) = y − r(x). Then we can instantiate Algorithm 1 to get an algorithm for
compositional optimization problem using without-replacement sampling (Algorithm 3 of Appendix).
Similar to the SCGD algorithm [49], we track the exponential moving average of the inner state
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y, besides we also track the exponential moving average of inner gradient (the update rule of u in
Algorithm 3).

Next, similar to the unconditional case, the conditional compositional optimization problem can be
specialized from the conditional bilevel optimization problem Eq. (5) to have:

min
x∈Rp

h(x) :=
1

m

m∑
i=1

f(
1

ni

ni∑
j=1

r(x; ζξi,j); ξi) (10)

and we can instantiate Algorithm 2 in the special case of Eq. (10) to get Algorithm 5 (in the Appendix).

The minimax optimization can also be viewed as a special type of bilevel optimization. More
specifically, if we have g(x, y) = −f(x, y) in Eq. (2), then we get the following minimax problem:

min
x∈Rp

h(x) :=
1

m

m∑
i=1

max
y∈Rd

f(x, y; ξi) (11)

In the special case of Eq. (11), the hyper-gradient ∇h(x) in Eq. (3) degenerates to ∇h(x) =
∇xf(x, yx) due to the fact that ∇yf(x, yx) = −∇yg(x, yx) = 0 by the optimality condition.
Meanwhile, we have ∇yg(x, y) = −∇yf(x, y). As a result, we can simplify Algorithm 1 to
get an alternative update algorithm for minimax optimization using without-replacement sampling
(Algorithm 4 in the Appendix). Note that due to the linearity of minimax problem w.r.t. examples,
the conditional case for minimax optimization degenerates to the unconditional case. [11, 7] also
considers the without-replacement sampling for the minimax problem, however, they focus on
the strongly-convex-strongly-concave and two-sided Polyak-Łojasiewicz settings, in contrast, our
WiOR-MiniMax can be applied to nonconvex-strongly-concave setting.

4 Theoretical Analysis

In this section, we provide theoretical analysis of our algorithms. We first state some assumptions:

Assumption 4.1. Function f(x, y; ξ), ξ ∈ Du, is possibly non-convex, L-smooth and has Cf -
bounded gradient w.r.t. the variable y.

Assumption 4.2. Function g(x, y; ζ), ζ ∈ Dl, is µ-strongly convex w.r.t y for any given x, and
L-smooth. Furthermore, ∇xyg(x, y; ζ) and ∇y2g(x, y; ζ) are Lipschitz continuous with constants
Lxy and Ly2 respectively.

Assumption 4.3. For all examples ξi ∈ Du and states (x, y) ∈ Rp+d, there exists an upper bound A
such that the sample gradient errors satisfy ∥∇f(x, y; ξi)−∇f(x, y)∥ ≤ A.

Assumption 4.4. For all examples ζj ∈ Dl and states (x, y) ∈ Rp+d, there exists an upper bound
A such that the sample gradient errors satisfy ∥∇g(x, y; ζi)−∇g(x, y)∥ ≤ A and ∥∇2g(x, y; ζi)−
∇2g(x, y)∥ ≤ A.

As stated in The assumption 4.1 and 4.2, we consider the non-convex-strongly-convex bilevel
optimization problems, this class of problems is widely studied in bilevel optimization litera-
ture [17, 25].Assumption 4.3 and 4.4 guarantee that the example gradients are good estimation
of full gradient and is widely used in the analysis of single-level finite-sum optimization prob-
lems [36]. Note that as the hyper-gradient (Eq. 3) involves second order derivatives, Assumption 4.4
also requires that the second order example gradients have bounded bias.

We next make the following assumptions about the example selection sequence. We assume {ξπt ∈
Du, t ∈ [T ]} and {ζπt ∈ Dl, t ∈ [T ]} satisfy:

Assumption 4.5. Given sequences of samples: {ξπt ∈ Du, t ∈ [T ]} and {ζπt ∈ Dl, t ∈ [T ]}, we
assume there exists some constants α, C such that for any step t and any interval k > 0, we have:

∥∥1
k

t+k−1∑
τ=t

∇f(xt, yt; ξ
π
τ )−∇f(xt, yt)

∥∥2 ≤ k−αC2

and similar bounds hold for ∇g and ∇2g (See Appendix B.1 for the full version of this assumption.)
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Assumption 4.5 measures how well the sample gradients approximate the full gradient over an interval
on average. Similar assumptions are used to study the sample order in single level optimization
problems [34]. If samples are selected independently at each step, we get α = 1 and C = A based on
Assumption 4.3 and 4.4. For any permutation-based order (e.g. random-reshuffling and shuffle-once),
we can show the assumption holds with α = 2 and C = max(m,n)×A. Note that the C depends
on the number of samples m (n), this dependence can be reduced to (max(m,n))0.5 for sufficiently
small learning rates [34, 37]. More recently, [33] proposed a herding-based algorithm which explicitly
optimizes the gradient error in Assumption 4.5 and shows that we can reach α = 2 and C = O(A).

Bilevel Optimization. We are ready to show the convergence of Algorithm 1. Firstly, we denote the
following potential function Gt := Gt = h(xt) + ϕy∥yt − yxt

∥2 + ϕu∥ut − uxt
∥2, where ϕy and ϕu

are constants that relates to the smoothness parameters of h(x). Then we have:

Theorem 4.6. Suppose Assumptions 4.1-4.4 are satisfied, and Assumption 4.5 is satisfied with some
α and C for the example order we use in Algorithm 1. We choose learning rates ηt = η, γt = c1η,
ρt = c2η and denote T = R × I be the total number of steps. Then for any pair of values (E, k)
which has T = E × k and η ≤ 1

kL̃0
, we have:

1

E

E−1∑
e=0

∥∇h(xke)∥2 ≤ 2∆

kEη
+ 2L̃2k−αC2

where c1, c2, L̃0, L̃ are constants related to the smoothness parameters of h(x), ∆ is the initial
sub-optimality, R and I are defined in Algorithm 1.

To reach an ϵ stationary point, we choose η = 1
kL̃0

, and for (E, k), we choose: E = 4L̃0∆
ϵ2 and k =(

4L̃2C2

ϵ2

)1/α
, which means we need to choose the number of epochs R = T

I = 4L̃0(4L̃
2C2)1/α∆

Iϵ2+2/α .
Specially, if we choose examples independently at each step, we have C = A and α = 1, then we need
T = O(ϵ−4) steps to reach an ϵ-stationary point. This recovers the rate of stocBiO algorithm [25]
and SOBA [9]. Next, if we use some permutation-based without-replacement sampling strategy witch
has C = (max(m,n))q × A (q ∈ [0, 1]) and α = 2, then we need T = O((max(m,n))qϵ−3). In
particular, by adopting a herding-based permutation as in [33], we get q = 0, and our WiOR-BO
strictly outperforms the independent sampling-based stocBiO and SOBA algorithms.

Conditional Bilevel Optimization. Next, we study the convergence rate of Algorithm 2. Besides
Assumptions 4.3 and 4.4, we need the bias of sample hyper-gradient be bounded too:

Assumption 4.7. For all examples ξi ∈ Du and states x ∈ Rp, there exists an upper bound A such
that the sample gradient errors satisfy ∥∇h(x; ξi)−∇h(x)∥ ≤ A.

We also augment Assumption 4.5 to include the case of ∇h(x) (Seem Appendix B.1 for more details.).
Then we are ready to show the convergence rate, we use the potential function Gt = h(xt) and have:

Theorem 4.8. Suppose Assumptions 4.1-4.4 and 4.7 are satisfied, and Assumption 4.5 is satisfied with
some α and C for the example order we use in Algorithm 2. We choose learning rates ηt = η = 1

8kL̄
,

γt = γ = 1
256kLκ , ρt = ρ = 1

512kLκ and denote T = R × m be the total number of outer steps
and Tl = S ×max(ni) be the maximum inner steps. Then for any pair of values (E, k) which has
T = E × k and Tl = El × k, we have:

1

E

E−1∑
e=0

∥∇h(xke)∥2 ≤ 8∆h

kEη
+ Cu(1−

kµρ

2
)El∆u + Cy(1−

kµγ

2
)El∆y + (C

′
)2C2k−α

where Cu, Cy, C
′
, L̃ are constants related to the smoothness parameters of h(x), ∆h, ∆u, ∆y are

the initial sub-optimality, R and S are defined in Algorithm 2.

To reach an ϵ stationary point, we choose: E = 128L̄∆
ϵ2 , and , k =

(
2(C

′
)2C2

ϵ2

)1/α

and El =

O(log(ϵ−1)). Then the sample complexity of Algorithm 2 is EElk
2 = O(C4/αϵ−(2+4/α)), where

we omit the logarithmic term El. Specially, if we choose examples independently at each step, then
we have sample complexity O(ϵ−6) steps for an ϵ-stationary point. This recovers the rate of DL-SGD
algorithm [23]. Next, if we use some permutation-based without-replacement sampling strategy,
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then we have sample complexity O((max(m,n))2qϵ−4), which can match the state-of-art algorithm
RT-MLMC [23] if we choose an example order with q = 0 [33].

MiniMax and Compositional Optimization. As special cases of Bilevel Optimization, we can
also show that Algorithm 3, Algorithm 4 and Algorithm 5 converge under similar rate. Please see
Corollary B.21 and Corollary B.20 for more details.

5 Applications and Numerical Experiments

In this section, we verify the effectiveness of the proposed algorithm through a synthetic invariant risk
minimization task and two real world bilevel tasks: Hyper-Data Cleaning and Hyper-representation
Learning. The code is written in Pytorch. Our experiments were conducted on servers equipped with
8 NVIDIA A5000 GPUs. Experiments are averaged over five independent runs, and the standard
deviation is indicated by the shaded area in the plots.

5.1 Invariant Risk-Minimization

Figure 1: Comparison of different sam-
pling strategies for the Invariant Risk-
Minimization task.

In this section, we consider a synthetic invariant risk mini-
mization task [21]. More specifically, we perform logistic
regression over a set of examples {(ci, bi), i ∈ [M ]} with c
be the input and b be the target. However, we does not have
access to c but a set of noisy observations {cj,i, j ∈ ni}
for each ci. To learn the coefficient x between c and b, we
optimize the following objective:

min
x∈Rp

1

m

m∑
i=1

log(1 + exp(−biy
(i)
x )),

s.t. y(i)x = argmin
y∈Rd

1

ni

ni∑
j=1

1

2
∥y − cj,ix∥2

This is a conditional bilevel optimization problem and we can solve it using our WiOR-CBO. We
generate synthetic data to test the effects of different sample order (sample generation process is
described in Appendix A). More specifically, we compare independent-sampling (WiR-CBO), shuffle-
once (WiOR-CBO (SO)) and random-reshuffling (WiOR-CBO (RR)). As shown in Figure 1, the two
without-replacement sampling methods outperforms the independent sampling one.

5.2 Hyper-Data Cleaning

In the Hyper-Data Cleaning task, we are given noisy training dataset whose labels are corrupted by
noise, meanwhile, we have a validation set whose labels are not corrupted. Our target is then using
the clean validation samples to identify corrupted samples in the training set. More specifically, we
learn optimal weights for training samples such that a model learned over the weighted training set
performs well on the validation set. We can formulate this task as a bilevel optimization problem
(Eq. (2)). A mathematical formulation of the task is included in Appendix A.

Dataset and Baselines. We construct datasets based on MNIST [29]. For the training set, we
randomly sample 40000 images from the original training dataset and then randomly perturb a
fraction of labels of samples. For the validation set, we randomly select 5000 clean images from the
original training dataset. In our experiments, we test our WiOR-BO algorithm (Algorithm 1), with
the shuffle-once (WiOR-BO-SO) and random-reshuffling (WiOR-BO-RR) sampling; additionally, we
also consider the following non-adaptive bilevel algorithms as baselines: reverse [16], stocBiO [25],
BSA [17], AID-CG [18], MRBO [52], VRBO [52] and WiR-BO (the variant of our WiOR-BO using
independent sampling, which is similar to the single loop algorithms such as SOBA [9], AmIGO [1]
and FLSA [30]). We perform grid search for hyper-parameters and report the best results.

We summarize the results in Figure 2. In the figure, we compare the validation loss and F1 score w.r.t.
both Hyper-iterations and running time. As shown in the figure, the two variants of our algorithm
WiOR-BO-SO and WiOR-BO-RR get similar performance and they both outperform other baselines.
In particular, note that WiR-BO differs with WiOR-BO-SO (RR) only over the example order, but the

8



Figure 2: Comparison of different algorithms for the Hyper-data Cleaning task. The top two
plots show validation error/F1 score vs Number of Hyper-Iterations and the bottom two plots show
validation error/F1 score vs Running Time. The fraction of the noisy samples is 0.6.

Figure 3: Comparison of different algorithms for the Hyper-Representation Task over the
Omniglot Dataset. From Left to Right: 5-way-1-shot, 5-way-5-shot, 20-way-1-shot, 20-way-5-shot.
later converges much faster in terms of running time, this is partially due to less umber of backward
passes needed by without-replacement sampling per iteration.

5.3 Hyper-Representation Learning

In this section, we consider Hyper-representation learning task. In this task, we learn a hyper-
representation of the data such that a linear classifier can be learned quickly with a small number of
samples. We consider the Omniglot [27] and MiniImageNet [41] data sets. This task can be viewed
as a conditional bilevel optimization problem (Eq. (2)) and a mathematical formulation of the task is
included in Appendix A.

Dataset and Baselines. The details of the datasets are included in Appendix A and we consider
N-way-K-shot classification task following [48]. In our experiments, we test our WiOR-CBO
(Algorithm 2), using the shuffle-once (WiOR-BO-SO) and random-reshuffling (WiOR-BO-RR)
sampling. Besides, we compare with the following baselines: DL-SGD [23] and RT-MLMC [23].
Note that our WiOR-CBO can also use independent sampling, and it has similar performance as
DL-SGD. We perform grid search of hyper-parameters for each method and report the best results.

We summarize the experimental results for the Omniglot dataset in Figure 3 and we defer the results
for MiniImageNet to the Appendix A. As shown in the figure, our WiOR-CBO SO/RR outperforms
DL-SGD and is comparable to the state-of-the-art algorithm RT-MLMC.

6 Conclusion

In this work, we investigated example-selection of bilevel optimization. Beyond the classical
independent sampling, we assumed an example-order based on without-replacement sampling,
such as random-reshuffling and shuffle-once. We proposed the WiOR-BO algorithm for bilevel
optimization and show the algorithm converges to an ϵ-stationary point with rate O(ϵ−3). After that,
we also discussed the conditional bilevel optimization problems and introduced an algorithm with
convergence rate of O(ϵ−4). As special cases of bilevel optimization, we studied the minimax and
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compositional optimization problems. Finally, we validated the efficacy of our algorithms through
one synthetic and two real-world tasks; the numerical results show the superiority of our algorithms.
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A More Details for Numerical Experiments

In this section, we introduce more details of the experiments.

A.1 Invariant Risk-Minimization

The data generation process is as follows: we first randomly sample a ground truth x∗, then we
randomly generate m = 1000 input variables c, and calculate the ground truth label b = cx, then for
each ci, we generate a set of n = 100 noisy observations by adding Guassian noise of scale 0.1. We
also add a L2 regularization term of strength 0.1 for the outer problem. During trainging, we use both
the inner and outer learing rates of 0.001.

A.2 Hyper-Data Cleaning

The formulation of the problem is as follows:

min
x∈Rp

h(x) := f(x, yx) =
1

N (val)

N(val)∑
n=1

Θ(yx; ξ
val
n )

s.t. yx = argmin
y∈Rd

g(x, y) =

N(tr)∑
n=1

xnΘ(y; ξtrn )

In the above formulation, we have a pair of (noisy) training set {ξtrn }N(tr)

n=1 and validation set
{ξvaln }N(val)

n=1 , and xn, n ∈ [N (tr)] are weights for training samples, y is the parameter of a model,
and we denote the model by Θ. Note that yx is the model learned over the weighted training set.
We fit a model with 3 fully connected layers for the MNIST dataset. We also use L2 regularization
with coefficient 10−3 to satisfy the strong convexity condition. In the Experiments, we choose inner
learning rate (γ, ρ) as 0.1 and outer learning rate η 1000.

Figure 4: Comparison of different algorithms for the Hyper-Representation Task over the MiniIma-
geNet Dataset. From Left to Right: 5-way-1-shot, 5-way-5-shot, 20-way-1-shot, 20-way-5-shot.

A.3 Hyper-Representation Learning

min
x∈Rp

h(x) := f(x, yx) =
1

N

N∑
n=1

( 1

Nval
n

Nval
n∑

i=1

Θ(x, y(Tn)
x ; ξvali )

)
s.t. y(Tn)

x = argmin
y∈Rd

g(Tn)(x, y) =
1

N tr
n

Ntr
n∑

i=1

Θ(x, y; ξtri )

In the above formulation, we have N tasks and each task Tn is defined by a pair of training set

{ξtri }N
tr
n

i=1 and validation set {ξvali }N
val
n

i=1 . Θ defines the model, x is the parameter of the backbone
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model and y is the parameter of the linear classifier. In summary, the lower level problem is to
learn the optimal linear classifier y given the backbone x, and the upper level problem is to learn the
optimal backbone parameter x.

The Omniglot dataset includes 1623 characters from 50 different alphabets and each character
consists of 20 samples. We follow the experimental protocols of [48] to divide the alphabets to
train/validation/test with 33/5/12, respectively. We perform N -way-K-shot classification, more
specifically, for each task, we randomly sample N characters and for each character, we sample K
samples for training and 15 samples for validation. We augment the characters by performing rotation
operations (multipliers of 90 degrees). We use a 4-layer convolutional neural network where each
convolutional layer has 64 filters of 3×3 [15]. For the MiniImageNet, it has 64 training classes and
16 validation classes. Similar to Omniglot, we also perform the N -way-K-shot classification. We
use a 4-layer convolutional neural network where each convolutional layer has 64 filters of 3×3 [15]
for experiments. For the experiments, we use inner learning rates 0.4 and outer learning rates 0.1
for Omniglot related experiments and inner learning rates 0.01 and outer learning rates 0.05 for
MiniImageNet-related experiments. We perform 4 inner gradient descent steps and set Kmax = 6 for
the RT-MLMC method. The experimental results for the MiniImageNet dataset is shown in Figure 4.

B Proof for Theorems

In this section, we provide proof for the convergence results in the main text. First, we restate all
assumptions needed in our proof below:

Assumption B.1 (Assumption 4.1). The function f(x, y) is possibly non-convex and uniformly
L-smooth, i.e. for any x1, x2 ∈ X , y1, y2 ∈ Rd, any ξ ∈ Du. Denote z1 = (x1, y1), z2 = (x2, y2),
then we have:

f(z1; ξ) ≤ f(z2; ξ) + ⟨∇f(z2, ξ), z1 − z2⟩+
L

2
||z1 − z2||2.

or equivalently: ||∇f(z1; ξ)−∇f(z2; ξ)|| ≤ L||z1 − z2||. We also assume for any x ∈ X and any
y ∈ Rd, and we denote z = (x, y), then we have ||∇yf(z)|| ≤ Cf .

Assumption B.2 (Assumption 4.2). Function g(x, y) is uniformly µ-strongly convex w.r.t y for any
given x and uniformly L-smooth, i.e. for any y1, y2 ∈ Rd and ζ ∈ Dl, we have:

g(x, y1; ζ) ≥ g(x, y2; ζ) + ⟨∇yg(x, y2; ζ), y2 − y1⟩+
µ

2
||y2 − y1||2.

and we have:

g(z1; ζ) ≤ g(z2; ζ) + ⟨∇g(z2; ζ), z1 − z2⟩+
L

2
||z1 − z2||2.

equivalently: ||∇g(z1; ζ) − ∇g(z2; ζ)|| ≤ L||z1 − z2||. Furthermore, we have ∇xyg(x, y) and
∇y2g(x, y) are Lipschitz continuous with constant Lxy and Ly2 respectively, i.e. we have:
||∇xyg(z1; ζ)−∇xyg(z2; ζ)|| ≤ Lxy||z1− z2|| and ||∇y2g(z1; ζ)−∇y2g(z2; ζ)|| ≤ Ly2 ||z1− z2||.

Assumption B.3 (Assumption 4.3). For all examples ξi ∈ Du and states (x, y) ∈ Rp+d, there exists
an outer bound A such that the sample gradient errors satisfy ∥∇f(x, y; ξi)−∇f(x, y)∥ ≤ A.

Assumption B.4 (Assumption 4.4). For all examples ζj ∈ Dl and states (x, y) ∈ Rp+d, there exists
an outer bound A such that the sample gradient errors satisfy ∥∇g(x, y; ζi)−∇g(x, y)∥ ≤ A and
∥∇2g(x, y; ζi)−∇2g(x, y)∥ ≤ A.

Assumption B.5 (Assumption 4.7). For all examples ξi ∈ Du and states x ∈ Rp, there exists an
upper bound A such that the sample gradient errors satisfy ∥∇h(x; ξi)−∇h(x)∥ ≤ A.

Assumption B.6. Given two sequences {ξπt ∈ Du, t ∈ [T ]} and {ζπt ∈
Dl, t ∈ [T ]}, we assume there exists some constants α, C such that
for any step t and any k > 0, we have:

∥∥ 1
k

∑t+k−1
τ=t ∇f(xt, yt; ξ

π
τ ) −

∇f(xt, yt)
∥∥2 ≤ k−αC2,

∥∥ 1
k

∑t+k−1
τ=t ∇g(xt, yt; ζ

π
τ ) − ∇g(xt, yt)

∥∥2 ≤ k−αC2,∥∥ 1
k

∑t+k−1
τ=t ∇2g(xt, yt; ζ

π
τ ) − ∇2g(xt, yt)

∥∥2 ≤ k−αC2,
∥∥ 1
k

∑t+k−1
τ=t ∇h(xt; ξ

π
τ ) − ∇h(xt)

∥∥2 ≤
k−αC2(Only for the conditional bilevel optimization case).
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Algorithm 3 Without-Replacement Compositional Optimization (WiOR-Comp)
1: Input: Initial states x0

I , y0I and u0
I ; learning rates {γr

i , ρ
r
i , η

r
i }, i ∈ [I], r ∈ [R], I = lcm(m,n).

2: for epochs r = 1 to R do
3: Generate sample order sequence {ξπi } and {ζπi } for i ∈ [I] as Line 3 of Algorithm 1;
4: Set yr0 = yr−1

I , ur
0 = Pι(u

r−1
I ) and xr

0 = xr−1
I

5: for i = 0 to I − 1 do
6: yri+1 = (1− γr

i )y
r
i + γr

i r(x
r
i , ζ

π
i ); u

r
i+1 = (1− ρri )u

r
i + ρri∇yf(y

r
i ; ξ

π
i );

7: xr
i+1 = xr

i − ηri∇r(xr
i ; ζ

π
i )u

r
i ;

8: end for
9: end for

Algorithm 4 Without-Replacement MiniMax Opt. (WiOR-MiniMax)
1: Input: Initial states x0

m, y0m; learning rates {γr
i , η

r
i }, i ∈ [m], r ∈ [R].

2: for epochs r = 1 to R do
3: sample a permutation of outer dataset to have {ξπi , i ∈ [m]};
4: Set yr0 = yr−1

m and xr
0 = xr−1

m
5: for i = 0 to m− 1 do
6: yri+1 = yri + γr

i ∇yf(x
r
i , y

r
i ; ξ

π
i );

7: xr
i+1 = xr

i − ηri∇xf(x
r
i , y

r
i ; ξ

π
i );

8: end for
9: end for

B.1 Proof for Bilevel Optimization Problems

Suppose we define:

Φ(x, y) =∇xf(x, y)−∇xyg(x, y)× [∇y2g(x, y)]−1∇yf(x, y)

Then we have ∇h(x) = Φ(x, yx). Furthermore, we have the following proposition:
Proposition B.7. Suppose Assumptions 4.1 and 4.2 hold, the following statements hold:

a) yx is Lipschitz continuous in x with constant ρ = κ, where κ = L
µ is the condition number

of g(x, y).

b) ∥Φ(x1; y1)− Φ(x2; y2)∥2 ≤ L̂2(∥x1 − x2∥2 + ∥y1 − y2∥2), where L̂ = O(κ2).

c) h(x) is smooth in x with constant L̄ i.e., for any given x1, x2 ∈ X , we have ∥∇h(x2) −
∇h(x1)∥ ≤ L̄∥x2 − x1∥ where L̄ = O(κ3).

This is a standard results in bilevel optimization and we omit the proof here.

The main technique we use to analysis the convergence of Algorithm 1 is aggregated analysis,
in other words, we perform analysis over a block of length k instead of the more common per
step analysis in stochastic bilevel optimization. Note that this technique is essential in analyzing
without-replacement sampling for single-level optimization problems, and we extend them to the
bilevel setting. More specifically, suppose the total number of training steps are T := R × I ,
where R and I are denoted in Algorithm 1, then we consider a block of training steps [t, t + k]

for t ∈ [T − k]. Furthermore, we denote: η̄t =
∑t+k−1

τ=t ητ , and ν̄t = 1
η̄t

∑t+k−1
τ=t ητντ ; γ̄t =∑t+k−1

τ=t γτ and w̄t = 1
γ̄t

∑t+k−1
τ=t γτwτ ; ρ̄t =

∑t+k−1
τ=t ρτ , and q̄t = 1

ρ̄t

∑t+k−1
τ=t ρτqτ , where

νt = ∇xf(xt, yt; ξt) − ∇xyg(xt, yt; ; ζt)ut, wt = ∇yg(xt, yt; ζt) and qt = ∇y2g(xt, yt; ζt)ut −
∇yf(xt, yt; ξt). In particular, we denote rx(u) as:

rx(u) =
1

2
uT∇y2g(x, yx)u−∇yf(x, yx)

Tu,

by assumption it is L smooth and µ strongly convex. It is straightforward to see that ux =
argmin
u∈Rd

rx(u), where ux is defined in Eq. (3). Finally, in the proof, we consider the general

case of different orders for all involved example derivatives. In other words, we have {ξt,1}, {ξt,2},
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Algorithm 5 Without-Replacement Conditional Compositional Optimization (WiOR-CComp)
1: Input: Initial state x0, learning rates {ηri }, i ∈ [m], r ∈ [R].
2: for epochs r = 1 to R do
3: Randomly sample a permutation of outer dataset to have {ξπi , i ∈ [m]} and set xr

0 = xr−1
m or

x0 if r = 1.
4: for i = 0 to m− 1 do
5: Initial states y0 and u0, learning rates {γs

j , ρ
s
j}, j ∈ [ni], s ∈ [S].

6: for s = 1 to S do
7: Sample a permutation of inner dataset to have {ζπξi,j , i ∈ [ni]}, set ys0 = ys−1

ni
and

us
0 = Pϵ(u

s−1
ni

) or ys0 = y0 and us
0 = u0 if s = 1.

8: for j = 0 to ni − 1 do
9: ysj+1 = (1− γs

j )y
s
j + γs

j r(x
r
i ; ζ

π
ξi,j

);
10: us

j+1 = (1− ρsj)u
s
j + ρsj∇f(ysj ; ξ

π
i );

11: end for
12: end for
13: xr

i+1 = xr
i − ηri∇rξ

π
i (xr

i )u
S
ni

;
14: end for
15: end for

{ζt,1}, {ζt,2} and {ζt,3} for ∇yf(x, y), ∇xf(x, y),∇yg(x, y), ∇y2g(x, y), ∇xyg(x, y) respectively.
The two orders used by Algorithm 1 is a special case of the proof and is practically appealing as they
can reuse computation as we discussed in the introduction.

Lemma B.8. For τ > t ≥ 0, the bias of ∥
∑τ−1

τ̄=t ητ̄
(
ντ̄ −∇h(xt)

)
∥2,
∥∥∑τ−1

τ̄=t ρτ̄
(
∇rxt

(ut)−qτ̄
)∥∥2

and ∥
∑τ−1

τ̄=t γτ̄
(
∇yg(xτ̄ , yτ̄ , ζτ̄ ,1)−∇yg(xt, yt)

)
∥2 are bounded by Eq. (15), Eq. (16) and Eq. (17).

Proof. First for ∥
∑τ−1

τ̄=t ητ̄ (ντ̄ −∇h(xt))∥2, we have:∥∥ τ−1∑
τ̄=t

ητ̄
(
∇h(xt)− ντ̄

)∥∥2
=
∥∥ τ−1∑

τ̄=t

ητ̄
(
∇xf(xt, yxt

)−∇xyg(xt, yxt
)uxt

− (∇xf(xτ̄ , yτ̄ ; ξτ̄ ,2)−∇xyg(xτ̄ , yτ̄ ; ζτ̄ ,3)uτ̄ )
)∥∥2

≤ 2∥
τ−1∑
τ̄=t

ητ̄
(
∇xf(xt, yxt)−∇xf(xτ̄ , yτ̄ ; ξτ̄ ,2)

)
∥2 + 2∥

τ−1∑
τ̄=t

ητ̄
(
∇xyg(xt, yxt)uxt −∇xyg(xτ̄ , yτ̄ ; ζτ̄ ,3)uτ̄

)
∥2

≤ 2∥
τ−1∑
τ̄=t

ητ̄
(
∇xf(xt, yxt

)−∇xf(xτ̄ , yτ̄ ; ξτ̄ ,2)
)
∥2

+ 4∥
τ−1∑
τ̄=t

ητ̄∇xyg(xτ̄ , yτ̄ ; ζτ̄ ,3)
(
uxt

− uτ̄

)
∥2 +

4C2
f

µ2
∥
τ−1∑
τ̄=t

ητ̄
(
∇xyg(xt, yxt

)−∇xyg(xτ̄ , yτ̄ ; ζτ̄ ,3)
)
∥2

≤ 2∥
τ−1∑
τ̄=t

ητ̄
(
∇xf(xt, yxt

)−∇xf(xτ̄ , yτ̄ ; ξτ̄ ,2)
)
∥2 + 4L2η̄τt

τ−1∑
τ̄=t

ητ̄∥(uxt
− uτ̄ )∥2

+
4C2

f

µ2
∥
τ−1∑
τ̄=t

ητ̄
(
∇xyg(xt, yxt)−∇xyg(xτ̄ , yτ̄ ; ζτ̄ ,3)

)
∥2 (12)

For the first and the third terms above, we have:

∥
τ−1∑
τ̄=t

ητ̄
(
∇xf(xt, yxt)−∇xf(xτ̄ , yτ̄ ; ξτ̄ ,2)

)
∥2

≤ 3L2(η̄t)
2∥yxt

− yt∥2 + 3L2η̄t

τ−1∑
τ̄=t

ητ̄∥zt − zτ̄∥2 + 3∥
τ−1∑
τ̄=t

ητ̄
(
∇xf(xt, yt)−∇xf(xt, yt; ξτ̄ ,2)

)
∥2

(13)
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and

∥
τ−1∑
τ̄=t

ητ̄
(
∇xyg(xt, yxt

)−∇xyg(xτ̄ , yτ̄ ; ζτ̄ ,3)
)
∥2

≤ 3L2
xy(η̄

τ
t )

2∥yxt
− yt∥2 + 3L2

xy η̄
τ
t

τ−1∑
τ̄=t

ητ̄∥zt − zτ̄∥2 + 3∥
τ−1∑
τ̄=t

ητ̄
(
∇xyg(xt, yt)−∇xyg(xt, yt; ζτ̄ ,3)

)
∥2

(14)

Combine Eq (13) and (14) with Eq. (12) and denote L̃2
1 =

(
L2 +

2L2
xyC

2
f

µ2

)
to have:

∥
τ−1∑
τ̄=t

ητ̄
(
ντ̄ −∇h(xt)

)
∥2

≤ 6L̃2
1(η̄

τ
t )

2∥yxt
− yt∥2 + 6L̃2

1η̄
τ
t

τ−1∑
τ̄=t

ητ̄∥zt − zτ̄∥2 + 8L2(η̄τt )
2∥uxt

− ut∥2 + 8L2η̄τt

τ−1∑
τ̄=t

ητ̄∥ut − uτ̄∥2

+ 6∥
τ−1∑
τ̄=t

ητ̄
(
∇xf(xt, yt)−∇xf(xt, yt; ξτ̄ ,2)

)
∥2 +

12C2
f

µ2
∥
τ−1∑
τ̄=t

ητ̄
(
∇xyg(xt, yt)−∇xyg(xt, yt; ζτ̄ ,3)

)
∥2

(15)

Next, for the term ∥
∑τ−1

τ̄=t ρτ̄ (∇rxt(ut)− qτ̄ )∥2, we have:

∥∥ τ−1∑
τ̄=t

ρτ̄
(
∇rxt

(ut)− qτ̄
)∥∥2

≤
∥∥ τ−1∑

τ=t

ρτ̄
(
∇y2g(xτ̄ , yτ̄ , ζτ̄ ,2)uτ̄ −∇yf(xτ̄ , yτ̄ , ξτ̄ ,1)−

(
∇y2g(xt, yxt)ut −∇yf(xt, yxt)

)∥∥2
≤ 2∥

τ−1∑
τ̄=t

ρτ̄
(
∇yf(xt, yxt

)−∇yf(xτ̄ , yτ̄ ; ξτ̄ ,1)
)
∥2

+ 2∥
τ−1∑
τ̄=t

ρτ̄
(
∇y2g(xt, yxt

)ut −∇y2g(xτ̄ , yτ̄ ; ζτ̄ ,2)uτ̄

)
∥2

≤ 2∥
τ−1∑
τ̄=t

ρτ̄
(
∇yf(xt, yxt)−∇yf(xτ̄ , yτ̄ ; ξτ̄ ,1)

)
∥2

+ 4∥
τ−1∑
τ̄=t

ρτ̄∇y2g(xτ̄ , yτ̄ ; ζτ̄ ,2)
(
ut − uτ̄

)
∥2 +

4C2
f

µ2
∥
τ−1∑
τ̄=t

ρτ̄
(
∇y2g(xt, yxt

)−∇y2g(xτ̄ , yτ̄ ; ζτ,2)
)
∥2

≤ 2∥
τ−1∑
τ̄=t

ρτ̄
(
∇yf(xt, yxt

)−∇yf(xτ̄ , yτ̄ ; ξτ̄ ,1)
)
∥2 + 4L2ρ̄τt

τ−1∑
τ̄=t

ρτ̄∥(ut − uτ̄ )∥2

+
4C2

f

µ2
∥
τ−1∑
τ̄=t

ρτ̄
(
∇y2g(xt, yxt

)−∇y2g(xτ̄ , yτ̄ ; ζτ,2)
)
∥2
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The first and the third terms can be bounded similarly as in Eq. (13) and Eq. (14), and denote

L̃2
2 =

(
L2 +

2L2
y2C

2
f

µ2

)
, then we have:

∥∥ τ−1∑
τ̄=t

ρτ̄
(
∇rxt

(ut)− qτ̄
)∥∥2

≤ 6L̃2
2(ρ̄

τ
t )

2∥yxt
− yt∥2 + 6L̃2

2ρ̄
τ
t

τ−1∑
τ̄=t

ρτ̄∥zt − zτ̄∥2 + 4L2ρ̄τt

τ−1∑
τ̄=t

ρτ̄∥ut − uτ̄∥2

+ 6∥
τ−1∑
τ̄=t

ρτ̄
(
∇yf(xt, yt)−∇yf(xt, yt; ξτ̄ ,1)

)
∥2 +

12C2
f

µ2
∥
τ−1∑
τ̄=t

ρτ̄
(
∇y2g(xt, yt)−∇y2g(xt, yt; ζτ̄ ,2)

)
∥2

(16)

Finally, for ∥
∑τ−1

τ̄=t γτ̄ (∇yg(xτ̄ , yτ̄ , ζτ̄ ,1)−∇yg(xt, yt))∥2, we have:

∥
τ−1∑
τ̄=t

γτ̄
(
∇yg(xτ̄ , yτ̄ , ζτ̄ ,1)−∇yg(xt, yt)

)
∥2

≤ 2∥
τ−1∑
τ̄=t

γτ̄
(
∇yg(xτ̄ , yτ̄ , ζτ̄ ,1)−∇yg(xt, yt, ζτ̄ ,1))

)
∥2

+ 2∥
τ−1∑
τ̄=t

γτ̄
(
∇yg(xt, yt, ζτ̄ ,1)−∇yg(xt, yt)

)
∥2

≤ 2L2γ̄τ
t

τ−1∑
τ̄=t

γτ̄∥zτ̄ − zt∥2 + 2∥
τ−1∑
τ̄=t

γτ̄
(
∇yg(xt, yt)−∇yg(xt, yt, ζτ̄ ,1)

)
∥2 (17)

This completes the proof.

Lemma B.9. For all t ≥ 0 and any constant m > 0, suppose η̄t < 1
2L̄

, the iterates generated satisfy:

h(xt+k) ≤ h(xt)−
η̄t
2
∥∇h(xt)∥2 −

η̄t
4
∥ν̄t∥2 + 3L̃2

1η̄t∥yxt
− yt∥2 + 3L̃2

1

t+k−1∑
τ=t

ητ∥zt − zτ∥2

+ 4L2η̄t∥uxt
− ut∥2 + 4L2

t+k−1∑
τ=t

ητ∥ut − uτ∥2 +
3

η̄t
∥
t+k−1∑
τ=t

ητ
(
∇xf(xt, yt)−∇xf(xt, yt; ξτ,2)

)
∥2

+
6C2

f

η̄tµ2
∥
t+k−1∑
τ=t

ητ
(
∇xyg(xt, yt)−∇xyg(xt, yt; ζτ,3)

)
∥2

Proof. By the smoothness of f , we have:

h(xt+k) ≤ h(xt) + ⟨∇h(xt), xt+k − xt⟩+
L̄

2
∥xt+k − xt∥2

= h(xt)− η̄t⟨∇h(xt), ν̄t⟩+
η̄2t L̄

2
∥ν̄t∥2

(a)
= h(xt)−

η̄t
2
∥∇h(xt)∥2 +

η̄t
2
∥∇h(xt)− ν̄t∥2 −

(
η̄t
2

− η̄2t L̄

2

)
∥ν̄t∥2

(b)

≤ h(xt)−
η̄t
2
∥∇h(xt)∥2 +

η̄t
2
∥∇h(xt)− ν̄t∥2 −

η̄t
4
∥ν̄t∥2 (18)
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where equality (a) uses ⟨a, b⟩ = 1
2 [∥a∥

2 + ∥b∥2 − ∥a − b∥2]; (b) follows the assumption that
η̄t < 1/2L̄. Next, for the third term, by using Eq. (15), we have:

η̄t
2
∥∇h(xt)− ν̄t∥2 ≤ 3L̃2

1η̄t∥yxt
− yt∥2 + 3L̃2

1

t+k−1∑
τ=t

ητ∥zt − zτ∥2

+ 4L2η̄t∥uxt
− ut∥2 + 4L2

t+k−1∑
τ=t

ητ∥ut − uτ∥2

+
3

η̄t
∥
t+k−1∑
τ=t

ητ
(
∇xf(xt, yt)−∇xf(xt, yt; ξτ,2)

)
∥2

+
6C2

f

η̄tµ2
∥
t+k−1∑
τ=t

ητ
(
∇xyg(xt, yt)−∇xyg(xt, yt; ζτ,3)

)
∥2

where L̃2
1 =

(
L2 +

2L2
xyC

2
f

µ2

)
. This completes the proof.

Lemma B.10. When γ̄t <
1
4L , the error of the inner variable yt are bounded through Eq. (19).

Proof. then by proposition B.19 and choose γ̄t <
1
4L , we have:

∥yt+k − yxt∥2 ≤ (1− µγ̄t
2

)∥yt − yxt∥2 −
γ̄2
t

2
∥∇yg(xt, yt)∥2 +

4γ̄t
µ

∥∇yg(xt, yt)− w̄t∥2

Furthermore, by the generalized triangle inequality, we have:

∥yt+k − yxt+k
∥2 ≤ (1 +

µγ̄t
4

)∥yt+k − yxt
∥2 + (1 +

4

µγ̄t
)∥yxt+k

− yxt
∥2

≤ (1 +
µγ̄t
4

)∥yt+k − yxt∥2 +
5κ2

µγ̄t
∥xt − xt+k∥2

≤ (1− µγ̄t
4

)∥yt − yxt
∥2 − γ̄2

t

2
∥∇yg(xt, yt)∥2 +

5κ2

µγ̄t
∥xt − xt+k∥2

+
10L2

µ

t+k−1∑
τ=t

γτ∥zt − zτ∥2 +
10

µγ̄t
∥
t+k−1∑
τ=t

γτ
(
∇yg(xt, yt)−∇yg(xt, yt; ζτ,1)

)
∥2

(19)

where the second inequality is due to γ̄t <
1
4L < 1

µ and uses Eq. (17). This completes the proof.

Lemma B.11. When ρ̄t <
1
4L , the error of variable ut are bounded through Eq. (20).

Proof. suppose we choose ρ̄t <
1
4L , then we have:

∥ut+k − uxt
∥2 ≤ (1− µρ̄t

2
)∥ut − uxt

∥2 − (ρ̄t)
2

2
∥∇rxt

(ut)∥2 +
4ρ̄t
µ

∥∇rxt
(ut)− q̄t∥2

20



Furthermore, by the generalized triangle inequality, we have:

∥ut+k − uxt+k
∥2 ≤ (1 +

µρ̄t
4

)∥ut+k − uxt∥2 + (1 +
4

µρ̄t
)∥uxt+k

− uxt∥2

≤ (1 +
µρ̄t
4

)∥ut+k − uxt
∥2 + 5L̂2

µρ̄t
∥xt − xt+k∥2

≤ (1− µρ̄t
4

)∥ut − uxt
∥2 − ρ̄2t

2
∥∇rxt

(ut)∥2 +
5L̂2

µρ̄t
∥xt − xt+k∥2

+
30L̃2

2ρ̄t
µ

∥yxt − yt∥2 +
30L̃2

2

µ

t+k−1∑
τ=t

ρτ∥zt − zτ∥2 +
20L2

µ

t+k−1∑
τ=t

ρτ∥ut − uτ∥2

+
30

µρ̄t
∥
t+k−1∑
τ=t

ρτ
(
∇yf(xt, yt)−∇yf(xt, yt; ξτ,1)

)
∥2

+
60C2

f

µ3ρ̄t
∥
t+k−1∑
τ=t

ρτ
(
∇y2g(xt, yt)−∇y2g(xt, yt; ζτ,2)

)
∥2 (20)

where in the last inequality, we use the condition that ρ̄t < 1
4L and Eq. (16). This completes the

proof.

Lemma B.12. Suppose η̄t ≤ min
(

1
96L̃2

1

, 1
32L2c21

, 1
128L2 ,

1
64L2c22

, 1
96L̃2

2c
2
2

)
, then the drift of zτ =

(xτ , yτ ) and uτ can be bounded as in Eq. (25) and Eq. (24).

Proof. We first have:

∥xt − xτ∥2 = ∥
τ−1∑
τ̄=t

ητ̄ντ̄∥2 ≤ 2∥
τ−1∑
τ̄=t

ητ̄
(
ντ̄ −∇h(xt)

)
∥2 + 2(η̄τt )

2∥∇h(xt)∥2

∥yt − yτ∥2 = ∥
τ−1∑
τ̄=t

γτ̄ωτ̄∥2 ≤ 2∥
τ−1∑
τ̄=t

γτ̄
(
∇yg(xτ̄ , yτ̄ , ζτ̄ ,1)−∇yg(xt, yt)

)
∥2 + 2(γ̄τ

t )
2∥∇yg(xt, yt)∥2

∥ut − uτ∥2 = ∥
τ−1∑
τ̄=t

ρτ̄qτ̄∥2 ≤ 2∥
τ−1∑
τ̄=t

ρτ̄
(
qτ̄ −∇rxt(ut)

)
∥2 + 2(ρ̄τt )

2∥∇rxt(ut)∥2 (21)

For the term ∥zt − zτ∥2, we have ∥zt − zτ∥2 = ∥xt − xτ∥2 + ∥yt − yτ∥2. Combine Eq. (21) with
Eq. (15) and (17), sum τ over [t, t+ k − 1] and use Proposition B.18 to have:

t+k−1∑
τ=t

ητ∥zt − zτ∥2 ≤
t+k−1∑
τ=t

ητ
( τ−1∑
τ̄=t

(
12L̃2

1η̄
τ
t ητ̄ + 4L2γ̄τ

t γτ̄
)
∥zt − zτ̄∥2

)
+ 2ᾱtη̄

2
t ∥∇h(xt)∥2 + 2ᾱtγ̄

2
t ∥∇yg(xt, yt)∥2

+ 12L̃2
1ᾱt(η̄t)

2∥yxt − yt∥2 + 16L2ᾱt(η̄t)
2∥uxt − ut∥2

+ 16L2η̄t

t+k−1∑
τ=t

ητ
( τ−1∑
τ̄=t

ητ̄∥ut − uτ̄∥2
)

+ 12η̄tη
2
t k

2−αC2 +
24C2

f

µ2
η̄tη

2
t k

2−αC2 + 4η̄tγ
2
t k

2−αC2
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By the fact that τ ≤ t+ k, we have:
t+k−1∑
τ=t

ητ∥zt − zτ∥2 ≤
t+k−1∑
τ=t

(
12L̃2

1(η̄t)
2ητ + 4L2η̄tγ̄tγτ

)
∥zt − zτ∥2

+ 2η̄3t ∥∇h(xt)∥2 + 2η̄tγ̄
2
t ∥∇yg(xt, yt)∥2

+ 12L̃2
1(η̄t)

3∥yxt − yt∥2 + 16L2(η̄t)
3∥uxt − ut∥2

+ 16L2(η̄t)
2
t+k−1∑
τ=t

ητ∥ut − uτ∥2

+ 12η̄tη
2
t k

2−αC2 +
24C2

f

µ2
η̄tη

2
t k

2−αC2 + 4η̄tγ
2
t k

2−αC2 (22)

For ∥ut − uτ∥2, we combine Eq. (21) with Eq. (16) and sum τ over [t, t+ k − 1] and use the fact
that τ ≤ t+ k to have:

t+k−1∑
τ=t

ητ∥ut − uτ∥2 ≤ 2η̄t(ρ̄t)
2∥∇rxt(ut)∥2 + 12L̃2

2η̄t(ρ̄t)
2∥yxt − yt∥2

+ 12L̃2
2η̄tρ̄t

t+k−1∑
τ=t

ρτ∥zt − zτ∥2 + 8L2η̄tρ̄t

t+k−1∑
τ=t

ρτ∥ut − uτ∥2

+ 12η̄tρ
2
tk

2−αC2 +
24C2

f η̄t

µ2
ρ2tk

2−αC2 (23)

Suppose we have γτ = c1ητ = 20κL̃3

µ ητ , ρτ = c2ητ = 40κL̂ητ and set:

(η̄t)
2 < min

(
1

96L̃2
1

,
1

32L2c21
,

1

128L2
,

1

64L2c22
,

1

96L̃2
2c

2
2

)
Then we combine Eq. (22) and Eq. (23) to have:

t+k−1∑
τ=t

ητ∥ut − uτ∥2 ≤ 4c22(η̄t)
3∥∇rxt

(ut)∥2 + 4η̄3t ∥∇h(xt)∥2 + 4c21η̄
3
t ∥∇yg(xt, yt)∥2

+
(
24 +

48C2
f

µ2
+ 8c21 + 24c22 +

48c22C
2
f

µ2

)
η̄tη

2
t k

2−αC2 (24)

and
t+k−1∑
τ=t

ητ∥zt − zτ∥2 ≤ 4c22(η̄t)
3∥∇rxt(ut)∥2 + 4η̄3t ∥∇h(xt)∥2 + 4c21η̄

3
t ∥∇yg(xt, yt)∥2

+
(
24 +

48C2
f

µ2
+ 8c21 + 24c22 +

48c22C
2
f

µ2

)
η̄tη

2
t k

2−αC2 (25)

This completes the proof.

Suppose we define the potential function G(t):
Gt = h(xt) + ϕy∥yt − yxt∥2 + ϕu∥ut − uxt∥2

where ϕu = 32L2η̄t

µρ̄t
, ϕy =

8L̃2
3η̄t

µγ̄t
and L̃2

3 = 960κ2L̃2
2 + 3L̃2

1.

Theorem B.13. Suppose Assumptions 4.1-4.4 are satisfied, and Assumption 4.5 is satisfied with some
α and C for the example order we use in Algorithm 1. We choose learning rates ηt = η, γ = c1η,
ρ = c2η and denote T = R× I be the total number of steps. Then for any pair of values (E, k) which
has T = E × k and η ≤ 1

kL̃0
, we have:

1

E

E−1∑
e=0

∥∇h(xke)∥2 ≤ 2∆

kEη
+ 2L̃2k−αC2

where c1, c2, L̃0, L̃ are constants related to the smoothness parameters of h(x), ∆ is the initial
sub-optimality, R and I are defined in Algorithm 1.

22



Proof. First we combine Lemma B.9-Lemma B.11, and use the condition that γt = 20κL̃3

µ ηt,

ρt = 40κL̂ηt, and by the assumption about gradient error:

Gt+k − Gt ≤ − η̄t
2
∥∇h(xt)∥2 −

4c1L̃
2
3(η̄t)

2

µ
∥∇yg(xt, yt)∥2 −

16c2L
2(η̄t)

2

µ
∥∇rxt(ut)∥2

− L̃2
3η̄t∥yxt

− yt∥2 − 4L2η̄t∥uxt
− ut∥2

+

t+k−1∑
τ=t

(
960κ2L̃2

2ητ + 3L̃2
1ητ + 80κ2L̃2

3ητ
)
∥zt − zτ∥2

+

t+k−1∑
τ=t

(
640κ2L2ητ + 4L2ητ

)
∥ut − uτ∥2

+
(
3 +

6C2
f

µ2
+

80L̃2
3

µ2
+ 960κ2 +

1920κ2C2
f

µ2

)η2t k2−αC2

η̄t
(26)

Suppose we denote L̃2
4 =

(
960κ2L̃2

2 + 3L̃2
1 + 80κ2L̃2

3 + 640κ2L2 + 4L2
)
, and set:

(η̄t)
2 < min

( 1

16L̃2
4

,
L̃4
3

c21µ
2L̃4

4

,
16L4

c22µ
2L̃4

4

,
L̃2
3

48L̃2
4L̃

2
2c

2
2

,
L̃2
3

48L̃2
4L̃

2
1

,
1

8L̃2
4

)
and we bound the terms ∥uxt

− ut∥2 and ∥zt − zτ∥2 through Lemma B.12 to have:

Gt+k − Gt ≤ − η̄t
2
∥∇h(xt)∥2 +

(
24 +

48C2
f

µ2
+ 8c21 + 24c22 +

48c22C
2
f

µ2

)
L̃2
4η̄tη

2
t k

2−αC2

+
(
3 +

6C2
f

µ2
+

80L̃2
3

µ2
+ 960κ2 +

1920κ2C2
f

µ2

)η2t k2−αC2

η̄t

Next suppose we set L̃4η̄t < 1, then we have:

Gt+k − Gt ≤ − η̄t
2
∥∇h(xt)∥2 +

(
24 +

48C2
f

µ2
+ 8c21 + 24c22 +

48c22C
2
f

µ2
+

3 +
6C2

f

µ2
+

80L̃2
3

µ2
+ 960κ2 +

1920κ2C2
f

µ2

)η2t k2−αC2

η̄t

For ease of notation we denote L̃2 =
(
24+

48C2
f

µ2 +8c21+24c22+
48c22C

2
f

µ2 +3+
6C2

f

µ2 +
80L̃2

3

µ2 +960κ2+
1920κ2C2

f

µ2

)
, then we have:

Gt+k − Gt ≤ − η̄t
2
∥∇h(xt)∥2 +

L̃2η2t k
2−αC2

η̄t

Sum the above inequality over E phases to have:
E−1∑
e=0

η̄ke
2

∥∇h(xke)∥2 ≤ G0 − GkE +

E−1∑
e=0

L̃2η2kek
2−αC2

η̄ke

≤ ∆h + ϕy∆y + ϕu∆u +

E−1∑
e=0

L̃2η2kek
2−αC2

η̄ke

we define ∆h = h(x0)− h∗ as the initial sub-optimality of the function, ∆y = ∥y0 − yx0∥2 as the
initial sub-optimality of the inner variable estimation, ∆u = ∥u0−ux0

∥2 as the initial sub-optimality
of the hyper-gradient estimation. Then suppose we choose ηt = η be some constant, then we have:

kη

2

E−1∑
e=0

∥∇h(xke)∥2 ≤ ∆h + ϕy∆y + ϕu∆u + L̃2Ek1−αC2η
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Divide by kEη/2 on both sides to have:

1

E

E−1∑
e=0

∥∇h(xke)∥2 ≤ 2

kEη

(
∆h + ϕy∆y + ϕu∆u

)
+ 2L̃2k−αC2

Suppose we choose the largest η = 1
kL̃0

such that the conditions of Lemma B.9-Lemma B.12 are
satisfied, then we have:

1

E

E−1∑
e=0

∥∇h(xke)∥2 ≤ 2L̃0

E

(
∆+ ϕy∆y + ϕu∆u

)
+ 2L̃2k−αC2

Then to reach an ϵ-stationary point, we need to have:

E ≥ 4L̃0∆

ϵ2
, and , k ≥

(
4L̃2C2

ϵ2

)1/α

in other words T = Ek ≥ 4L̃0(4L̃
2C2)1/α∆

ϵ2+2/α . This completes the proof.

B.2 Proof for conditional bilevel optimization problems

In this section we study the convergence rate of Algorithm 2.
Lemma B.14. For all t ≥ 0 and any constant k > 0, suppose η̄t < 1

4L̄
, the iterates generated satisfy:

h(xt+k) ≤ h(xt)−
kη

8
∥∇h(xt)∥2 −

kη

4
∥ν̄t∥2 + 3

(
1 +

4κ2(192C2
f + 96 ∗ 24L̃2

2)

µ2
+

48L̃2
1

µ2

)
ηk1−αC2

+ 12ηkL2(1− kµρ

2
)El∆u + 3ηk(2L̃2

1 + 4 ∗ 96κ2L̃2
2)(1−

kµγ

2
)El∆y

Proof. By the smoothness of f , follow similar derivation as in Eq. (18), we have:

h(xt+k) ≤ h(xt)−
η̄t
2
∥∇h(xt)∥2 +

η̄t
2
∥∇h(xt)− ν̄t∥2 −

η̄t
4
∥ν̄t∥2

In particular, for the term ∥
∑τ−1

τ̄=t ητ̄ (ντ̄ −∇h(xt))∥2, we have:∥∥ τ−1∑
τ̄=t

ητ̄
(
∇h(xt)− ντ̄

)∥∥2
≤ 3
∥∥ τ−1∑

τ̄=t

ητ̄
(
∇h(xt)−∇h(xt; ξτ̄ )

)∥∥2 + 3
∥∥ τ−1∑

τ̄=t

ητ̄
(
∇h(xt; ξτ̄ )−∇h(xτ̄ ; ξτ̄ )

)∥∥2 + 3
∥∥ τ−1∑

τ̄=t

ητ̄
(
∇h(xτ̄ ; ξτ̄ )− ντ̄

)∥∥2
≤ 3
∥∥ τ−1∑

τ̄=t

ητ̄
(
∇h(xt)−∇h(xt; ξτ̄ )

)∥∥2 + 3L̄2η̄τt

τ−1∑
τ̄=t

ητ̄
∥∥xt − xτ̄

∥∥2 + 3η̄τt

τ−1∑
τ̄=t

ητ̄
∥∥∇h(xτ̄ ; ξτ̄ )− ντ̄

∥∥2
(27)

For the third term, we follow similar derivation as in Eq. (12)-Eq. (15), we have:∥∥(∇h(xτ ; ξτ )− ντ
)∥∥2

=
∥∥(∇xf(xτ , y

ξτ
xτ
; ξτ )−∇xyg

ξτ (xτ , y
ξτ
xτ
)uξτ

xτ
− (∇xf(xτ , yτ,Tl

; ξτ )−∇xyg
ξτ (xτ , yτ,Tl

)uτ,Tl
)
)∥∥2

≤ 2L̃2
1∥yξτxτ

− yτ,Tl
∥2 + 4L2∥uξτ

xτ
− uτ,Tl

∥2 (28)

where L̃2
1 =

(
L2 +

2L2
xyC

2
f

µ2

)
. Combine Eq. (27) and Eq. (28), we have:

h(xt+k) ≤ h(xt)−
η̄t
2
∥∇h(xt)∥2 −

η̄t
4
∥ν̄t∥2 +

3

2η̄t

∥∥ t+k−1∑
τ=t

ητ
(
∇h(xt)−∇h(xt; ξτ )

)∥∥2
+

3L̄2

2

t+k−1∑
τ=t

ητ
∥∥xt − xτ

∥∥2 + t+k−1∑
τ=t

ητ
(
3L̃2

1∥yξτxτ
− yτ,Tl

∥2 + 6L2∥uξτ
xτ

− uτ,Tl
∥2
)
(29)
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For the term
∑t+k−1

τ=t ητ
∥∥xt − xτ

∥∥2, by Eq. (27) and Eq. (28), we have:

∥∥xt − xτ

∥∥2 ≤ 2∥
τ−1∑
τ̄=t

ητ̄
(
ντ̄ −∇h(xt)

)
∥2 + 2(η̄τt )

2∥∇h(xt)∥2

≤ 6
∥∥ τ−1∑

τ̄=t

ητ̄
(
∇h(xt)−∇h(xt; ξτ̄ )

)∥∥2 + 6L̄2η̄τt

τ−1∑
τ̄=t

ητ̄
∥∥xt − xτ̄

∥∥2
+ 6η̄τt

τ−1∑
τ̄=t

ητ̄
(
2L̃2

1∥yξτ̄xτ̄
− yτ̄ ,Tl

∥2 + 4L2∥uξτ̄
xτ̄

− uτ̄ ,Tl
∥2
)
+ 2(η̄τt )

2∥∇h(xt)∥2

≤ 6η2t k
2−αC2 + 6L̄2η̄t

t+k−1∑
τ̄=t

ητ̄
∥∥xt − xτ̄

∥∥2
+ 6η̄t

t+k−1∑
τ̄=t

ητ̄
(
2L̃2

1∥yξτ̄xτ̄
− yτ̄ ,Tl

∥2 + 4L2∥uξτ̄
xτ̄

− uτ̄ ,Tl
∥2
)
+ 2(η̄t)

2∥∇h(xt)∥2

Multiply ητ on both sides and sum over [t, t+ k − 1], we have:

(1− 6L̄2(η̄t)
2)

t+k−1∑
τ=t

ητ
∥∥xt − xτ

∥∥2 ≤ 6(η̄t)
2
t+k−1∑
τ̄=t

ητ̄
(
2L̃2

1∥yξτ̄xτ̄
− yτ̄ ,Tl

∥2 + 4L2∥uξτ̄
xτ̄

− uτ̄ ,Tl
∥2
)

+ 2(η̄t)
3∥∇h(xt)∥2 + 6η̄tη

2
t k

2−αC2

By the condition that η̄t < 1
4L̄

, we have:

t+k−1∑
τ=t

ητ
∥∥xt − xτ

∥∥2 ≤ 12(η̄t)
2
t+k−1∑
τ̄=t

ητ̄
(
2L̃2

1∥yξτ̄xτ̄
− yτ̄ ,Tl

∥2 + 4L2∥uξτ̄
xτ̄

− uτ̄ ,Tl
∥2
)

+ 4(η̄t)
3∥∇h(xt)∥2 + 12η̄tη

2
t k

2−αC2 (30)

Combine Eq. (30) with Eq. (29), then we have:

h(xt+k) ≤ h(xt)− (
η̄t
2

− 6L̄2(η̄t)
3)∥∇h(xt)∥2 −

η̄t
4
∥ν̄t∥2 +

3

2η̄t

∥∥ t+k−1∑
τ=t

ητ
(
∇h(xt)−∇h(xt; ξτ )

)∥∥2
+ 18L̄2η̄tη

2
t k

2−αC2 + (1 + 12(η̄t)
2L̄2)

t+k−1∑
τ=t

ητ
(
3L̃2

1∥yξτxτ
− yτ,Tl

∥2 + 6L2∥uξτ
xτ

− uτ,Tl
∥2
)

≤ h(xt)−
η̄t
8
∥∇h(xt)∥2 −

η̄t
4
∥ν̄t∥2 +

3

η̄t
η2t k

2−αC2

+

t+k−1∑
τ=t

ητ
(
6L̃2

1∥yξτxτ
− yτ,Tl

∥2 + 12L2∥uξτ
xτ

− uτ,Tl
∥2
)

(31)

where the second inequality uses the conditions that η̄t < 1
4L̄

. By Lemma B.16,we have:

h(xt+k) ≤ h(xt)−
kη

8
∥∇h(xt)∥2 −

kη

4
∥ν̄t∥2 + 3

(
1 +

4κ2(192C2
f + 96 ∗ 24L̃2

2)

µ2
+

48L̃2
1

µ2

)
ηk1−αC2

+ 12ηkL2(1− kµρ

2
)El∆u + 3ηk(2L̃2

1 + 4 ∗ 96κ2L̃2
2)(1−

kµγ

2
)El∆y (32)

where ∆u and ∆y denotes the upper bounds of the initial estimation errors of yx and ux. This
completes the proof.

Lemma B.15. Suppose we have γ̄l < 1
2L and ρ̄l < 1

2L , then
∑l+k−1

l′=l
γl′∥yl′ − yl∥2 and∑l+k−1

l′=l
ρl′∥ul − ul′∥2 can be bounded as in Eq. (33) and Eq. (34)
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Proof. We first bound
∑l+k−1

l′=l
γl′∥yl′ − yl∥2, in fact, we have:

∥yl − yl′∥
2 = ∥

l
′
−1∑

l̄′=l

γ
l̄′
w

l̄′
∥2 ≤ 2∥

l
′
−1∑

l̄′=l

γ
l̄′
(
∇yg

ζ ¯
l
′ (x, y

l̄′
)−∇yg(x, yl)

)
∥2 + 2(γ̄l

′

l )
2∥∇yg(x, yl)∥2

≤ 4L2γ̄l
′

l

l
′
−1∑

l̄′=l

γ
l̄′
∥y

l̄′
− yl∥2 + 2(γ̄l

′

l )
2∥∇yg(x, yl)∥2 + 4∥

l
′
−1∑

l̄′=l

γ
l̄′
(
∇yg

ζ ¯
l
′ (x, yl)−∇yg(x, yl)

)
∥2

≤ 4L2γ̄l

l+k−1∑
l̄′=l

γ
l̄′
∥y

l̄′
− yl∥2 + (γ̄l)

2∥∇yg(x, yl)∥2 + 4γ2
l k

2−αC2

Multiple γl′ on both sides, and then sum l
′

in [l, l + k − 1], we have:

(1− 4L2γ̄2
l )

l+k−1∑
l′=l

γl′∥yl′ − yl∥2 ≤ 2(γ̄l)
3∥∇yg(x, yl)∥2 + 4γ̄lγ

2
l k

2−αC2

Since we have γ̄l <
1
2L , we have:

l+k−1∑
l′=l

γl′∥yl′ − yl∥2 ≤ 4(γ̄l)
3∥∇yg(x, yl)∥2 + 8γ̄lγ

2
l k

2−αC2 (33)

Next for
∑l+k−1

l′=l
ρl′∥ul − ul′∥2, we have:

∥ul − ul′∥
2 = ∥

l
′
−1∑

l̄′=t

ρ
l̄′
q
l̄′
∥2 ≤ 2∥

l
′
−1∑

l̄′=l

ρ
l̄′
(
q
l̄′
−∇rx(ul)

)
∥2 + 2(ρ̄l

′

l )
2∥∇rx(ul)∥2

≤ 12L̃2
2(ρ̄

l
′

l )
2∥yx − yTl

∥2 + 8L2ρ̄l
′

l

l
′
−1∑

l̄′=l

ρ
l̄′
∥ul − u

l̄′
∥2 + 2(ρ̄l

′

l )
2∥∇rx(ul)∥2

+
24C2

f

µ2
∥
l
′
−1∑

l̄′=l

ρ
l̄′
(
∇y2g(x, yTl

)−∇y2g
ζ ¯
l
′ (x, yTl

)
)
∥2

≤ 12L̃2
2(ρ̄l)

2∥yx − yTl
∥2 + 8L2ρ̄l

l+k−1∑
l̄′=l

ρ
l̄′
∥ul − u

l̄′
∥2 + 2(ρ̄l)

2∥∇rx(ul)∥2 +
24C2

f

µ2
ρ2l k

2−αC2

Multiple ρl′ on both sides, and then sum l
′

in [l, l + k − 1], we have:

(1− 8L2ρ̄2l )

l+k−1∑
l′=l

ρl′∥ul − ul′∥
2 ≤ 12L̃2

2(ρ̄l)
3∥yx − yTl

∥2 + 2(ρ̄l)
3∥∇rx(ul)∥2 +

24C2
f

µ2
ρ̄lρ

2
l k

2−αC2

Since we have ρ̄l <
1
2L , we have:

l+k−1∑
l′=l

ρl′∥ul − ul′∥
2 ≤ 24L̃2

2(ρ̄l)
3∥yx − yTl

∥2 + 4(ρ̄l)
3∥∇rx(ul)∥2 +

48C2
f

µ2
ρ̄lρ

2
l k

2−αC2 (34)

Lemma B.16. When γ̄t <
1

128Lκ and ρ̄t <
1

256Lκ , the error of the inner variable yl and the variable
ul are bounded through Eq. (35) and Eq. (36).

Proof. Since the outer iteration t is fixed for each inner loop, we omit t and ξt in the notation
for clarity. Furthermore, we assume performing the updates to y and u separately in Algorithm 2.
Although the alternative updates in Algorithm 2 is appealing in practice as we can reuse ∇yg for
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∇y2g, update y first and u next can avoid treating complicated higher order terms. Follow similar
derivation of Lemma B.10, if γ̄t < 1

4L , we have:

∥yl+k − yx∥2 ≤ (1− µγ̄l
2

)∥yl − yx∥2 −
γ̄2
l

2
∥∇yg(x, yl)∥2

+ 8Lκ

l+k−1∑
l′=l

γl′∥yl′ − yl∥2 +
8

µγ̄l
∥
l+k−1∑
l′=l

γl′
(
∇yg(x, yl)−∇yg(x, yl; ζl′ )

)
∥2

Combine with Eq. (33) and use the condition that γ̄l < 1
128Lκ < 1

4L , we have:

∥yl+k − yx∥2 ≤ (1− µγ̄l
2

)∥yl − yx∥2 −
γ̄2
l

4
∥∇yg(x, yl)∥2 + 64Lκγ̄lγ

2
l k

2−αC2 +
8

µγ̄l
γ2
l k

2−αC2

Suppose we perform El rounds, then by telescoping, we have:

∥yTl
− yx∥2 ≤ (1− kµγ

2
)El∥y0 − yx∥2 +

24k−αC2

µ2
+

El−1∑
e=0

(1− kµγ

2
)El−e

(
− k2γ2

4
∥∇yg(x, yek)∥2

)
(35)

Next, follow similar derivations as in Lemma B.11 and choose ρ̄t <
1
4L , then we have:

∥ul+k − ux∥2 ≤ (1− µρ̄l
2

)∥ul − ux∥2 −
(ρ̄l)

2

2
∥∇rx(ul)∥2 +

24L̃2
2(ρ̄t)

µ
∥yx − yTl

∥2

+ 16Lκ

l+k−1∑
l′=l

ρl′∥ul − ul′∥
2 +

48C2
f

µ3ρ̄l
∥
l+k−1∑
l′=l

ρl′
(
∇y2g(x, yTl

)−∇y2g(x, yTl
; ζl′ )

)
∥2

Combine with Eq. (34) and use the condition that ρ̄l < 1
256Lκ < 1

4L , we have:

∥ul+k − ux∥2 ≤ (1− µρ̄l
2

)∥ul − ux∥2 −
(ρ̄l)

2

4
∥∇rx(ul)∥2 +

48L̃2
2(ρ̄l)

µ
∥yx − yTl

∥2 +
96C2

f

µ3ρ̄l
ρ2l k

2−αC2

we perform El rounds, then by telescoping, we have:

∥uTl
− ux∥2 ≤ (1− kµρ

2
)El∥u0 − ux∥2 +

192C2
fC

2k−α

µ4
+

96L̃2
2

µ2
∥yx − yTl

∥2

+

El−1∑
e=0

(1− kµρ

2
)El−e

(
− k2ρ2

4
∥∇yrx(uek)∥2

)
(36)

This completes the proof.

Theorem B.17. Suppose Assumptions 4.1-4.4 and 4.7 are satisfied, and Assumption 4.5 is satisfied
with some α and C for the example order we use in Algorithm 2. We choose learning rates ηt = η =
1

8kL̄
, γt = γ = 1

256kLκ , ρt = ρ = 1
512kLκ and denote T = R×m be the total number of outer steps

and Tl = S ×max(ni) be the maximum inner steps. Then for any pair of values (E, k) which has
T = E × k and Tl = El × k, we have:

1

E

E−1∑
e=0

∥∇h(xke)∥2 ≤ 8∆h

kEη
+ Cu(1−

kµρ

2
)El∆u + Cy(1−

kµγ

2
)El∆y + (C

′
)2C2k−α

where Cu, Cy, C
′
, L̃ are constants related to the smoothness parameters of h(x), ∆h, ∆u, ∆y are

the initial sub-optimality, R and S are defined in Algorithm 2.

Proof. First, by Lemma B.14, we have:

h(xt+k) ≤ h(xt)−
kη

8
∥∇h(xt)∥2 −

kη

4
∥ν̄t∥2 + 3

(
1 +

4κ2(192C2
f + 96 ∗ 24L̃2

2)

µ2
+

48L̃2
1

µ2

)
ηk1−αC2

+ 12ηkL2(1− kµρ

2
)El∆u + 3ηk(2L̃2

1 + 4 ∗ 96κ2L̃2
2)(1−

kµγ

2
)El∆y
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Sum the above inequality over E phases to have:

kη

8

E−1∑
e=0

∥∇h(xke)∥2 ≤ ∆h + 12ηkEL2(1− kµρ

2
)El∆u + 3ηkE(2L̃2

1 + 4 ∗ 96κ2L̃2
2)(1−

kµγ

2
)El∆y

+ 3E
(
1 +

4κ2(192C2
f + 96 ∗ 24L̃2

2)

µ2
+

48L̃2
1

µ2

)
ηk1−αC2

Divide by kEη/8 on both sides to have:

1

E

E−1∑
e=0

∥∇h(xke)∥2 ≤ 8∆h

kEη
+ 96L2(1− kµρ

2
)El∆u + 24(2L̃2

1 + 4 ∗ 96κ2L̃2
2)(1−

kµγ

2
)El∆y

+ 24
(
1 +

4κ2(192C2
f + 96 ∗ 24L̃2

2)

µ2
+

48L̃2
1

µ2

)
k−αC2

By the condition η < 1
4kL̄

, γ < 1
128kLκ and ρ < 1

256kLκ , we choose η = 1
8kL̄

, γ = 1
256kLκ and

ρ = 1
512kLκ , then we have:

1

E

E−1∑
e=0

∥∇h(xke)∥2 ≤ 64L̄∆h

E
+ 96L2(1− kµρ

2
)El∆u + 24(2L̃2

1 + 4 ∗ 96κ2L̃2
2)(1−

kµγ

2
)El∆y

+ 24
(
1 +

4κ2(192C2
f + 96 ∗ 24L̃2

2)

µ2
+

48L̃2
1

µ2

)
k−αC2

Then to reach an ϵ-stationary point, we need to have:

E ≥ 128L̄∆

ϵ2
, and , kα ≥ 48C2

ϵ2

(
1 +

4κ2(192C2
f + 96 ∗ 24L̃2

2)

µ2
+

48L̃2
1

µ2

)
and El = O(log(ϵ−1)). This completes the proof.

Proposition B.18. Given Assumptions 4.3-4.4, Assumption 4.7 and Assumption 4.5 hold, then
we have: ∥

∑τ−1
τ̄=t ητ̄

(
∇yg(xt, yxt

) − ∇yg(xτ̄ , yτ̄ ; ζτ̄ ,1)
)
∥2 ≤ η2k2−αC2 for any τ ≤ t + k − 1.

The same upper bound is achieved for other properties: ∇h(x), ∇xf(x, y),∇yg(x, y), ∇y2g(x, y),
∇xyg(x, y)

Proof. This proposition can be adapted from Lemma 2 of [34].

Proposition B.19. Suppose we have function g(y), which is L-smooth and µ-strongly-convex, then
suppose γ < 1

2L , the progress made by one step of gradient descent is:

∥yt+1 − y∗∥2 ≤
(
1− µγ

2

)
∥yt − y∗∥2 − γ2

2
∥∇yg(yt)∥2 +

4γ

µ
∥∇yg(yt)− wt∥2

where y∗ is the minimum of g(y) and we have update rule yt+1 = yt − γωt.

Proof. First, by the strong convexity of of function g(y), we have:

g(y∗) ≥ g(yt) + ⟨∇yg(yt), y
∗ − yt⟩+

µ

2
∥y∗ − yt∥2

= g(yt) + ⟨∇yg(yt), y
∗ − yt+1⟩+ ⟨∇yg(yt), yt+1 − yt⟩+

µ

2
∥y∗ − yt∥2 (37)

Then by L-smoothness, we have:

L

2
∥yt+1 − yt∥2 ≥ g(yt+1)− g(yt)− ⟨∇yg(yt), yt+1 − yt⟩ (38)
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Combining the 37 with 38, we have:

g(y∗) ≥ g(yt+1) + ⟨∇yg(yt), y
∗ − yt⟩+ γ⟨∇yg(yt), wt⟩+

µ

2
∥y∗ − yt∥2 −

L

2
∥yt+1 − yt∥2

≥ g(yt+1) +
γ

2
∥wt∥2 +

γ

2
∥∇yg(yt)∥2 −

γ

2
∥wt −∇yg(yt)∥2 + ⟨wt, y

∗ − yt⟩

+ ⟨∇yg(yt)− wt, y
∗ − yt⟩+

µ

2
∥y∗ − yt∥2 −

Lγ2

2
∥ωt∥2

≥ g(yt+1) +
(γ
2
− Lγ2

2

)
∥wt∥2 +

γ

2
∥∇yg(yt)∥2 −

γ

2
∥wt −∇yg(yt)∥2 + ⟨wt, y

∗ − yt⟩

+ ⟨∇yg(yt)− wt, y
∗ − yt⟩+

µ

2
∥y∗ − yt∥2

By definition of y∗, we have g(y∗) ≥ g(yt+1). Thus, we obtain

0 ≥
(γ
2
− Lγ2

2

)
∥wt∥2 +

γ

2
∥∇yg(yt)∥2 −

γ

2
∥wt −∇yg(yt)∥2 + ⟨wt, y

∗ − yt⟩

+ ⟨∇yg(yt)− wt, y
∗ − yt⟩+

µ

2
∥y∗ − yt∥2 (39)

Considering the outer bound of the second term ⟨∇yg(yt)− wt, y
∗ − yt⟩, we have

− ⟨∇yg(yt)− wt, y
∗ − yt⟩ ≤

1

µ
∥∇yg(yt)− wt∥2 +

µ

4
∥y∗ − yt∥2

Combining with Eq. 39:

0 ≥
(γ
2
− Lγ2

2

)
∥wt∥2 +

γ

2
∥∇yg(yt)∥2 −

(γ
2
+

1

µ

)
∥wt −∇yg(yt)∥2 + ⟨wt, y

∗ − yt⟩

+
µ

4
∥y∗ − yt∥2

By yt+1 = yt − γωt, we have:

∥yt+1 − y∗∥2 = ∥yt − γωt − y∗∥2 = ∥yt − y∗∥2 − 2γ⟨ωt, yt − y∗⟩+ γ2∥ωt∥2

≤
(
1− µγ

2

)
∥yt − y∗∥2 − γ2∥∇yg(yt)∥2 + Lγ3∥ωt∥2 +

(
γ2 +

2γ

µ

)
∥∇yg(yt)− wt∥2

Then since we choose γ < 1
4L < 1

µ , we obtain:

∥yt+1 − y∗∥2 ≤
(
1− µγ

2

)
∥yt − y∗∥2 − γ2

2
∥∇yg(yt)∥2 +

4γ

µ
∥∇yg(yt)− wt∥2

This completes the proof.

Corollary B.20. For Algorithm 3 and Algorithm 4, suppose Assumptions (the bounded gradient
assumption is not required for the minimax problem) and conditions are satisfied as in Theorem 4.6,
to reach an ϵ-stationary point, we need O(ϵ−4) examples if they are sampled independently, while
O((max(m,n))pϵ−3) if some random-permutation-based without-replacement sampling is used.
Corollary B.21. For Algorithm 5, suppose Assumptions and conditions are satisfied as in Theorem 4.8,
to reach an ϵ-stationary point, we need O(ϵ−6) examples if they sampled independently, while
O((max(m,n))2pϵ−4) if examples are sampled following some random-permutation-based without-
replacement sampling.

It is straightforward to derive the above corollaries from Theorem 4.6 and Theorem 4.8, we omit the
proof here.

C Comparison of WiOR-BO with Other Acceleration Methods of Bilevel
Optimization

In this section, we compare our algorithms with other variance reduction based algorithms for bilevel
optimization. For the unconditional case, WiOR-BO obtain the same O(ϵ−3) rate as STORM-based
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Table 2: Comparisons of the Bilevel Opt. & Conditional Bilevel Opt. algorithms for finding
an ϵ-stationary point. An ϵ-stationary point is defined as ∥∇h(x)∥ ≤ ϵ. Gc(f, ϵ) and Gc(g, ϵ)
denote the number of gradient evaluations w.r.t. f(x, y) and g(x, y); JV (g, ϵ) denotes the number
of Jacobian-vector products; HV (g, ϵ) is the number of Hessian-vector products. m and n are the
number of data examples for the outer and inner problems, in particular, n is the maximum number
of inner problems for conditional bilevel optimization. Our methods have a dependence over example
numbers (max(m,n))q , q is a value decided by without-replacement sampling strategy and can have
value in [0, 1] (A herding-based permutation [33] can let q = 0).

Setting Algorithm Gc(f, ϵ) Gc(g, ϵ) JV (g, ϵ) HV (g, ϵ)

B.O.

BSA [17] O(ϵ−4) O(ϵ−6) O(ϵ−4) O(ϵ−4)
TTSA [22] O(ϵ−5) O(ϵ−5) O(ϵ−5) O(ϵ−5)

StocBiO [25] O(ϵ−4) O(ϵ−4) O(ϵ−4) O(ϵ−4)
SOBA [9] O(ϵ−4) O(ϵ−4) O(ϵ−r) O(ϵ−4)

MRBO [52] O(ϵ−3) O(ϵ−3) O(ϵ−3) O(ϵ−3)
VRBO [52] O(ϵ−3) O(ϵ−3) O(ϵ−3) O(ϵ−3)
SABA [9] O(max(m,n)2/3ϵ−2) O(max(m,n)2/3ϵ−2) O(max(m,n)2/3ϵ−2) O(max(m,n)2/3ϵ−2)
SRBA [10] O(max(m,n)1/2ϵ−2) O(max(m,n)1/2ϵ−2) O(max(m,n)1/2ϵ−2) O(max(m,n)1/2ϵ−2)

WiOR-BO(Ours) O((max(m,n))qϵ−3) O((max(m,n))qϵ−3) O((max(m,n))qϵ−3) O((max(m,n))qϵ−3)

Cond. B.O.
DL-SGD [23] O(ϵ−4) O(ϵ−6) O(ϵ−4) O(ϵ−4)

RT-MLMC [23] O(ϵ−4) O(ϵ−4) O(ϵ−4) O(ϵ−4)
WiOR-CBO (Ours) O((max(m,n))qϵ−3) O((max(m,n))2qϵ−4) O(n(max(m,n))qϵ−3) O((max(m,n))2qϵ−4)

algorithm MRBO [52], while is slower than SVRG-type algorithms which have O(nqϵ−2) such
as VRBO [52], SABA [9] and SRBA [10]. This relationship is similar to that for the single level
optimization problems. However, as a SGD-type algorithm, WiOR-BO is much simpler to implement
in practice compared to STORM-based and ARVG-based algorithms. More specifically, WIOR-
BO has fewer hyper-parameters (learning rates for inner and outer problems) to tune compared to
MRBO, which has six independent hyper-parameters, and the optimal theoretical convergence rate
is achieved only if the complicated conditions among hyper-parameters are satisfied in Theorem 1
of [52] are satisfied, and this requires significant effort in practice. Next, SRBO/SABA evaluates the
full hyper-gradient at the start of each outer loop, where we need to evaluate the first and second
order derivatives over all samples in one step, which is very expensive for modern ML models (such
as the transformer model with billions of parameters). In contrast, our WiOR-BO never evaluates the
full gradient. Note that the inner loop length I = lcm(m,n) is analogous to the concept of "epoch"
in single level optimization: where we go over the data samples following a given order, but at each
step we evaluate gradient over a mini-batch of samples. The practical advantage of our WiOR-BO is
further verified by the superior performance over MRBO and VRBO in the Hyper-Data Cleaning
Task.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We provide detailed discussion of our proposed algorithms in the section
‘Without Replacement Sampling in Bilevel Optimization’, and followed by theoretical and
numerical studies in the subsequent sections.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Our theoretical analysis is based on a set of assumptions and we discuss their
limitations at the start of the section ‘Theoretical Analysis’.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: Assumptions and Proofs are included in the ‘Theoretical Analysis’ section in
the main text and appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: we clearly discuss the experimental settings in detail in section ‘applications
and numerical experiments’
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: the datasets used in experiments are publicly available and we include the code
implementation in the supplementary material.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Most of the experimental details can be found in Section 5, while the rest is
included in the Appendix A.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
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