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ABSTRACT

Machine translation (MT) is an important language technology that can democra-
tize access to information. In recent years, we have seen some progress in the de-
velopment and deployment in production of MT systems for a handful of African
languages. Evaluating the quality of such systems is fundamental to accelerating
progress in this area. Tigrinya is a language that is spoken by more than 10 million
native speakers mainly in Tigray, Ethiopia and Eritrea. In this work, we evaluated
the current status of state-of-the-art MT systems that support the translation of
Tigrinya to and from English: Google translate, Microsoft translator, and Lesan.
We systematically collected a dataset for evaluating Tigrinya MT systems across
four domains: Arts and Culture, Business and Economics, Politics as well as Sci-
ence and Technology. The dataset contains snippets from 806 articles gathered
from diverse sources. We performed an in-depth analysis of the errors current
systems make using MQM-DQF standard error typology. We found that Mis-
translation and Omission are the most frequent translation issues. We believe this
work gives a methodology for evaluating other machine translation systems for
low resource languages and we provide practical suggestions to improve current
Tigrinya - English MT systems.

1 INTRODUCTION

Error analysis is an important part of the process of developing and evaluating machine translation
systems because it allows researchers and developers to identify and understand the sources of errors
in machine translation output Vilar et al. (2006) Popović & Ney (2011). By analyzing errors in
machine translation, researchers can better understand the factors that contribute to translation errors
and the patterns of errors that occur in different languages and contexts. This knowledge can then
be used to improve machine translation systems by designing algorithms and systems that are better
able to handle the types of errors that are commonly encountered. It’s also important because it can
help to identify areas where machine translation systems are performing well and areas where they
are not. This can be useful in setting priorities for further research and development, as it can help
researchers to focus on the areas where there is the greatest need for improvement. Additionally,
error analysis can be used to evaluate the performance of different machine translation systems and
to compare their relative strengths and weaknesses.

The performance of current state-of-the-art Machine Translation on low-resource language pairs still
remains sub-optimal Maučec & Donaj (2019) compared to the high-resource counterparts, due to
the unavailability of large parallel corpora Ranathunga et al. (2021). Recently, MT systems such as
Google translate have added tens of new African languages Bapna et al. (2022). Microsoft translates
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also added nine new languages 1. One of those newly added languages is Tigrinya. There are other
systems such as Lesan Hadgu et al. (2022) that are dedicated to African languages. Tigrinya is a
language spoken by more than 10 million people in the Tigray region of Ethiopia and most parts
of Eritrea. It’s a low-resourced language where there are limited resources over the internet to train
machine translation systems.

Our main research objective is to quantify the most common translation issues present in current
machine translation systems for Tigrinya to and from English. Through a comprehensive analysis
of their weaknesses, we aim to provide practical suggestions for improvement.

2 RELATED WORK

MT systems are evaluated using automatic and human methods. There are several automatic met-
rics such as BLUE (Bilingual Evaluation Understudy) Papineni et al. (2002), TER (Translation Error
Rate) Snover et al. (2006), and METEOR (Metric for Evaluation of Translation with Explicit Order-
ing) Banerjee & Lavie (2005). These metrics measure the degree to which the machine-translated
text matches the correct translation Castilho et al. (2018) Han (2016). BLEU simply calculates
n-gram precision without explicitly taking into account intelligibility or grammatical correctness.
METEOR is based on a generalized concept of unigram matching between machine-produced trans-
lations and human reference translations. These metrics play a huge role to evaluate the models at
development time since human evaluation takes time. However, the capacity of such metrics to eval-
uate the syntactic and semantic equivalence is extremely limited Castilho et al. (2018) Han (2016).
Previous work in Hadgu et al. (2020) evaluated MT systems: Google translate, Microsoft translator
and Yandex translate for Amharic to and from English. They found an asymmetry in the quality
of translation between English to Amharic and vice-versa. Several studies have shown that hu-
man evaluation generally provides more reliable and quality results than automatic evaluation of
MT systemsFreitag et al. (2021) Chatzikoumi (2020). Mathur et al. (2020) compared different MT
evaluation methods. They conclude that manual (human) evaluation should be the gold standard
to establish significant improvements. Foradi et al. (2022) evaluated Google translate in translating
English to Persian using the MQM-DQF error topology.

One of the main advantages of human evaluation is that it can lead to error analysis. Error analysis
with a view to identifying different error types in machine translations can serve as a starting point
to making MT systems better Koponen (2010). It provides a closer look into the errors made by the
systems. There are no prior works that look into the type of errors that current MT systems make
for Tigrinya, i.e., error types and severity levels for Tigrinya have not been previously explored.
Building on these previous works, we will use human evaluation to evaluate current state-of-the-
art systems: Google translates, Microsoft translate, and Lesan to quantify the type of errors these
systems make for Tigrinya. We perform an error analysis using MQM-DQF error typology.

3 DATASET

We systematically gathered data to reflect diverse content across domains such as Art and Culture,
Business and Economy, Politics as well as Science and Technology. Snippets from 806 articles
where each domain contains 100 articles in each direction (Tigrinya and English) are collected. The
domains are selected as they have diverse sources and different levels of availability on the internet.
Politics, and Business and Economy have a better availability than Science and Technology, and Art
and Culture. This would enable us to analyze the errors made over the different domains. We also
gathered content that is diverse in scope, i.e., covering local and global issues. For each domain, 70%
of the English source articles cover global content. For Tigrinya, 70% of the sources describe local
content. This is to represent the availability of data in the internet. Where majority of English articles
discuss global content. This systematic collection would provide representative data to analyze the
systems from both directions.

1https://www.microsoft.com/en-us/translator/blog/2021/02/22/
microsoft-translator-releases-nine-new-languages-for-international-mother-language-day-2021/
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3.1 DOMAIN AND SOURCE

The four domains used in this dataset are selected based on various reasons: Arts and Culture,
one of the main goals of MT systems is to reduce the barrier of communication between different
languages. This domain includes broad cultural aspects such as food, dances, dress, games etc.
Science and Technology, as there’s enormous amount of scientific resource over the internet MT
systems play a huge role on making these resources accessible. Business and Economics, is one
of the main categories of any news papers. It’s also one of the main areas where policy makers,
investors from all over the world use to access the economic direction of a country. Politics, is one
of the main topics of interest especially in the Tigrinya speaking community because of the political
stability issues around the region. This diverse set of domains would provide an insightful inspection
to evaluate the errors in the current Tigrinya MT systems.

Art and Culture: Text snippets are collected from Tigrinya student textbooks of grades 9 - 12,
and web search by using keywords related to food, cultural clothes, traditional games, and dances
as search keywords. For Tigrinya sources that contain local content news sources such as BBC
Tigrinya, VOA (Voice of America) Tigrinya, Fana Tigrinya, student textbooks, and Social media
sites such as Facebook have been used. For English sources that contain global content, cultures
of various countries of the world (representing countries from each continent) from Wikipedia Arts
and Culture contents 2 are selected.

Business and Economy: For Tigrinya sources, newspapers such as BBC Tigrinya, VOA Tigrinya
and FBC Tigrinya are used. For English, Wikipedia’s Business and Economy current events portal
3 is used as a main source.

Politics: For Tigrinya, news sources such as Fana Broadcasting Corporate S.C. (FBC) Tigrinya,
BBC Tigrinya, VOA Tigrinya, and Haddas Eritrea are included. The news sources are diverse to
evaluate whether the systems are biased toward a particular political group. This can be if they are
trained from a source that has a biased political view. We included a filtering step to remove content
with political view bias. For English sources, Wikipedia’s current events portal is used as a main
source. Ten countries from each continent (i.e. Africa, Europe, Asia, and North and South America)
are included. For Politics and Business and Economy, the news covered between the years of 2018
- 2022 are collected to include diverse content across the years.

Science and Technology: For Tigrinya, 70% included concepts and examples from student text-
books between grades 7 and 8 are used as the main source, as there is a scarcity of online content
in this area. The sub-categories include different fields such as Biology, Chemistry, Social Science,
and Economics. Whereas 30% from BBC Tigrinya, FBC Tigrinya, and VOA Tigrinya category of
Science and Technology. To make the English sources comparable, 70% were collected from student
textbooks 9 - 12, in the same subject areas. 30% from Wikipedia Technology portal 4. The content
on Wikipedia is highly skewed containing information and news about developed countries. There
was limited content about Tigray and Ethiopia in general. Collected text snippets were cleaned for
formatting issues, proper spacing, misspellings, and duplicate topics.

3.2 ANNOTATION

’Sentence level’, contains the evaluation of a snippet at a sentence level. Snippet level, ’Snippet
level’, is an evaluation of the article snippet. A single snippet could contain more than one sentence.
’Error Type’, is the identified error type of the snippet. Figure 1 shows the overall structure of
the dataset. The 2 annotators who are also the authors are native speakers of Tigrinya and could
also speak English fluently. In total each annotator evaluated 50% of the dataset. The snippet
level evaluation is the average result of the sentence level evaluation. To understand the context of
sentences. The severity level for each snippet is included on the shared dataset.

The severity level for each snippet is included on the shared dataset.

The dataset is publicly available 5 for other researchers to build up on.

2https://en.wikipedia.org/wiki/Wikipedia:Contents/Culture_and_the_arts
3https://en.wikipedia.org/wiki/Portal:Current_events
4https://en.wikipedia.org/wiki/Portal:Technology
5https://anonymous.4open.science/r/Tigrinya-English-MT-Evaluation-4941
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Figure 1: Sample of the dataset after labeling

4 METHOD

After collecting and preprocessing the data, we used Google Translate API6, Microsoft translate 7,
and Lesan translation API8 to translate text. These services were accessed between July and De-
cember 2022. To qualitatively describe these errors, we mapped each translation issue according to
Multidimensional Quality Metrics (MQM) and Dynamic Quality Framework (DQF) error typology
Lommel (2018). DQF-MQM error typology is a standard framework for defining translation quality
metrics. It provides a comprehensive catalog of quality error types, with standardized names and
definitions and a mechanism for applying them to generate quality scores. This approach to quality
evaluation provides a common vocabulary to describe and categorise translation errors and create
quality metrics that tie translation quality to specifications. This standardized terminology includes:
accuracy (mistranslation, addition, omission, and untranslated), fluency (grammar, inconsistency,
spelling, typography, and punctuation), style, and terminology. When evaluating a translation, it is
typically not enough to know how many errors are present. Evaluators also need to know the sever-
ity level of the error types. By default, MQM supports five severity levels: critical, major, minor,
neutral and kudos.

Two steps were followed for the evaluation. Identifying translation error severity and error type.

6https://cloud.google.com/translate/
7https://www.bing.com/translator
8https://api.lesan.ai/translate/v1

4

https://cloud.google.com/translate/
https://www.bing.com/translator
https://api.lesan.ai/translate/v1


AfricaNLP workshop at ICLR2023

4.0.1 TRANSLATION QUALITY

First, to quantify the quality of translation output from the different MT systems we use a method
on a scale of 5: 0 critical, 1 major, 2 minor, 3 neutral, and 4 kudos.

• Critical: Critical errors are those that by themselves render a project unfit for purpose.
Even a single critical error would prevent a translation from fulfilling its purpose (e.g.
by preventing the intended user from completing a task) and may have safety or legal
implications. For example, if a translation of a text describing weight limits for an industrial
centrifuge converts “2 pounds” into “2 kilograms” (instead of “0.9 kilograms”), it could
result in destruction of the equipment or injury of its user, and is a critical error.

• Major: There is a serious problem in the translation. For example, there is addition of text
not in source, some parts of the source are missing or mistranslated. It would be hard to
match translation output with source text without major modifications.

• Minor: The translation has minor problems given the source text but requires some minor
changes, e.g, changing a word or two to make it fully describe the source text.

• Neutral: The translation describes the source text; however, there may be some problems
with style such as punctuation, and word order.

• Kudos: The output is a correct translation of the source text. It’s both accurate and fluent.

This is done both at the sentence and snippet levels.

4.0.2 ERROR TYPES

We map the error of the translation according to the MQM-DQF typology to the particular error
terminology. A detailed explanation of the error types can be found at Lommel (2018).

In our dataset, a single snippet contains more than one sentence. Hence, we rated at both sentence
and snippet levels. As seen in Figure 1 multiple error types could exist in a single snippet.

5 RESULTS

5.1 QUANTIFYING MOST COMMON ERROR TYPES

We use snippet-level scores to determine whether translation quality is good or not. Each annotator
was provided with 50 snippets to evaluate the inter-annotator agreement. The snippets were cho-
sen from all systems translation outputs randomly, all domains and 25 English to Tigrinya and 25
Tigrinya to English. The annotators labeled the translation outputs for both error type and severity
level identification. They had 72% agreement in labeling the error topology. In our dataset, 38.6% of
the translations had no translation quality issues. As seen in Figure 2, the most common error types
with 66.2% are Mistranslation and Omission. When we break down by translation direction, as
shown in Figure 3, this is generally true especially when translating Tigrinya to English. Omissions
are common when translating Tigrinya into English compared to the other direction. Figure 4 shows
the distribution of error types by domain. Mistranslation and Omission are the two most common
error types across all domains. Arts and Culture is the most challenging followed by Science and
Technology in current systems.

5.2 ANALYZING TRANSLATION ISSUES

Mistranslation - This is the most common type of translation issue in current systems. These
are commonly terminologies which could be technical, e.g., oxide. We observed many such errors
where a system translates a given terminology by taking a part of the source token. Another common
type of Mistranslations are words having different meanings depending on context(see Figure 5 for
examples). Finally, we observed many occurrences of words translated with their antonyms (kick-off
to start is translated as to finish).

Omission - The second most prevalent type of error is omission. The main type of omission is cases
where current systems leave out an expression at the start, middle or end of a sentence. Usually
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Figure 2: Distribution of Error types
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Figure 3: Error types by translation di-
rection
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Figure 4: Error type distribution by do-
main

the systems translate the main idea of a sentence and leaves out supportive clauses. We observed in
some systems, complete sentences are omitted from a snippet.

Untranslated - The other common type of error is untranslated tokens. These are usually abbrevi-
ations that refer to measurements (GWH), named entities e.g., political party names, currency etc.
Tigrinya uses the Ge’ez script. Another common problem we observed is where some systems copy
terms in the source language to the target language resulting in code-mixed output.

6 DISCUSSION

It’s important to highlight that there are several dialects of Tigrinya. We observed Microsoft uses a
slightly different dialect, one that’s found mostly in religious texts, than the other systems.

6.1 RECOMMENDATIONS

Based on the main translation issues identified in current MT systems, we suggest the following
recommendations.

6
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• Incorporation of terms in more contextual examples during training may increase the ro-
bustness of systems in accurately determining the meaning of words when used in different
contexts. (Based on mistranslation issues).

• Increasing domain diversity, specifically by incorporating more content related to Art and
Culture, and the inclusion of terminologies specific to Science and Technology is recom-
mended to further improve the accuracy of these systems. (Based mistranslation issues)

• Incorporation of abbreviations and named entities in the right script as well as cleaning of
the training corpus, specifically with regard to script, is recommended to avoid code-mixing
in translation output. (Based on untranslated issues).

• Utilization of diverse data sources may aid in addressing issues with handling multiple
dialects and styles. (This is not considered an error since any dialect of a language is a
correct translation. However, outputting the standard dialect used widely would result in
an easier understanding of the outputs).

7 CONCLUSION

Performing error analysis in evaluating the quality of MT systems is a fundamental step to accel-
erating the progress of Machine translation. In this case, leveraging human evaluation techniques
plays an important role. In this work, we evaluated state-of-the-art MT systems that support the
translation of Tigrinya to and from English: Google translate, Microsoft translators, and Lesan. We
systematically collected a dataset for evaluating Tigrinya MT systems across four domains: Arts
and Culture, Business and Economics, Politics as well as Science and Technology. We performed
an in-depth analysis of the errors current systems make using MQM-DQF standard error typology.
We found that Mistranslation and Omission are the most frequent translation issues. We believe this
work gives a methodology for evaluating other low-resource languages and provides directions on
the areas to focus on for Tigrinya MT research to fill current gaps.

LIMITATIONS

The work used human evaluation to analyze the errors of the MT systems. Evaluating translations
produced by machine translation systems typically require human evaluators to read and assess large
volumes of text, which can be time-consuming and tedious. This kind of error analysis is not suitable
to quickly iterate while developing systems but should be used to determine the next development
direction. The dataset size used to evaluate the system is relatively small. Snippets from a total of
806 articles across different domains are used in this study. A larger dataset could provide a much
broader insight and new error categories as well.

Four domains (Politics, Business and Economics, Arts and Culture, and Science and Technology)
are used to perform the study. Other domains such as Health, Entertainment (e.g., Sports), and other
settings such as social media could be added to make the findings more holistic.
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