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Abstract

Persuasive dialogue plays a pivotal role in
human communication, influencing decision-
making, negotiation, and behavior change
across various domains. Recent advancements
in generating persuasive dialogue datasets have
been made, but these dialogues often fail to
align with real-world interpersonal interactions,
leading to unfaithful representations. For in-
stance, unrealistic scenarios may arise, such
as when the persuadee explicitly instructs the
persuader on which persuasion strategies to em-
ploy, with each of the persuadee’s questions
corresponding to a specific strategy for the per-
suader to follow. This issue can be attributed
to a violation of the "Double Blind" condition,
where critical information is fully shared be-
tween participants. In actual human interac-
tions, however, key information—such as the
mental state of the persuadee and the persua-
sion strategies of the persuader—is not directly
accessible. The persuader must infer the per-
suadee’s mental state using Theory of Mind
capabilities and construct arguments that align
with the persuadee’s motivations. To address
this gap, we introduce TOMMA, a novel multi-
agent framework for dialogue generation that is
guided by causal Theory of Mind. This frame-
work ensures that information remains undis-
closed between agents, preserving "double-
blind" conditions, while causal ToM directs
the persuader’s reasoning, enhancing alignment
with human-like persuasion dynamics. Con-
sequently, we present CToMPersu, a multi-
domain, multi-turn persuasive dialogue dataset
that tackles both double-blind and logical co-
herence issues, demonstrating superior perfor-
mance across multiple metrics and achieving
better alignment with real human dialogues.
The dataset will be released.

1 Introduction

Persuasive dialogue generation is critical in various
Al applications, including education, healthcare

shopping mall in the city center. Councilman Brown, on the other hand, believes that the city

Background: At a city council meeting, Mayor Adams is proposing the construction of a new
should prioritize building more affordable housing.

. Mayor Adams, I'd like to point out that investing in affordable
4@ housing can also generate significant economic benefits...
Those benefits sound good, but I'm not sure they would

outweigh the benefits of a shopping mall. We need to
prioritize our city's growth.
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Highlight education housing will be a good investment in the long run?

benefits
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Emphasize urgency

That does sound promising, but I'm worried about the public's
reaction to prioritizing affordable housing over a shopping
mall.

Explain long-term
investment
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- housing in our city...
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z economic benefits, such as increased consumer spending

Show diverse and job creation.

r:
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Focus on sustainability | appreciate your perspective, Councilwoman Brown. Let's
~~~~~~ work together to explore the best options for our city,
including affordable housing.

Figure 1: An example illustrating the unnaturalness of
an LLM-generated dataset. In the figure, the blue text
highlights instances where the persuadee mistakenly
adopts the persuader’s arguments while expressing their
own viewpoint. Moreover, as indicated by the red text,
the persuadee never actively presents arguments sup-
porting their presumed stance—in this case, the benefits
of the Shopping Mall. Instead, they merely guide the
persuader to apply persuasion techniques on them.

counseling, and business marketing (Rogiers et al.,
2024). An effective persuasion system must in-
tegrate intention detection to understand the per-
suadee’s intentions (Sakurai and Miyao, 2024),
strategy detection to identify suitable persuasive
techniques (Jin et al., 2023), and credibility main-
tenance to ensure trustworthiness (Furumai et al.,
2024). Although large language models (LLMs)
have made remarkable strides in natural language
processing, generating human-like persuasive con-
versations remains a significant challenge. Cur-
rent human dialogue datasets are predominantly



domain-specific, such as those focused on char-
ity fundraising (Wang et al., 2019), product rec-
ommendations (Li et al., 2018), or medical con-
sultations (Zeng et al., 2020). This narrow focus
limits the ability of models to generalize across dif-
ferent persuasive contexts, preventing them from
fully exploiting the benefits of large-scale, pre-
trained models. Additionally, the relatively small
size of these datasets hinders the development of
persuasion systems capable of generating strategi-
cally sound and personalized responses. Recent
efforts have explored using GPT-4 to create large-
scale, multi-domain persuasive dialogue datasets
(Jin et al., 2024), providing a wider range of scenar-
ios and more diverse conversational patterns than
earlier datasets.
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Figure 2: Causal Theory of Mind
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Despite the advancements in GPT-4-generated
multi-domain persuasive dialogue datasets, several
issues arise due to limitations in prompt and frame-
work design. (1) Inconsistencies in the logical flow
of conversations are common, where the persuadee
inadvertently reinforces the persuader’s arguments
when articulating their stance, thus weakening their
own position. For example, as shown in Fig. 1, the
persuadee’s intention is to invest in a new shop-
ping mall. However, in expressing their viewpoint,
they mention "city growth," which is actually a
benefit highlighted by the persuader’s argument for
investing in residential areas. This creates a dis-
connect and reduces the realism of the dialogue.
(2) Unrealistic behaviors, such as the persuadee
explicitly instructing the persuader on which per-
suasion strategies to adopt, are also prevalent. In
such instances, each of the persuadee’s questions
corresponds directly to a specific strategy the per-
suader is supposed to follow. As demonstrated in
Fig. 1, the colored text in the dialogue corresponds
one-to-one, such as the persuadee’s statement "in-
vestment in the long run" aligning with "long-term
investment" in the strategy. This pattern persists
throughout the entire conversation. In real human
interactions, crucial information, such as the men-
tal state of the persuadee and the persuasion strate-

gies of the persuader, is not directly accessible.
Instead, the persuader must infer the persuadee’s
mental state using Theory of Mind (ToM) capabili-
ties and construct arguments that resonate with the
persuadee’s mental state.

To further validate our findings, we quantita-
tively compared two datasets using the proposed
evaluation metric: PersuasionForGood, a small-
scale dataset of real conversations focused on
persuading people to donate, and DailyPersua-
sion, a large-scale, multi-domain, multi-turn di-
alogue dataset generated by GPT-4. The evaluation
method we introduce is called Causal Theory of
Mind Evaluation. As shown in Fig. 2, Causal The-
ory of Mind refers to the use of Theory of Mind
to influence others’ behaviors. To prevent a spe-
cific action, it is sufficient to alter a person’s be-
lief or desire. However, to encourage someone
to take a specific action, both their belief and de-
sire must be addressed (Wu et al., 2024b). Re-
search indicates that all humans possess the ability
of Theory of Mind and apply this ability in ev-
eryday interpersonal interactions. Therefore, even
though Causal Theory of Mind may not be explic-
itly mentioned during data collection, individuals
still unconsciously utilize such abilities and con-
versational logic in real-life dialogues. Based on
this, we argue that using this evaluation method to
assess the authenticity of LLM-generated datasets
is both reasonable and valid. As shown in Tab. 1,
we observe that both the LLM-generated dataset
and the human dialogue dataset perform well when
evaluated using Direct Prompting, where the LLM
evaluator directly assesses whether the persuadee
has been persuaded. However, when the LLM eval-
uator is required to follow human logic to make
this judgment (CToM Eval), the persuasion success
rate of the LLM-generated dataset drops by 35.95%.
In contrast, while the human dataset also experi-
ences a decline, it is much smaller, at only 9%.
This suggests that although the LLM-generated
dataset appears persuasive from the LLM evalua-
tor’s perspective, many persuadees remain uncon-
vinced when judged according to human reasoning.
These results demonstrate the validity of our evalu-
ation method and highlight the lack of authenticity
in the LLM-generated dataset.

Addressing these challenges is essential for de-
veloping Al-driven persuasion systems that more
accurately reflect real human dialogue dynamics.
To this end, we take three key steps to enhance
the authenticity and logical coherence of persua-



sive dialogue generation: (1) We introduce a novel
dataset evaluation method based on causal the-
ory of mind, in which the LLM first infers the
persuadee’s belief and desire from the conversa-
tion, then assesses whether the persuader success-
fully addresses them. When applied to human
dialogue datasets, this method yields results con-
sistent with direct prompting, where the LLM di-
rectly determines whether the persuadee was per-
suaded. However, when tested on LLLM-generated
datasets, a significant discrepancy emerges, reveal-
ing a critical gap between model-generated persua-
sion and real human interactions. (2) We present
ToMMA, a multi-agent framework for generating
persuasive dialogue datasets. TOMMA ensures that
both the persuader and persuadee operate under
double-blind conditions, preventing information
leakage and maintaining the natural uncertainty
inherent in real conversations. Furthermore, the
entire multi-turn dialogue is guided by causal the-
ory of mind, enabling the persuader to construct
arguments based on an inferred understanding of
the persuadee’s psychological state, thus foster-
ing more human-like persuasion dynamics. (3)
We introduce CToMPersu, a large-scale, multi-
domain, multi-turn persuasive dialogue dataset
comprising 6,275 dialogues across 35 domains and
6,257 unique scenarios. This dataset effectively
addresses double-blind constraints and resolves di-
alogue logic inconsistencies, demonstrating strong
performance across multiple evaluation metrics and
achieving superior alignment with real human dia-
logues.

2 Related Work

2.1 Persuasion

Persuasion Systems Persuasive dialogue has
been a long-standing area of interest, particularly
focusing on the application of persuasion strate-
gies (Joshi et al., 2024; Srba et al., 2024; Rogiers
et al., 2024). Since the emergence of large lan-
guage models, some studies have tested their capa-
bilities in public health (Altay et al., 2023), politics
(Potter et al., 2024), and product recommendations
(Chen et al., 2023). Other work has examined the
impact of personality on LLM persuasion (Lou
and Xu, 2025). Some research has primarily con-
centrated on strategy detection (Jin et al., 2023).
However, compelling arguments might be more
important than the strategies themselves, as they di-

rectly impact the persuadee’s decision-making pro-
cess. Some works study credibility of arguments
used in persuasive dialogues. Methods such as self-
checking and retrieval-based techniques have been
developed to ensure that arguments are credible
(Furumai et al., 2024; Qin et al., 2024). There are
also studies dedicated to designing scoring systems
to identify arguments that can strengthen one’s own
viewpoint (Saenger et al., 2024). There is also work
that studies how LLM can persuade users with
different personalities on social media. However,
these methods often come with longer response
times and still fail to make argument choices that
are tailored to the persuadee’s mental state, po-
tentially reducing the overall effectiveness of the
persuasion process.

Persuasion Datasets Regarding datasets, there is
a growing focus on domains like charity donations
(Wang et al., 2019), recommendation systems (Li
et al., 2018), and medical dialogues (Zeng et al.,
2020). Moreover, some work has focused on in-
tention detection within these datasets, aiming to
identify underlying motives during persuasive dia-
logues (Sakurai and Miyao, 2024). Datasets such
as PersuasionForGood and MedDialog have pro-
vided small-scale real-world dialogues, but they are
limited in size and scope. Recent study created a
large-scale, multi-domain datasets called DailyPer-
suasion, which offer a more diverse set of conver-
sational patterns (Jin et al., 2024). However, there
remain several challenges in aligning these datasets
with human-like dialogue dynamics and ensuring
logical consistency throughout the conversations.

2.2 Theory of Mind

ToM in Psychology Theory of Mind (ToM) is
the ability to understand others by attributing men-
tal states, recognizing that their beliefs, desires,
and thoughts may differ from one’s own (Premack
and Woodruff, 1978). Based on this theory, psy-
chologists have developed models such as the BDI
Model (Georgeff et al., 1999) and Causal ToM (Wu
et al., 2024b), which explain how people interact
with others in society, predict their actions, and
even influence their decisions. Additionally, psy-
chological tests, such as False Belief Tasks (Baron-
Cohen et al., 1985), have been designed to assess
whether individuals possess Theory of Mind.

ToM and LLLM In recent years, the Theory of



Mind capabilities of large language models have
been a subject of research. Some studies have de-
signed benchmarks, such as ToMi (Le et al., 2019)
and FANToM (Kim et al., 2023), to test LLMs’
ToM abilities, building on the psychological False
Belief Tasks (Chen et al., 2024; Wu et al., 2023;
Tan et al., 2024). Furthermore, other works have
extended these tasks by incorporating the mental
states of characters in the stories, such as OpenToM
(Xu et al., 2024). There are also efforts to repre-
sent ToM as a knowledge graph-based dataset (Wu
et al., 2024a). There is also a work that annotates
the mental state of people in each round of dialogue
on the negotiation dataset to test the ToM ability of
LLMs (Chan et al., 2024). Recently, some research
has incorporated real-world human behaviors and
the underlying mental states as evaluation metrics
for LLM ToM within benchmarks (Gu et al., 2024).
In addition, there are works exploring ways to im-
prove the ToM abilities of LLMs, such as by letting
LLMs understand who can perceive what events,
or by breaking down the stories in the task into
smaller parts based on the order of events (Wilf
et al., 2024; Hou et al., 2024; Tang and Belle, 2024;
Lin et al., 2024; Jung et al., 2024; Sclar et al., 2023).
There are also works that exploit multi-agent and
ToM capabilities to complete complex tasks and
games (Yim et al., 2024; Cross et al., 2024; Li et al.,
2023). These works suggest that the integration of
LLMs with ToM holds great potential for future
research.

3 ToMMA

To address the challenges of maintaining double-
blind conditions and aligning persuasive dialogue
logic, we propose TOMMA, a framework for gener-
ating dialogue datasets guided by causal theory of
mind and employing a multi-agent approach. As
shown in Fig. 3, the process unfolds in three stages:
First, we filter scenarios from DailyPersuasion, re-
taining unique tags and generating the persuadee’s
mental state. In the second step, we design per-
suader and persuadee agents without shared infor-
mation, ensuring that both agents follow causal
theory of mind to generate persuasive dialogues.
Finally, to maintain the quality of the dataset, we
introduce an observer agent that reviews the per-
suader’s inferences and persuasive statements, of-
fering suggestions for improvement. This multi-
step process guarantees the generation of a diverse
and high-quality CToMPersu dataset, which pre-

serves double-blind conditions while aligning with
human-like persuasion dynamics.

3.1 Causal Theory of Mind

As illustrated in Fig. 2, Causal Theory of Mind
refers to the use of Theory of Mind to influence
others’ behaviors. To prevent unwanted actions,
it is sufficient to alter the other person’s belief or
desire. For instance, informing someone that the
post office is closed or removing their need to send
a letter can prevent them from going. Conversely,
to encourage someone to take a specific action,
both their belief and desire must be addressed. For
example, to persuade someone to go to the post
office, they must believe it is open and have the
need to send a letter (Wu et al., 2024b).

In real-world persuasion, the persuader is aware
of both what they want and do not want the per-
suadee to do. Their objective is to understand the
persuadee’s mental state—specifically, their beliefs
and desires. This understanding enables the per-
suader to tailor their approach and effectively guide
the persuadee toward the desired outcome.

3.2 Important Contents

Based on the definition of causal theory of mind
(Wu et al., 2024b) and our design tailored for the
persuasion domain, we have derived the following
four definitions. These will serve as prompts at
each step, not only assisting GPT in generating
mental states but also helping both the persuader
and persuadee agents organize their dialogue.

Preventative Preventative Behavior refers to ac-
tions the persuadee desires to take, which often
conflict with generative behavior. Therefore, the
persuader’s goal is to prevent the persuadee from
engaging in these behaviors.

Generative Generative Behavior represents actions
the persuader wants the persuadee to take. These
behaviors are the persuader’s goal.

Belief For preventative behavior, the persuadee
should hold a positive belief, as recognizing the
facts as positive tends to encourage engagement in
the behavior. Conversely, for generative behavior,
the persuadee should hold a negative belief, as per-
ceiving the current situation as unfavorable initially
discourages engagement in the behavior.

Desire For both preventative and generative behav-
iors, the persuadee should have a positive desire.
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Figure 3: Overview of the TOMMA framework for collecting the CToMPersu dataset. This figue illustrates the
three-step process: (1) Mental State Generation, (2) Dialogue Generation Guided by Causal Theory of Mind, and

(3) Observer Interaction for quality control.

This is because we believe that if the persuadee
initially holds a negative desire toward generative
behavior, the entire premise of persuasion would be
undermined. The key difference lies in the expecta-
tion of desire fulfillment: for preventative behavior,
the persuadee believes their desire will be satisfied
once the action is taken. In contrast, for generative
behavior, the persuadee may be uncertain whether
their desire can be satisfied or may doubt its fulfill-
ment.

3.3 Mental State Generation

To ensure topic diversity, we adopt the scenario
setup from DailyPersuasion, filtering for unique
scenarios, which results in a total of 6,257 distinct
scenarios. Next, we generate the behavioral inten-
tions of the persuadee based on the background and
prompts from each scenario. We define Generative
Behavior and Preventative Behavior using a large
language model (GPT-4o in this case), guided by a
carefully designed prompt. Additionally, in cases
where the persuadee does not have any specific in-
tention to act (i.e., they lack a pre-set stance), only
Generative Behavior is generated, while Preventa-
tive Behavior is set to "None." We then generate
the persuadee’s Belief and Desire, based on the sce-
nario and the identified Generative and Preventative
Behavior. Finally, the generated Belief and Desire
form the persuadee’s mental state for each scenario,
which serves as the foundation for the subsequent
steps in the persuasive dialogue generation process.

3.4 Conversation Generation

The core of TOMMA revolves around generating
the dialogue between two agents: the persuader
and the persuadee. As shown in Fig. 3, both agents
share the same information about the scenario, but
the persuader does not have direct access to the
persuadee’s mental state.

Prompt Design To ensure the quality of the dataset,
we set a limit on the number of dialogue rounds. If
the persuadee’s mental state involves only Genera-
tive Behavior, the interaction is limited to 3 rounds,
resulting in 6 utterances. The dialogue begins with
the persuader presenting their viewpoint and ask-
ing the persuadee about their belief regarding the
Generative Behavior. The persuadee then reveals
aspects of their mental state. Next, prompting the
persuader to update their understanding of the per-
suadee’s mental state and address any concerns
related to the persuadee’s belief. In the subsequent
round, the persuadee discloses their desire, and
the persuader again updates their model of the per-
suadee’s mental state, responding in a way that
satisfies the persuadee’s desire. The conversation
concludes with the persuadee’s final statement.

If both Preventative and Generative Behavior are
present in the persuadee’s mental state, the num-
ber of rounds is set to 4, resulting in 8 utterances.
The first round will focus on addressing the per-
suadee’s belief or desire regarding the Preventative
Behavior, while the remaining rounds will follow
the same pattern as outlined above. We have de-



signed specific prompts for each round, tailored to
both agents.

Persuadee Agent The role of the persuadee is
relatively simpler. Their available information in-
cludes the scenario and their mental state, which
consists of beliefs and desires. The persuadee also
has access to the conversation history, which in-
forms their responses. In the context of persuasion,
we assume that both parties aim to resolve the issue
at hand, rather than engaging in a debate. Conse-
quently, the persuadee is more likely to explicitly
express their thoughts and concerns.

Persuader Agent The persuader’s task is more
complex. Their available information includes the
scenario, but they do not have direct access to the
persuadee’s mental state. To initiate the conversa-
tion, the persuader subtly probes the persuadee’s
beliefs and desires. As the dialogue progresses,
the persuader uses the conversation history and the
persuadee’s responses to infer their mental state.
This process involves leveraging Theory of Mind
to model the persuadee’s beliefs and desires.

Once the persuader has developed an understand-
ing of the persuadee’s mental state, they craft cus-
tomized persuasive strategies. According to Causal
Theory of Mind, when addressing Preventative Be-
havior, the persuader focuses on influencing the be-
lief or desire that is more responsive to persuasion,
depending on which aspect is easier to change. For
Generative Behavior, the persuader must address
both the belief and the desire in order to align with
the persuadee’s motivations and influence their de-
cision. Fig. 4 illustrates the prompt design used
by the persuader in the third round of dialogue.
At this stage, the persuader has addressed the per-
suadee’s beliefs regarding Preventative Behavior,
and the persuadee has introduced a negative be-
lief regarding Generative Behavior, which the per-
suader needs to resolve.

3.5 Observer Interaction

During the data generation process, we observed
that while the persuadee does not intentionally
conceal or mislead the persuader, the persuader
may still incorrectly infer the persuadee’s men-
tal state. These incorrect inferences can lead the
persuader down the wrong path in the persuasion
process, resulting in logical inconsistencies in the
dialogue. To address this issue, we introduce the
Observer Agent. Fig. 5 illustrates a successful

System Prompt:

Suppose you are persuader, and your task is to give your third response to
persuadee in this conversation, based on examples and mental states.

Definitions:
{The information in the Important Content part}.

Please follow the following steps to get the response:
1. First, you need to respond to the persuadee's last sentence.
2. Next, you need to respond to the persuadee's concern.

Example:

Input:

{Scenario: Background, Persuader, Persuadee}

{Mental State: Preventative and Generative Behavior's Belief and Desire
predicted by the persuader agent.}

{Conversation History}

Output:
{Example Output}

Hint:
1. Your response should be no more than three sentences.
2. Please FOCUS ON eliminating the generative's belief.

User Prompt:

{Scenario}
{Mental State}

{Conversation History}

Your response:

Figure 4: 3rd Round Persuader Response Prompt De-
sign

case study where the Observer Agent’s suggestions
contributed to the improvement of dataset quality.
The Observer Agent plays a critical role in en-
suring the quality and logical coherence of the per-
suasive dialogue. As shown in Fig. 3, it evaluates
the persuader’s inferences and responses. If the
Observer determines that the persuader’s response
is sufficiently accurate, it does not provide any sug-
gestions. However, if the response is deemed inad-
equate, the Observer offers feedback and sugges-
tions to help the persuader refine their response,
thereby improving the quality and logical consis-
tency of the dialogue and the generated dataset.

4 Experiments

In the experimental section, we demonstrate how
our dataset compares with other human and LLM-
generated datasets using conventional evaluation
methods, as well as its consistency in both Causal
Theory of Mind Evaluation and Direct Prompting.
Additionally, we categorize the experiments into
Fixed and Dynamic Persuadee categories to test the
persuasive capabilities of existing large models.

4.1 Dataset Evaluation

To assess the quality of CToMPersu, we compared
it to a real human dialogue dataset, PersuasionFor-
Good, a small-scale dataset consisting of real con-



versations focused on persuading people to donate.
We also compared it to DailyPersuasion, a large-
scale, multi-domain, multi-turn dialogue dataset
generated by GPT-4.

Metric PersuForGood DailyPersu CToMPersu
Context-Coherence 4.29 4.97 4.97
Logical-Coherence 4.14 4.98 4.97
Helpfulness 3.86 4.87 4.93
Direct Prompting 88.87 90.75 90.82
Causal ToM Eval 79.87 54.80 82.02

Table 1: Comparison between PersuasionForGood,
DailyPersu, and CToMPersu datasets.

Metrics We apply five key evaluation metrics to
compare the datasets, of which the first three are
based on a multi-turn dialogue evaluation method
(Sun et al., 2024). All of these metrics are evaluated
by GPT-3.5 : 1) Context-Coherence This metric
assesses the coherence of the context across multi-
ple dialogue turns, based on the LLM’s judgment
of the conversation’s flow. 2) Logical-Coherence
This evaluates the logical consistency of the di-
alogue, ensuring that each turn is logically con-
sistent with the previous context. 3) Helpfulness
This measures whether the persuader’s responses
are effective in helping the persuadee achieve per-
suasion. 4) Direct Prompting In this metric, we
prompt the LLM to play the role of the persuadee,
reading the dialogue and determining whether they
feel persuaded. This serves as a direct measure of
the dialogue’s persuasive effectiveness. 5) Causal
ToM Eval This metric evaluates whether the per-
suadee’s mental state was adequately inferred and
addressed, in line with the Causal Theory of Mind
evaluation method.

The experimental results in Tab. 1 show that, un-
der some conventional metrics, the LLM-generated
datasets achieve a high level of performance, with
scores approaching perfection. This may be influ-
enced by GPT evaluators’ preference for responses
generated by larger models. However, in the Causal
ToM Eval results, the performance of CToMPersu
is more similar to that of the human dataset, with
only an -8.8 point difference. This suggests that
the dataset generated using TOMMA aligns more
closely with the persuasive logic of human conver-
sations. It also highlights that relying solely on
general multi-turn dialogue evaluation metrics is
insufficient for accurately assessing the dataset.

4.2 Experimental Results

Setup: For evaluation purposes, we separated the
test set using a specific ratio. The domain distri-
bution is shown in Tab. A. We evaluated the per-
formance of GPT-3.5, GPT-40-mini, and GPT-40
on CToMPersu. The evaluation was divided into
two tests: the Fixed Persuadee test, in which the
LLM predicts the next response of the persuader
starting from a specific dialogue round within dif-
ferent scenarios from the dataset; and the Dynamic
Persuadee test, where the persuadee, played by
GPT-4o0, interacts with the persuader, played by
another LLLM, based on the scenario and mental
state components.

Fixed Persuadee Evaluation: We fixed the dia-
logues up to the third round, as the persuader’s
response in this round is crucial, regardless of
whether the persuasive dialogue includes Preventa-
tive Behavior. The previous dialogues provide the
historical context for the persuader agent. Rouge-L
refers to the Rouge value between the model’s pre-
dictions and the golden label. Persuasive is based
on (Furumai et al., 2024), where GPT-3.5 uses both
the historical dialogue and the current prediction to
determine whether the prediction aims to change
the persuadee’s mind. A score is then assigned on
a scale from 1 to 10 based on this evaluation.

Dynamic Persuadee Evaluation: In the dynamic
persuadee evaluation, we set up a persuadee to en-
gage in a dialogue with the persuader, followed
by an assessment of the outcome. The persuadee
uses the mental state data from the dataset to guide
the dialogue generation. For evaluation, we con-
sider several aspects. Persuasive is evaluated as
described above. Preventative Satisfaction asks
GPT to evaluate whether, as the persuadee, it feels
that the dialogue satisfies the requirements for pre-
ventative behavior. Similarly, Generative Satis-
faction assesses the degree to which the dialogue
meets the persuadee’s needs for generative behav-
ior. CToM Eval combines the results of Preventa-
tive and Generative Satisfaction to assess whether
the persuader has successfully persuaded the per-
suadee.

From the results in Tab. 2, we observe that for
the fixed persuadee evaluation, GPT-40 performs
the best in both the Rouge score and the Persuasive
evaluation. This indicates that GPT-40 has supe-
rior persuasive capabilities compared to the other



Model Fixed Persuadee Dynamic Persuadee
Rouge-L.  Persuasive | Persuasive Preventative Generative CToM
GPT-3.5 0.2813 7.94 7.87 33.14 28.38 15.05
GPT-40-mini | 0.2872 8.07 8.08 37.71 16.76 12.57
GPT-40 0.2899 8.17 8.06 42.67 17.90 13.33
Table 2: Evaluation of Different Models in Fixed and Dynamic Persuadee Evaluation.
mOdels' MOI‘GOVCI‘, Wlth the PersuaSive eValuatiOn [Background: Bob wants Alice to go on vacation to Bali instead of Paris. }
range extending up to a maximum score of 10, the

highest current score is only 8.17, suggesting that
there is still significant room for improvement in
LLMs. In the dynamic persuadee evaluation, GPT-
4o-mini and GPT-40 perform well in the Persuasive
evaluation. GPT-40 performs the best in Preventa-
tive Satisfaction, which may indicate that GPT-40
is more effective at discouraging actions. How-
ever, GPT-3.5 excels in Generative Satisfaction and
CToM Eval, suggesting that it may be better at
convincing someone to take action. This could be
influenced by the design of the prompt and the num-
ber of turns set in the evaluation. Specifically, the
LLM persuadee might fail to adequately respond
to the Generative Behavior, resulting in a lower
score. This could also influence the CToM score.
Additionally, the overall low success rate (less than
50%) highlights some limitations of LLMs in The-
ory of Mind, as they struggle to accurately infer
and persuade the other party’s mental state without
explicit prompting.

4.3 Observer Agent Case Study

At times, the persuader agent may misjudge or
make errors in predicting the persuadee agent’s
mental state. For instance, as illustrated in Fig.
5, the persuader was expected to address the per-
suadee’s desire regarding Generative Behavior,
since the belief had already been resolved in the
previous round. However, when the persuadee
agent expressed their desire, it included the phrase
"within my budget," which corresponded to a belief
that had already been addressed. The true desire,
however, was simply "hope for relaxation." As a
result, the persuader agent mistakenly incorporated
the budget constraint into their assessment of the
desire, leading to a response that overly focused on
the budget. This diminished the effectiveness of
the persuasion, as the response should have primar-
ily addressed the "relaxation" aspect. Ultimately,
with guidance from the Observer Agent, the per-
suader corrected their prediction of the desire and

YR
3rd Round:

That does sound appealing, Bob. But can Bali really offer me the kind of relaxing beach
_¥ holiday I'm hoping for, within my budget?

( Generative: {"content™: “chose bali”, “belief”: “Persuadee believes that visiting Bali might
| P exceed her vacation budget due to travel costs.”, “desire™: “persuadee hopes for a

! " relaxing beach holiday within budget”}

%y accommodations without compromising the relaxation factor. It will not cost you too

Absolutely, Alice! Bali is known for its stunning beaches and offers numerous affordable
—" much money.

s, Although the budget is a consideration, the persuadee's desire is primarily focused on
"~ relaxation. Therefore, the persuader should remove the "within budget" part to better
Main align with the persuadee's desire.

! o Generative: {“content’: “chose bali", “belief”: “Persuadee believes that visiting Bali might
| P exceed her vacation budget due to travel costs.”, “desire™: “persuadee hopes for a
! relaxing beach holiday”}

“ beauty, offering the perfect setting for the relaxing holiday you're looking for. Imagine
. ¥ unwinding by the serene ocean, surrounded by lush scenery—it could be exactly the
escape you've been dreaming of.

[ | completely understand, Alice. Bali's beaches are renowned for their tranquility and

J

Figure 5: An example demonstrating the effectiveness
of the observer agent. In this round, the persuader is sup-
posed to address the desire. However, both the mental
state prediction and the persuasive dialogue generation
incorrectly focus too much on belief. In the end, the
entire issue is resolved by the observer agent.

generated a more targeted response, avoiding un-
necessary discussion about the budget.

5 Conclusion

In this work, we addresses key challenges in de-
veloping Al-driven persuasion systems that more
closely align with real human dialogue dynamics.
We introduce a novel evaluation method based on
causal theory of mind, enabling the LLM to infer
and address the persuadee’s beliefs and desires.
Through the development of ToOMMA, a multi-
agent framework, we ensure double-blind condi-
tions and guide persuasive dialogues with causal
reasoning, leading to more human-like interactions.
Additionally, we present CToMPersu, a large-scale,
multi-domain dataset that effectively addresses log-
ical inconsistencies and demonstrates strong align-
ment with human dialogues, marking a significant
advancement in realistic persuasive dialogue gener-
ation.



Limitations

In addition to aligning the dialogue content in the
dataset with human logic through Theory of Mind,
several enhancements can also be implemented.
For example, combining the selection of arguments
with prompts related to the persuader’s strategy can
help ensure that the persuasive responses gener-
ated by the persuader are not only relevant to the
persuadee’s interests but also more convincing and
diverse. Furthermore, defining the persuadee’s per-
sonality can also be implemented, as persuadees
with different personalities may have distinct ways
of responding. For instance, some persuadees may
directly express their thoughts, while others may
tend to conceal them. These improvements can be
seamlessly incorporated into the TOMMA frame-
work for data generation, leading to more diverse
and realistic scenarios.

Ethics Statement

Persuasion is a powerful tool that can be used for
socially beneficial purposes, such as charitable do-
nations and medical consultations, fostering pos-
itive developments within human society. How-
ever, it can also be misused for malicious activities,
such as spreading harmful content or influencing
social media narratives negatively. To ensure the
responsible use of persuasion, it is essential to care-
fully manage the topics and content involved. The
CToMPersu dataset is designed around safe, un-
biased topics, with the goal of promoting positive
societal impacts. All scenarios within the dataset
are carefully curated to avoid sensitive or harmful
content, ensuring that the generated dialogues align
with ethical standards. Our data set does not in-
clude any input or output from the user profile that
could lead to privacy breaches. Before the public
release of the dataset, we will conduct a thorough
internal review to ensure compliance with ethical
and legal standards. We will continue to monitor
the use of the dataset to ensure it is used for posi-
tive and constructive purposes, in line with ethical
research and societal benefits.
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Domain Total Dataset Count Test Set Count

Lifestyle 1097 71
Ethics 413 29
Fashion 78 22
Finance 470 35
Marketing 122 22
Ecology 424 31
Economics 64 17
Culture 277 28
Safety 240 25
Debate 43 20
Charity 190 28
Family 398 27
Literature 345 31
Technology 675 55
Health 628 48
Career 756 63
Education 1260 71
Business 673 53
Politics 246 27
Leisure 291 38
Art 361 22
Sport 175 28
Law 58 20
Philosophy 164 24
History 93 22
Craftsmanship 107 23
Psychology 523 41
Travel 403 32
Science 289 23
Media 188 21
Innovation 90 22
Research 93 20
Architecture 93 21
Welfare 136 20
Negotiation 25 19

Table 3: Domain Distribution in Total Dataset and Test
Set
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