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Skin tone plays a critical role in artificial intelligence (AI). However, many algorithms have exhibited unfair 

bias against people with darker skin tones. One reason this occurs is a poor understanding of how well the 

scales we use to measure and account for skin tone in AI actually represent the variation of skin tones in 

people affected by these systems. To address this, we conducted a survey with 2,214 people in the United 

States to compare three skin tone scales: The Fitzpatrick 6-point scale, Rihanna’s Fenty Beauty 40-point skin 

tone palette, and a newly developed Monk 10-point scale from the social sciences. We find that the Fitzpatrick 

scale is perceived to be less inclusive than the Fenty and Monk skin tone scales, and this was especially true for 

people from historically marginalized communities (i.e., people with darker skin tones, BIPOCs, and women). 

We also find no statistically meaningful differences in perceived representation across the Monk skin tone 

scale and the Fenty Beauty palette. We discuss the ways in which our findings can advance the understanding 

of skin tone in both the social science and machine learning communities. 
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 INTRODUCTION 

s artificial intelligence (AI) becomes more commonly applied to support decisions that af-
ect the lives of many, understanding how to accurately capture demographic representation in
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atasets, model training, and evaluation is gaining increasing attention to prevent the potential
arms that result from biased algorithms [ 1 ]. This has become a critical problem, as algorithmic
ias can place certain groups of people at a systematic disadvantage [ 2 ]. Indeed, as Fazelpour and
anks argue, there are many senses of the term bias, but “at its most neutral, algorithmic bias is. . .

ystematic deviation in algorithm output, performance, or impact, relative to some norm or stan-
ard” [ 3 ]. And as they also explain, “key social and personal decisions that impact our lives are in-
reasingly guided by predictive algorithms. Medical diagnoses incorporate predictive models built
sing large datasets; loan approvals are informed by algorithmic judgments of credit worthiness;
ecisions to send social workers to investigate potential child abuse are guided by algorithm-based
isk scores; and the examples multiply everyday. At the same time, there is increasing awareness of

he harmful impacts caused by biases in these algorithms: face recognition algorithms perform worse

or people with feminine features or darker skin (and worse still for those with both) preventing people

rom accessing resources [emphasis added]. That is, applications of facial recognition may result in
isparate impact on darker-skinned individuals. 
Given this, it should not be surprising that one key demographic characteristic used to evaluate

airness of datasets and algorithms is skin tone [ 4 ]. The use of skin tone to develop and test appli-
ations, such as facial detection and recognition, surveillance, and medical diagnosis, has grown
ignificantly over the past few years. Therefore, it is important to utilize skin tone measures that

re representative of the people who will ultimately be affected by their applications . This is critical
o building machine learning systems that are trusted in their eventual domains of deployment.
owever, it is becoming apparent that existing measures do not achieve this goal. 
The most commonly used skin tone measure in healthcare and computer science is the Fitz-

atrick scale. The scale, originally used to plan treatments for psoriasis [ 5 ], is the industry stan-
ard used in dermatology to assess skin cancer risk or investigate variation in skin response to
ther types of injuries [ 6 ]. Despite its broad adoption, a growing number of studies highlight the
imitations of the scale, including its inability to capture variation in global skin tones and under-
epresentation of darker skin tones [ 6 –9 ]. In response, researchers have proposed changes ranging
rom modifications to the questions used to define the types [ 9 , 10 ], to explicit calls to replace the
cale with a (yet to be determined) more equitable and inclusive alternative [ 8 ]. 

Recent work in computer vision adopts variants of the Fitzpatrick scale to measure skin tone for
he purpose of fairness evaluation. Examples include datasets annotated with the six Fitzpatrick
ypes [ 12 , 13 ] or with binary darker / lighter classifications that group Fitzpatrick types I–II and
V–VI [ 14 , 15 ]. Again, researchers have raised concerns about the lack of standardization in anno-
ation practices and the need for more research into the validity of Fitzpatrick-based annotations
ompared to potential alternatives, especially given the limitations for people of color noted in the
edical community [ 16 ]. We join these voices in calling for further research toward identifying
ore inclusive alternatives. 
As a first step toward identifying a more inclusive skin tone scale, we ran a study to understand

erceptual differences across three skin tone measurements among a nationally representative
ample in the United States. We exposed participants to one of the three scales, had them rate
ow well they feel each scale represents them and explore the impact of demographic factors
n these ratings to bring nuance to the question, “Which skin tone scale is perceived to be most
nclusive?” In what follows, we provide background on skin tone and colorism, discuss algorithmic
airness and the measurement of skin tone in AI, then proceed to describe our data and methods
efore walking through our results. Embracing an interdisciplinary approach, we then conclude
ith recommendations for future researchers who wish to include skin tone measurement in their

ur veys, inter views, experimental research, or artificial intelligence applications. In particular, we
rge researchers and practitioners to consider using a skin tone scale that is optimal: one that
CM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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eets the threshold at which people feel enough sense of inclusivity—the key factors being the
ranularity and color selection on the scale—without being cognitively overwhelmed while still
eing efficient in ML models. 

 BACKGROUND AND RELATED WORK 

.1 Why Does Skin Tone Matter? 

 vast and continually growing literature across the social sciences documents the many ways
hat race/ethnicity 

1 is associated with life chances and outcomes. From health to wealth, the crim-
nal justice system, wages, and much more, social scientists have amassed an impressive set of
nowledge about how race/ethnicity is associated with inequality. Nevertheless, though relatively
arginalized compared to the considerable literature on ethnoracial inequality, social scientists

ave also documented how inequality works in ways that go beyond mere membership in broad,
ggregate ethnoracial categories (e.g., white, Black, Latinx, Asian, etc.) [ 17 ]. The major insight
f this research is that gradational differences in skin tone within and across ethnoracial cate-
ories are associated with life chances and outcomes; and the magnitude of these inequalities
ithin categories is often similar to or even exceeds what exists between ethnoracial categories

 18 ]. This includes important outcomes such as educational attainment, income, and contact with
nd treatment within the criminal justice system [ 17 , 19 , 20 ]. In short, skin tone undeniably plays
n important role in driving many social and economic outcomes for people of color, around the
orld. Given that the construction and definition of racial categories varies across societal context

 21 ], research has shown skin tone to be a more stable signal to measure outcomes globally than
acial categories [ 22 , 23 ].One of the main mechanisms that links skin tone to inequality are the
ell-researched cognitive biases and stereotypes linked to light and dark skin tone and Afrocen-

ric appearance, more broadly. For example, studies find that individuals with darker skin tones are
ore likely to be assigned to negative stereotypes [ 24 ], are perceived less positively by outgroup
embers [ 20 ], and experience lower incomes, worse jobs, and even poorer mental and physical

ealth outcomes [ 19 ]. Therefore, skin tone plays an imperative role in our understanding of social
tratification and inequality. This is because skin tone helps researchers capture how individuals
re treated by others in their daily lives. People ascribed to and self-identifying with the same
thnoracial category may differ in skin tone and live vastly different lives given deeply ingrained
kin tone biases by outgroups and even other members of their own ethnoracial category. 

The conflation of race/ethnicity with skin tone and the lack of attention to intraracial hetero-
eneity in skin tone has, arguably, led to the relative marginalization of research on colorism com-
ared to research that compares inequality between ethnoracial groups. Moreover, inattention to
kin tone heterogeneity within and across ethnoracial groups is also related to the long history of
kin tone-related biases in technology. On the one hand, then, evidence suggests darker-skinned
ndividuals are targets for bias and discrimination across myriad social and economic domains,
hile, on the other hand, darker-skinned individuals are victims of bias by omission and elision
hen it comes to designing technology that works equally well for everyone. In terms of technol-
gy, many researchers point to the history of Kodak film printing, “which required that skin tones
e matched to an image of a white model with the result that darker skin tones were oversaturated,
r under-lit, so the only images that looked right were images of light-skinned people... [Impor-
antly], light skin bias [was] not primarily a technical issue [because] film emulsions could have
 We use the terms race/ethnicity and ethnoracial to denote the considerable overlap between the concepts race and eth- 

icity in practice in everyday life and historically, which has led to them being used interchangeably. Some groups referred 

o as “ethnic” today were referred to as “racial” in the past and vice versa. In many ways, then, the separation of the terms 

s mostly artificial (see Wacquant 1997). 

ACM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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een designed that were more sensitive to a wider range of skin tones, but were not” [ 4 ]. In short,
nother way that skin tone stratification manifests itself is through technology—from medical de-
ices to machine learning algorithms to facial recognition systems that are systematically biased
gainst people of darker-skin. Until these systems are evaluated for fairness and representativeness
nd then made to be fairer and more inclusive these issues will remain. 

.2 Algorithmic Fairness and Skin Tone in Artificial Intelligence 

o build technology, specifically, machine learning systems that are fair and trusted when they
re deployed, it is important to recognize and mitigate bias throughout the AI development lifecy-
le [ 25 ]. Indeed, fairness and bias mitigation in machine learning is becoming common practice.
n computer vision, particularly, it is common to release training and evaluation datasets, which
nclude fairness attributes such as gender/gender presentation, age, and skin tone [ 26 ], to help fa-
ilitate disaggregated fairness analysis of machine learning models. In addition, research in recent
ears has produced algorithmic advances in machine learning bias mitigation techniques [ 25 ]. 
While concerns over and the academic literature regarding algorithmic fairness has exploded in

ecent years, it is worth noting that this area is rife with fierce debate over definitions. In fact, some
ave argued that some definitions and criteria for fairness are incommensurable, which has led to
eated and rather abstract debate [ 3 ]. Nevertheless, what is clear from these debates and the policy
iscussions that these debates have spawned is that a fundamental aspect of algorithmic fairness
nd justice is ensuring that those who use and are affected by AI are empowered to participate
n its regulation, from the very first stages [ 43 ]. Furthermore, algorithmic fairness and justice
equires that algorithmic decision making is as transparent and traceable as possible [ 3 ]. Given
his, it is somewhat striking that there have been so few studies on how diverse populations view
he representativeness and inclusivity of skin tone scales that are central to data production and
rocessing in computer vision (and more). This study seeks to make a key contribution to this
urgeoning body of research. 

Despite the fact that race/ethnicity and skin tone are distinct characteristics, foundational work
n machine learning fairness has historically used racial categories to inform group fairness anal-
ses [ 28 ]. Recent work in computer vision also adopts this practice, especially to measure group
airness in the context of facial analysis applications [ 4 , 29 ]. However, as mentioned above, racial
ategories are an unstable measure for fairness, because racial categories are ill-defined, unstable
emporally and geographically, and are culture specific [ 16 , 30 ]. Given these issues, research sug-
ests that phenotypes, which are observable characteristics, could help identify performance dif-
erences when conducting fairness analysis [ 14 ]. Multiple studies across applications have adopted
his practice, demonstrating observed disparities in the datasets used to develop models [ 27 ], and
ctual model performance for people with darker skin tones [ 14 , 15 ]. In addition, there is evidence
hat surfacing these disparities can spur algorithmic improvements [ 31 ]. 

When viewed in the context of the growing recognition from the social sciences of the
mportance of skin tone as one of the key phenotypic markers correlating with an individual’s
ived experience, the argument for considering skin tone for algorithmic fairness becomes even
tronger. Common definitions of group fairness operationalize the intuitive goal that a deployed
I system should work well for all people who are ultimately affected by the system [ 28 , 32 ].
owever, these metrics rely on accurate and inclusive fairness attributes. Indeed, research has

hown that noisy measurements may underestimate biases in machine learning models thus
eading to false certainty of model performance [ 16 , 33 ]. As such, it is imperative not just that
airness analyses of the development pipeline include skin tone as a dimension, but that the
ools we use to define skin tone groups are inclusive, ensuring that everyone sees themselves
epresented and deserving of consideration. 
CM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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There has been limited research showing that the general population struggles to understand
asic fairness metrics—and when a person does not understand a metric fully, they tend to think
he metric is valid [ 34 ]. Outside of machine learning, studies have shown that demographic char-
cteristics of raters such as gender, race, and their amount of contact with diverse groups can in-
uence their evaluations of the darkness or lightness of others’ skin, regardless of which skin tone
easure is used [ 7 ]. However, little is known about how these demographic factors may influence

erceptions of the validity of the measures themselves. Therefore, in this study, we investigate the
ssociation between skin tone measure perceived representativeness and respondents’ self-rated
kin tone, race, and other demographic and personal characteristics. Understanding these relation-
hips will not only help us understand whether existing measures used for skin tone annotation
re perceived as representative of people more broadly, but it will also help us understand the ways
ur identities play a role in whether or not one feels represented by the skin tone measures used
uring annotation and social science interviews. 

.3 Skin Tone Measurements in AI 

here are lots of ways to describe skin tone that have been used in social sciences, dermatology,
nd computer vision. In this section, we focus on the most common definitions used in computer
ision fairness research. One common objective way to measure skin tone in computer vision is the
ndividual typology angle (ITA) , which is a metric based on L* (lightness) and B* (yellow/blue)
omponents of the CIE L* a* b* color space. The ITA score of an albedo map is considered to be
he average of all pixel-wise ITA values within a skin region area. Skin color can then be classified
sing the ITA according to six categories, ranging from very light (category I) to dark (category VI)
 35 ]. Given that the ITA can be easily computed from images, is seen as an objective metric, and
ignificantly correlated with skin pigmentation, researchers have leveraged the ITA to determine
he skin color measurement of a subject from camera images [ 36 ]. However, there are several
imitations for using the ITA to estimate skin color. ITA values computed from images captured in
ncontrolled environments can vary due to influence of scene lighting or other imaging artifacts,
aking it a less reliable scale to use in annotation for in-the-wild datasets. 
The Fitzpatrick Scale (FST) is considered the “gold standard” of subjective skin tone measure-
ent in dermatology [ 6 , 13 ]. The FST was originally designed to assess UV-sensitivity of individ-

als “with white skin” for determining doses of ultraviolet A phototherapy. The instrument was
eleased in 1975 and included four skin types (I–IV). In 1988, it was updated with an additional
wo skin types to account for individuals with darker skin (V–VI). The FST is a text-based assess-
ent that determines an individual’s skin type based on their responses to interview questions

oncerning the degree to which they burn or tan following typical sun exposure [ 5 ]. We refer to
hese values as self-reported FST. 

In addition to dermatology, the FST has been used as a proxy for darker/lighter-skin to evaluate
he fairness of algorithms, including face recognition and detection, and pedestrian detection for
elf-driving cars [ 12 –15 , 37 ]. In addition, crowdsourcing FST annotations is very common in com-
uter vision research [ 26 , 38 ]. Annotations are used to perform disaggregated fairness analysis on
omputer vision models [ 14 ], and for bias mitigation strategies when training machine learning
odels [ 39 , 40 ] 
A common criticism of the Fitzpatrick scale is that its types skew toward lighter complex-

ons and have poor dynamic range for darker complexions. For example, in a survey with over
,000 Black adults, 59% were unable to identify their skin tone using the Fitzpatrick scale [ 9 ]. An-
ther study found that 114 of 270 participants from an ethnically diverse population gave responses
o interview questions that did not directly map to Fitzpatrick types [ 11 ]. Depending on the ex-
ct protocol used, researchers warn that reliance on the Fitzpatrick scale risks overestimating the
ACM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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revalence of type IV skin [ 9 ] or type VI skin [ 37 ] among Black individuals. Finally, a study that
ompared self-reported FST values with skin color as measured by a reflectance spectrophotome-
er found that just 5% of the variance in FST values for Black / Black Hispanic individuals was
xplained by differences in the L* skin color values [ 6 ]. Sommers et al. summarize the line of work
y noting that “[FST] provides a restricted range of options for people with darker skin tones that
o not capture variations in their skin color.” This suggests that FST values do not represent the
ull spectrum of skin tones and in fact, may have a weak correlation to one’s actual skin tone.
herefore, the FST may be limited in its ability to faithfully represent people, making it more dif-
cult for systems built upon human annotation to be fairly evaluated across skin types. Due to
hese limitations, researchers have requested alternative, finer grain skin tone measurements not
nly in dermatology but also when measuring fairness in computer vision [ 8 , 41 ]. The inclusion
f finer grained scales that reflect a broad diversity of skin tones allows for researchers to better
upport design choices for disaggregate evaluations [ 42 ] and plays a critical role in addressing
erformance disparities, especially those that often impact communities that have faced injustices
nd have been historically underrepresented [ 14 ]. 

Given the evidence that alternative measures should be considered, the primary goal of this
urvey was to understand which skin tone measures are perceived as the most representative of
otential end-users’ own skin tones. We test this question through an important dimension of in-
lusiveness: How well does this skin tone measure represent the participant’s perception of their
wn skin tone? We ask this question because when evaluating the fairness of an algorithm, an
fficient and scalable skin tone scale allows ML researchers to support design choices for disag-
regate evaluations, which plays a critical role in addressing performance disparities. If the skin
one measure used during the annotation task does not represent the skin tones of people depicted
n the images, then the model may fail to “see” those skin tones, especially those from communities
hat have been historically underrepresented [ 43 ]. With the increase of focus on building inclusive
atasets [ 44 ], and more specifically, because these datasets include images of people from a wide
ange of skin tones, people should feel that their skin tone (and by proxy, the measure they use to
valuate skin tone) is represented in the test set and by proxy, see themselves represented in the
raining set. In this way, technologists can ensure that performance is fair across the spectrum of
kin tones. 

The U.S. has grown increasingly racially and ethnically diverse in recent decades [ 45 ], and be-
ause of this diversity and the persistent, well-documented social and economic inequalities that
an be observed in the United States based on gender and ethnicity [ 45 , 46 ], we not only exam-
ne skin tone inclusiveness of skin tone measures across the entire population but also compare
esults between male and female, White and non-White, and lighter and darker skin tones. There
s also research that suggests that our backgrounds may influence how we perceive our own skin
ones and the skin tones of others [ 7 ], which helps us better understand how our identities play a
ole in whether or not one feels represented by skin tone measures used during annotation tasks.
herefore, our primary research questions are: 

RQ1: How well do existing skin tone measures fare with respect to people’s perceived represen-
tativeness of their skin tones? 

RQ2: What is the association between a skin tone measure’s perceived representativeness and
respondents’ demographic and personal characteristics? 

To address these research questions, we conducted a survey to explore which skin tone measures
re perceived to be representative of potential end-users’ skin tones. We address concerns raised
y prior literature that suggests that existing skin tone measures are insufficient in representing
he broad spectrum of skin tone diversity by exploring whether novel skin tone measures are
CM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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erceived to be more representative. Through this work, we argue that a consideration of skin
one measures beyond the FST that better align with human perceptions could greatly benefit
airness evaluations in machine learning. 

 SURVEY DESIGN 

o measure the perceived representativeness of different skin tone measures, we launched an orig-
nal data collection effort April–May 2021 in the United States through Qualtrics, a professional
urvey platform. Participants completed an online survey that assessed how represented they felt
y three skin tone measures. First, participants responded to a series of demographic questions
o better understand how their social environments influence their perceptions of skin tone scale
nclusion. These factors included each participant’s self-identified race, where participants were
nvited to choose all that apply from the following categories: white or Caucasian, Black or African
merican, LatinX, American Indian or Alaska Native, Asian or Pacific Islander, or other race (with
 box to type in a specific answer). While these categories are, of course, imperfect, they do corre-
pond both to how individuals classify themselves and others in everyday life and how the United
tates Census categorizes its population into ethnoracial groups for the purposes of tracking demo-
raphics and monitoring civil rights issues. Participants were randomly sampled on entry and then
creened after answering to align with quotas based on population proportions from the US Cen-
us Bureau. Participants had to affirmatively answer that they agree to answer questions collecting
otentially sensitive information, and to provide their best answers, and to be age 18 or older. The
andom sample was not nationally representative on entry, but data was weighted to be nationally
epresentative on ethnoracial group and gender. We also asked raters to think about the skin tones
f their closest friends as this could serve as proxies for exposure to individuals with diverse skin
ones. The rationale being that individuals exposed to more diverse skin tones in their local envi-
onments may see their own skin tones differently than individuals with homogeneous friendship
roups. How we understand our own skin tone, as exemplified by self-ratings, is fundamentally re-
ational and profoundly affected by the skin tones we tend to encounter in our local environments
 19 , 20 ]. In short, “seeing” diversity in their social networks may influence their perceptions of their
wn skin tones and, ultimately, how inclusive and representative they found the various scales to
e. Similarly, we included a measure of experience with cosmetics to control for the potential in-
uence individuals’ experiences with thinking about skin tone (i.e., domain expertise), such as en-
aging with makeup-related online content, may have on their feelings about being represented by
 skin tone scale. Those individuals with more expertise in this domain may see scales differently
han those who lack such expertise. In particular, those with more expertise may be systematically
ore meticulous and discerning about their perceptions of scale inclusivity. Finally, we asked par-

icipants their gender, highest level of education, and their income (for the full procedure, see
ppendix A.1 ). 
Next, respondents were randomly assigned to view one of the three skin tone scales (see Appen-

ix A.2 ). These scales exemplify different contexts of creation and use-cases: one scale is dominant
n the machine-learning community, one scale is from social scientific research on skin tone and
nequality, and another scale is adapted from the cosmetic industry. We tested (1) a skin tone scale
hat is most commonly used in machine learning: the 6-point graphic-based Fitzpatrick scale [ 5 ],
2) a newly developed 10-point graphic-based skin tone scale 2 designed to capture ethnoracial
 The social scientific study of skin tone and colorism has mostly relied upon word-based scales or palettes that are used 

y field interviewers or survey respondents themselves to judge skin tone. Arguably, the most commonly used scale is 

he Massey-Martin scale (10 points), which was developed for the New Immigrant Study nearly two decades ago. This 

cale, however, has been criticized for its relative lack of color differentiation at the darker end of the skin tone scale and 

ACM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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iversity [ 41 ], and (3) a 40-option skin tone palette based on Rihanna’s Fenty Beauty 

3 makeup line.
he palette was designed to capture a range of color undertones and a broad spectrum of color,
reated for people with darker skin tones in mind. By contrast, it is worth noting that the FST was
ot explicitly designed for this purpose. Instead, it was designed to capture how skin tone changes
mong Whites, specifically, with respect to phototherapy [ 8 ]. We included Rihanna’s Fenty palette
o better capture real skin colors and to explore how participants would respond to a broader
ange of skin tones. We then asked participants to describe their own relative skin tone based
n the scale they were assigned to. This question asked them, “Which of the following is closest
o your skin tone?” Based on this question, participants were categorized into light (Fitzpatrick I
nd II, Monk points 1–3, Fenty 100–190), medium (Fitzpatrick III and IV, Monk points 4–6, Fenty
00–390) and dark (Fitzpatrick V and VI, Monk points 7–10, Fenty 400–490) skin tone groups. To
mprove the reliability of this question, we asked participants to hold the back of their hand up to
he screen 

4 until they found the color on the scale that most closely matched their skin tone. 5 

To assess whether or not participants felt represented by each skin tone measure, participants
ere asked the extent to which they agreed their own skin tone was represented by the scale. For

he sake of clarity, individuals’ perceptions of the extent to which they feel their skin tones are rep-
esented may be distinct from the “objective ” representativeness of a skin tone scale with respect
o human skin tones. As is the case with any scale, it must necessarily reduce (though, in the best
ases, optimally) the full range of human skin tones into a cognitively amenable range of options.
his is why color selection and gradations are critically important in constructing any skin tone
cale. In this study, we are concerned with individuals’ perceptions of the extent to which they felt
hese scales were inclusive or representative of their understanding of their own skin tones. This is
n important matter to assess for the sake of algorithmic justice, among other matters (see above).

The final analytic sample contained 2,214 respondents. As shown in Table 1 , the sample gen-
rally conformed to the population characteristics of the target population. To ensure adequate
tatistical power and representation of darker-skinned participants who represent a smaller part
f the United States population, we oversampled respondents who self-reported having medium
nd dark skin tones. 
roubles with reliability (Hannon and DeFina 2016). In the case of Latin America, some studies have used the PERLA scale 

11 points), for which it was specifically-designed (see Telles 2014). This study uses the Monk Scale (10 points), which 

as designed, through its color selection and gradations, to optimally capture ethnoracial diversity in skin tone across the 

mericas (e.g., North, South). This includes capturing skin tone variation within and across racial/ethnic categories in the 

nited States (and potentially beyond). 
 The Fenty Beauty palette is an inclusive range of 50 foundation shades created for Rihanna’s foundation products. It was 

reated after seeing a void in the industry for products that performed across all skin types and tones. Given the goal of 

his makeup line was designed “so that people ever y where would be included,” we felt it was an important palette to test 

n this research. At the time the research was conducted, the Fenty Beauty palette contained 40 foundation shades. These 

hades were posted on Rihanna’s Fenty Beauty website, and we worked with a designer to re-create the 40-skin tone shade 

alette that was used in the research. 
 While not all devices render colors in exactly the same way, we included use of desktop vs. mobile devices to answer the 

urvey as a control in statistical modeling and found no significant effects. Given our findings, we do not believe that slight 

olor variations across displays would bias the data in any meaningful way. 
 For some time there has been debate around the potential use of spectrophotometers to measure skin tone “objectively” in 

ocial scientific research (and other research) on skin tone. It is worth noting, however, that there are important questions 

f commensurability between spectrophotometer reflectance scores and the human perception of skin tone, even if they 

orrelate to some extent. When it comes to the social significance of skin tone (e.g., its consequences for inequality, the 

epresentativeness of skin tone scales, etc.) it makes sense to put a premium on capturing how human beings perceive skin 

one. Tellingly, one study finds that while spectrophotometer reflectance scores were not associated with poorer health, 

ocially perceived skin tone, as a marker of exposure to discrimination and disadvantage, was associated with poorer health 

Gravlee et al. 2005). 
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Table 1. Demographic Characteristics of Sample and Weighting To Be Nationally Representative of Race 

and Gender 

Variable Levels Sample 

Variable Levels N Unweighted % of 
Sample 

Weighted % of 
Sample 

2019 / 2020 ACS 
5 Year Estimates 

Used for weighting 

Sex Male 1,039 47.3% 48.6% 49.3% 

Non-male 1,175 52.7% 51.4% 50.7% 

Race/Ethnicity White 804 36.3% 61.8% 61.5% 

Black 725 31.1% 13.4% 12.7% 

Latino/Latina 343 16.1% 11.3% 11.7% 

Asian 109 5.0% 5.3% 5,4% 

Native American 51 2.8% 0.7% 0.8% 

Other (incl. Hawaiian 
or Pacific Islander) 

39 1.9% 4.6% 4.8% 

Mixed race 134 6.8% 3.0% 3.1% 

Not used for weighting 

Age 18 to 29 869 38.7% 30.9% 

30 to 39 408 19.0% 16.8% 

40 to 49 296 13.0% 14.7% 

50 to 64 324 14.7% 17.1% 

65 + 317 14.6% 20.5% 

Education Less than high school 64 3.1% 2.4% 

High school or GED 532 24.7% 21.8% 

Some college 555 24.1% 23.8% 

Bachelors or 
Associates 

738 33.3% 34.1% 

Graduate or 
professional degree 

325 14.8% 18.0% 

Self-reported skin 
tone 

Light 994 44.9% 61.8% no data 
available 

Medium 582 27.1% 23.2% no data 
available 

Dark 638 28.0% 15.0% no data 
available 

3

T  

s  

p  

t  

m  

U  

g  

g  

r  

6

t

.1 Data and Analytic Strategy 

o answer the question of which skin tone scales that participants perceived best represented their
kin tones, we tested for statistically significant differences between groups of respondents using
airwise comparisons (e.g., between respondents in the Fenty scale condition and respondents in
he Fitzpatrick scale condition). We used Tukey’s HSD test [ 48 ] for multiple comparisons of group
eans, with ɑ = 0.05. To account for differences between the sample of survey respondents and the
nited States population, group means were weighted to be nationally representative for race and
ender. 6 We chose to run separate statistical analyses of self-reported skin tone and ethnoracial
roup. These are, of course, not fully independent of one another (e.g., respondents who self-
eported light skin tones were 82% white after weighting). However, given small sample sizes of
 Using a raking technique to weight representative population proportions for gender and race (including mixed race) in 

he U.S., per the 2019 American Communities Survey’s 5-year demographics estimates. 
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Table 2. Ordered Logistic Regression Model Results 

Covariates 
Coefficient 
(log odds) Std. Error t value P value 

Coefficient 
(odds ratio) 

Not Male (vs. Male) −0.17 0.10 −1.74 0.08 0.84 

White (vs. Non-white) 0.10 0.12 0.84 0.40 1.10 

Dark skin tone (vs. light skin tone) 0.02 0.13 0.14 0.89 1.02 

Medium skin tone (vs. light skin tone) −0.12 0.12 −1.01 0.31 0.89 

Fenty scale (vs. Fitzpatrick scale) 0.30 0.11 2.89 <0.01 1.36 

Monk scale (vs. Fitzpatrick scale) 0.22 0.10 2.10 0.04 1.24 

Uses foundation (vs. does not) 0.13 0.11 1.122 0.26 1.14 

Supports Democratic Party (vs. does 
not) 

0.30 0.09 3.40 <0 .01 1.35 

Controls Coefficient (log 
odds) 

Std. Error t value P value Coefficient 
(odds ratio) 

Homogenous friends (vs. 
heterogeneous friends) 

0.59 0.09 6.53 <0.01 1.81 

Watches makeup content online (vs. 
does not) 

0.40 0.11 3.59 0.01 1.50 

Lives in urban cluster (vs. rural) −0.53 0.35 −1.54 0.12 0.59 

Lives in urbanized area (vs. rural) −0.72 0.35 −2.05 0.04 0.49 

Lives in minority white county (vs. 
does not) 

0.02 0.09 0.19 0.85 1.02 

Has college education (vs. does not) −0.04 0.09 −0.47 0.64 0.96 

Household income $75k + annually 
(vs. <$75k annually) 

0.22 0.10 2.19 0.03 1.24 

Took survey on mobile (vs. took on 
desktop) 

0.04 0.11 0.36 0.72 1.04 

Age −0.00 0.00 −1.08 0.28 1.00 

Note that a number of variations on this model including interaction terms, alternate specificationsfˆrecordings of covari- 

ates such as race and income as well as adding interaction terms, did not produce meaningful differences in significance 

of coefficients or goodness-of-fit of the model. Therefore, we opted for a parsimonious model without interaction terms. 

Representativeness (5-point Likert scale, recoded from -2 (strongly disagree) to +2 (strongly agree)) was regressed on the 

following covariates. Covariates that were recoded binary outcomes have the reference level indicated in parentheses, e.g., 

Y (vs. reference level X). 
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ertain subgroups (e.g., n = 47 respondents who reported being Black and having lighter skin tone),
e thought it important to focus on consistency of effects across skin tone and ethnoracial groups,

ather than directly comparing combinations of skin tone and ethnoracial group. 
We also ran regression analyses to understand the relationship between participants’ identity

nd personal experience and their perception of skin tone measures as representative. Specifically,
e regressed perceived representativeness of skin tone scale (with -2 as “strongly disagree” and
 as “strongly agree”) on gender, whiteness, self-reported skin tone, skin tone scale, with controls
or political affiliation, urbanicity (defined as rural, urban cluster, or urbanized per the U.S. Census
ureau) 7 , use of cosmetics, education level, and household income, survey mode, age, homogene-

ty of skin tones among close friend group, and consumption of makeup-related content. We found
he same set of covariates to be significant when modeling strong agreement with a binary logistic
egression. The full list of model covariates and control variables are available in Table 2 . 
 https://w w w.census.gov/programs-sur veys/geography/guidance/geo- areas/urban- rural.html 
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 RESULTS 

n the main text, we report key findings of interest. Full statistics of all variables and group com-
arisons, as well as regression models, are included in Tables 1 and 2 , respectively. We have also
ncluded group mean comparisons in Appendix A.3 for easier consumption. 

Overall, participants generally agreed that at least one skin tone scale they saw represented
heir own skin tone (specified with “strongly disagree” as -2; and “strongly agree” as 2; median
 2; mean 1.39, SD 0.85, SE 0.02; see Figure 1 ). When comparing scale means via the Tukey test

(F 2 ,2211 = 5 . 97 , P < 0 . 01 ),the Fitzpatrick scale (mean 1.32, SE 0.03) was perceived as significantly
ess representative of their own skin tone than both the Monk scale (mean 1.41, SE 0.03); Fitzpatrick
s. Monk, P = 0.01) and the Fenty scale (mean 0.44, SE 0.03); Fitzpatrick vs. Fenty, P < 0.01). There
as no statistically significant difference between the Fenty and Monk scales on this measure ( P
 0.87). 
We also see significant differences in perceived representativeness of these skin tone scales when

omparing across and within demographic groups. 
We found differences in perceived representativeness of skin tone scales across ethnoracial

roups (Figure 2 ). When comparing means via the Tukey test for Black participants (F 2 ,722 =

 . 71 , P = 0 . 01 ), the Fitzpatrick scale (mean 1.28, SE 0.09) is perceived as less representative than
he Monk scale (mean 1.49, SE 0.09); Fitzpatrick vs Monk, P < 0.01) and the Fenty scale (mean
.48, SE 0.08), Fitzpatrick vs. Fenty, P = 0.03). When comparing means via the Tukey test for white
articipants (F 2 ,801 = 0 . 20 , P = 0 . 81 ), there were no significant differences between the perceived
epresentativeness of the scales (Fitzpatrick vs. Fenty, P = 0.55; Fitzpatrick vs. Monk, P = 0.82; Fenty
s. Monk, P = 0.91). Other ethnoracial groups did not exhibit statistically significant differences be-
ween perceived scale representativeness using the more conservative Tukey range test. However,
hen comparing scale means via the Tukey test for Asian participants (F 2 ,106 = 1 . 61 , P = 0 . 20 ),
e found the Fitzpatrick scale (mean 1.05, SE 0.14) significantly less inclusive than the Fenty scale

mean 1.37, SE 0.12) using a one-tailed Student’s T test (Fitzpatrick vs. Fenty, P = 0.05)—we think
his result should be treated as marginally significant given the smaller sample of n = 42 Asian
articipants in the Fitzpatrick condition and n = 35 in the Fenty condition. In sum, then, there is
vidence to suggest that the FST is viewed as less inclusive than the other scales we tested among
on-Whites, specifically. Whites, however, seemed to view all scales as equally inclusive, which
ighlights how the use of the FST may be viewed as fair from the vantage point of dominant
embers of society, while being unfair to historically marginalized groups who may view it as
on-representative. 
We found significant differences in perceived representativeness of the skin tone scales based

n participants’ own skin tone (Figure 3 ). When comparing scale means via the Tukey test ( F 2,635

 6.29, P < 0.01), participants with dark skin tones rated the Fitzpatrick scale (mean 1.12, SE 0.09)
s significantly less representative of their own skin tone than the Monk scale (mean 1.47, SE 0.06;
itzpatrick vs. Monk, P < 0.01) and the Fenty scale (mean 1.49, SE 0.01, Fitzpatrick vs. Fenty, P =

.01). There were no significant differences between Fenty and Monk scales for participants with
ark skin tones (Fenty vs. Monk, P = 0.99). 
When comparing scale means via the Tukey test ( F 2,579 = 1.65, P = 0.19), there were also no sig-

ificant differences among participants that self-reported having medium skin tones (Fitzpatrick,
ean 1.21, SE 0.08; Fenty, mean 1.41, SE 0.05; Monk, mean 1.30, SE 0.07; Fitzpatrick vs Fenty, P
 0.17; Fitzpatrick vs Monk, P = 0.65; Fenty vs. Monk, P = 0.58). Similarly, when comparing scale
eans via the Tukey test ( F 2,991 = 0.63, P = 0.53), we saw no significant differences among respon-

ents with light skin tones 8 (Fitzpatrick, mean 1.41, SE 0.04; Fenty, mean 1.44, SE 0.04; Monk, mean
ACM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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Fig. 1. Perceived representativeness of skin tone scales among overall sample. 

Fig. 2. Perceived representativeness of skin tone scales by ethnoracial group. 
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Fig. 3. Perceived representativeness of skin tone scales by self-reported skin tone. 
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.45, SE 0.04; Fitzpatrick vs Fenty, P = 0.57; Fitzpatrick vs Monk, P = 0.65; Fenty vs. Monk, P = 0.99).
imilar to the results above, the scales were viewed as roughly equivalent in terms of their fairness
xcept for those with darker skin. In short, the FST may be viewed as fair by some , but not all mem-
ers of U.S. society. It is also worth pointing out that given skin tone heterogeneity both within
nd across ethnoracial categories, this means that the FST may not be viewed as representative
mong darker-skinned Asian and Latinx individuals as well (i.e., not just Blacks). 

When looking at the association between self-reported skin tone and representativeness, we
ound that there are gender differences in perceived representativeness of skin tone scales.

e found that when comparing scale means for female and non-binary participants (F 2 ,1172 =

 . 27 , P < 0 . 01 ), the Fitzpatrick scale (mean 1.28, SE 0.05) was perceived as less representative
han the Monk (mean 1.46, SE 0.04; Fitzpatrick vs. Monk, P = 0.02) and Fenty scales (mean 1.44, SE
.04; Fitzpatrick vs. Fenty, P < 0.01). 

For male participants ( F 2 ,1036 = 0 . 67 , P = 0 . 51 ), there were no significant differences in per-
eived representativeness between the skin tone scales (Fitzpatrick, mean 1.36, SE 0.04; Fenty, mean
.44, SE 0.04; Monk, mean 1.37, SE 0.04; Fitzpatrick vs Fenty, P = 0.49; Fitzpatrick vs Monk, P =

.92; Fenty vs. Monk, P = 0.74; see Figure 4 ). 
We note that intersectionality played a role in how people perceived the different skin tone
easures. For example, we found that when comparing scale means for male participants with

arker skin tones (F 2 ,294 = 3 . 23 , P = 0 . 04 ), we found that the Monk scale (mean 1.58, SE 0.09) was
 Skin tone, unsurprisingly, can be strongly connected with ethnoracial groups, but it is not a good proxy. 65.4% of light skin 

one participants were white; 81.5% of dark participants were Black; medium skin tone participants were predominantly 

lack (28.9%), Latinx (27.0%), or white (20.6%) 
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Fig. 4. Perceived representativeness of skin tone scales by gender. 
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erceived as significantly more representative than the Fitzpatrick scale (mean 1.20, SE 0.11; Fitz-
atrick vs. Monk, P = 0 . 03), but Fenty was not (mean 1.47, SE 0.13; Fitzpatrick vs. Fenty, P = 0.34).
We also note the stark difference between answers from white male participants compared

o all other participants. We found that when comparing scale means for white male partici-
ants (F 2 ,436 = 0 . 75 , P = 0 . 47 ), there was no statistically significant difference across the scales
Fitzpatrick, mean 1.45, SE 0.06; Fenty, mean 1.45, SE 0.05; Monk, mean 1.34, SE 0.06; Fitzpatrick
s. Monk, P = 0.53; Fitzpatrick vs. Fenty, P = 0.99, Fenty vs Monk, P = 0.54). When comparing
cale means for everyone other than white male participants (F 2 ,1772 = 8 . 66 , P < 0 . 01 ), the Fenty
mean 1.43, SE 0.04, Fitzpatrick vs. Fenty, P < 0.01) and Monk (mean 1.45, SE 0.04; Fitzpatrick vs.

onk, P < 0.01) scales were perceived as significantly more representative than the Fitzpatrick
cale (mean 1.26, SE 0.04). 

To understand whether any of these demographic or personal factors were significantly asso-
iated with the rating of skin tone scale representativeness, we ran an ordered logistic regression.
e regressed participants’ score on the scale representativeness Likert scale question on a series of

ndividual demographic variables (e.g., race, gender, skin tone), personal experience control vari-
bles (e.g., friend group heterogeneity, consumption of online makeup content), and geographic
ontrol variables 9 (e.g., urbanicity). Full specification details of this model and its results are shared
n Table 2 . 
 Using the US Census’ API, with participants’ self-reported ZIP code mapped to county-level statistics. 
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We found that the following predictors had statistically significant ( ɑ = 0.05, i.e., the 95% confi-
ence interval for the coefficients do not cross 0) associations with participants ratings of a scale
epresenting their own skin tone while holding all other variables constant: which skin tone scale

hey viewed and household income. 

For participants who saw the Fenty Beauty palette, the odds of finding the scale representative
f their own skin tone were 1.36 times that of participants who saw the Fitzpatrick scale, holding
ll other variables constant ( P < 0.01). For participants who saw the Monk scale, the odds were
.24 times the odds of participants who saw the Fitzpatrick scale ( P = 0.04). 

For participants with a household income of $75,000 or higher per annum, the odds of finding
 scale representative of their own skin tone were 1.24 higher than those of participants from
ouseholds with less than $75,000 per annum ( P = 0.03). 
We did not find significant main effects for gender ( P = 0.08), self-reported dark skin tone ( P =

.89) or medium skin tone ( P = 0.31), or ethnoracial group (recoded as White vs. non-White for
odel parsimony, P = 0.40) in this specific model. However, we note that the lived experience of

eople fitting certain demographic subgroups is likely better reflected in the group means used in
he pairwise comparisons above, rather than in a predictive model like this one. 

We ran goodness-of-fit tests recommended for ordered logistic regression [ 49 ] and failed to
nd evidence for lack-of-fit for the model (Hosmer-Lemeshow ordinal test, χ 2 

15 = 14 . 1 , P = 0 . 52 ;

ipsitz test, χ 2 
9 = 2 . 8 , P = 0 . 97 ). 

 DISCUSSION 

he encroachment of machine learning and artificial intelligence into nearly every realm of society
as not gone unnoticed and each day there are more and more calls to ensure these systems and
he algorithms underlying them are as unbiased and fair as possible. One aspect of algorithmic
airness and inclusion is transparency for and feelings of representativeness and fairness among
hose who are affected by these systems. Notably, many forms of computer vision technology
ely upon skin tone scales, yet research examining the extent to which people feel measures of
kin tone used in many algorithms are fair and inclusive is in its infancy. Presently, most research
as focused on the reliability of various skin tone measures [ 7 ] and not perceptions of inclusivity
nd/or representativeness of skin tone measures. To our knowledge, this is the first study to date
hat has systematically explored a simple yet important question: How represented do people feel

y skin tone measures? Our results provide new, survey-based evidence that the current industry
tandard, the Fitzpatrick scale, is perceived to be less inclusive than other skin tone measures that
ere intentionally designed to capture individuals with darker skin tones—the Monk scale and the

enty Beauty palette. The differences in perceived representation between the scales were small,
et powerful and consistent given that participants were only assigned to evaluate one skin tone
easure and thus not asked to compare across the skin tone measures. 
Important to note were the differences in perceived representation across historically marginal-

zed groups. Women, people with darker skin tones, and some ethnoracial minorities consistently
elt less represented by the industry standard, the Fitzpatrick scale, compared to the Monk scale
nd the Fenty Beauty palette. This suggests that the Fitzpatrick scale is perceived as less repre-
entative of groups that do not fit the privileged majority of White males, further highlighting the
eed to shift away from the Fitzpatrick scale as it was not intended to capture a broader range of
ark skin tone diversity [ 9 ]. 
Despite a few differences between the Fenty Beauty palette and the Monk scale, it is important

o note that the Fenty Beauty palette contains four times the number of skin tone shades than the
onk scale. This is encouraging as it suggests that when designed to focus on darker skin tones,

 simpler 10-point skin tone measure can be perceived to be as inclusive and robust as a 40-point
ACM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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kin tone measure. Our findings suggest that in the U.S. context, it is not simply the number of
ptions that matters for perceptions of inclusivity, but the quality of options (i.e., the fit between
ptions and the preferences of a given market). While it may plausibly be the case that more
ptions will correlate with heightened perceptions of inclusivity, it is unclear how effectively a
0-point scale can be applied in a machine learning context. In terms of efficiency, a 40-point skin
one scale may be challenging to implement compared to utilizing a simpler 10-point scale that
oes not compromise in terms of representation. Asking raters to repeatedly evaluate images using
 larger 40-point scale could introduce considerable cognitive load, potentially reducing interrater
greement. Gains in perceptions of inclusivity and representativeness may come at the cost of
sability, reliability, and accuracy. Understanding how to effectively implement larger and more

nclusive scales is an important area for future research and exploratory work in applied machine
earning systems. Nevertheless, it is worth noting that our findings suggest that color selection—
ot just the expansion of a scale’s number of swatches/options—is a promising avenue to address
erceived representativeness and inclusivity. 
While our findings paint a detailed picture of how people feel represented across three skin tone
easures, it’s important to note that our survey is U.S. focused. Therefore, it is unclear whether

r not these findings will generalize outside of the United States. Still, it is worth noting that
he Monk scale was designed specifically to cover skin tone distributions in the United States and
razil and was informed by global research on the relationship between skin tone and UV radiation
round the world, while the Fenty Beauty palette was also designed to be inclusive of all skin types.
iven similarities in the range of human skin tones across the globe (see Reference [ 50 ]), there is

trong reason to believe these results may hold globally. Nevertheless, further research is needed
o validate this work in a global context, especially since cultural factors may influence how people
oth perceive their own skin tone and feel included (or excluded) by skin tone measures. 
Importantly, these results demonstrate that participant’s social, personal, and demographic

haracteristics influenced how included they felt by various skin tone measures—a novelty in the
urrent literature on skin tone in machine learning and AI. In other words, how we think about
ur skin tone is shaped by our local environments [ 19 ]; and this extends to how we ultimately may
eel about how representative measures of skin tone may be. This is reflected in our results, which
emonstrate that while there are no differences among whites in terms of how representative they
eel across the three skin tone measures, non-whites are more selective about the measures of
kin tone they find more representative. This makes sense given the heightened salience of skin
one among non-white communities (e.g., familial socialization, perceiving discrimination, and,
f course, displaying a wider range of different skin tones). Important to note is that as the de-
ographics of the United States becomes increasingly non-white [ 51 ] and darker-skinned, not

mplementing representative measures of skin tones means that AI systems that do not use rep-
esentative measures of skin tone may not work optimally for more than half of the United States
opulation. In addition, globally speaking, non-whites make up a majority of the world popula-
ion. This strongly suggests the need for more representative, fine-grained measures of skin tone
or equitable products for people all over the world. 

Ultimately, then, what we see as a North Star for inclusive and ethical AI/ML is adopting a mea-
ure of a social signal (skin tone) that meets the threshold (optimal cutoff point) of adequate repre-
entativeness while being practically useful for AI/ML annotation by human beings (i.e., not cog-
itively overwhelming). Future research, using experimental and/or interview-based approaches,
hould dig deeper by examining this potential trade-off by measuring perceptions of scales’ ease of
se and perceptions of the adequacy of the number of options (e.g., perceived as having too few or
oo many options), in addition to the more standard analyses of inter-rater reliability and consen-
us. This future research, then, using multiple methods, would further deepen the insight around
CM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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 trade-off between inclusivity (ethics), cognitive load/practical use, and efficiency for adoption
n ML. Solving bias in AI/ML will necessitate this ethos—interdisciplinary testing to ensure rep-
esentation and inclusivity, which is rooted in recognizing the need for compromise to ensure
epresentative and inclusive AI/ML remains practically useful and efficient enough to be imple-
ented by practitioners across myriad use-cases (which themselves should be ethical!). 

 CONCLUSION 

his study shows the role social science can play in informing machine learning best practices.
iven the widespread use of skin tone measures in AI, the present work highlights the role col-
rism research plays in informing skin tone measurement and how people feel represented. The
act that the Fitzpatrick scale is only perceived to be inclusive among the non-marginalized, while
 scale used in the social sciences is perceived to be inclusive by non-marginalized and ethnoracial
inorities alike, confirms that an interdisciplinary approach can be helpful in identifying and miti-

ating harms that can be produced by AI systems that rely on skin tone. After all, using a scale that
s only perceived as inclusive by those who are not ethnoracial minorities may potentially exac-
rbate algorithmic bias and be a signal of algorithmic injustice. As such, ensuring that people feel
epresented by skin tone measures used to develop AI systems is an inherently social and ethical
uestion that requires rigorous, socio-technical approaches to build products that are inclusive.
iven the ubiquity of skin tone in computer vision, machine learning, and AI, our results have
ide-ranging implications for the deployment of algorithms in facial recognition, search, medical
evice testing, and much more. 

 APPENDIX 

.1 Procedure 

fter consenting, participants were asked to provide their age, gender, and race. Participants were
hen randomly assigned to view one of three skin tone measures. To understand the composition
f their friendship networks, we asked participants, “Which of the following statements best de-
cribes the skin tones of your closest friends?,” with options “Most of them have a similar skin
one to mine,” “Most of them have a lighter skin tone than mine,” “Most of them have skin tones
arker than mine,” “My friends have a mix of skin tones.”
Next, participants were asked to identify the skin tone that best matched their own skin tone,

Which of the following is closest to your skin tone? For the most accurate results, hold the back of
our hand up to the screen until you find the color that most closely matches.” If participants felt
he skin tone measure did not contain a skin tone that matched them, then they could select “none
f the above.” This option was infrequently selected across all three skin tone measures (0.38%
itzpatrick, 0.09% Fenty, 0.28% Monk). After participants selected their skin tone, we asked how
ell the scale they were assigned to represented them, “Please look closely at this range of skin

ones. To what extent do you agree or disagree with the following statement: My own skin tone is
epresented in this scale,” on a 5-point Likert scale from “Strongly disagree” to “Strongly agree.”

In separate questions, we asked participants how well the skin tone scales represented the skin
ones of their community; the country; a broad range of skin tones; a diverse range of skin tones;
ighter skin tones; medium skin tones; and darker skin tones. However, we focus here on partici-
ants’ feelings of how well the scales represent their own skin tones, as the best indicator of how
epresentative the scales feel. 

In open-ended text responses in the survey, we saw no mention of the Fenty Beauty scale, so
e do not have any indication that the scale being perceived as more representative is due to

ecognition of the specific palette or association with Rihanna. 
ACM Journal on Responsible Computing, Vol. 1, No. 1, Article 7. Publication date: March 2024. 
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.2 Skin Tone Measures 

-point Fitzpatrick scale 
The Fitzpatrick scale ( 4 ) asked participants to select the option that was closest to their skin

one using this graphic as a guide: 

0-point Rihanna Fenty Beauty Palette 
This scale asked participants to select the option that was closest to their skin tone based on a

alette of skin tones. This measure was adapted from Rihanna’s 40 Fenty Beauty Shades. The num-
ers correspond to the shade associated with her beauty line. To avoid confusion, these numbers
ere removed from the survey so participants just saw the skin tone options. 

0-point Monk scale 
This scale asked participants to select the option that was closest to their skin tone based on 10

ptions. 
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