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Abstract
Based on Pre-trained Language Models001
(PLMs), event coreference resolution (ECR)002
systems have demonstrated outstanding perfor-003
mance in clustering coreferential events across004
documents. However, the state-of-the-art sys-005
tem exhibits an excessive reliance on the ‘trig-006
ger lexical matching’ spurious pattern in the007
input mention pair text. We formalize the008
decision-making process of the baseline ECR009
system using a Structural Causal Model (SCM),010
aiming to identify spurious and causal associ-011
ations (i.e., rationales) within the ECR task.012
Leveraging the debiasing capability of coun-013
terfactual data augmentation, we developed a014
rationale-centric counterfactual data augmen-015
tation method with LLM-in-the-loop. This016
method is specialized for pairwise input in the017
ECR system, where we conduct direct inter-018
ventions on triggers and context to mitigate019
spurious associations while emphasizing cau-020
sation. Our approach achieves state-of-the-art021
performance on three popular cross-document022
ECR benchmarks and demonstrates robustness023
in out-of-domain scenarios 1.024

1 Introduction025

The goal of cross-document event coreference res-026

olution (ECR) is to group event mentions referring027

to the same real-world event together across doc-028

uments. It is an essential task in NLP and has029

provided valuable prior event-related knowledge030

for many downstream tasks, e.g., topic detection031

and tracking (Allan et al., 1998), multi-hop ques-032

tion answering (Yang et al., 2018) and informa-033

tion extraction (Humphreys et al., 1997). In real034

life, event coreference systems commonly assist035

decision-makers in important fields such as intelli-036

gence analysis and security event warnings (Palan-037

tir, 2023).038

To resolve the task, existing state-of-the-art ECR039

systems perform binary classification to pairwise040

1Our code is available at XXX

Figure 1: The distribution of ‘lexical triggers match-
ing’ in mention pairs from the ECB+ training set, along
with a false negative example from Held et al.’s system
which shows that forcing the event trigger in the second
mention to lexically match the first one causes a signifi-
cant change in the predicted coreference score.

compare event mentions (Barhom et al., 2019; Yu 041

et al., 2022; Caciularu et al., 2021; Held et al., 042

2021). In their pipelines, a fraction of coreferential 043

and non-coreferential mention pairs are retrieved 044

from the corpus to fine-tune a cross-encoder, which 045

is used as a coreference scorer to gauge the like- 046

lihood of pairwise events being coreferential. Fi- 047

nally, coreferential mentions are merged into clus- 048

ters based on the predicted coreference score. 049

However, most coreference scorers are troubled 050

by the curse of ‘lexical triggers matching’ (Ravi 051

et al., 2023; Ahmed et al., 2023). Figure 1 demon- 052

strates that when constructing event-mention pairs, 053

it is natural that coreferential mentions frequently 054

share lexical similar event triggers, whereas non- 055

coreferential mentions typically have lexical diver- 056

gent ones. This skewed feature distribution results 057

in trigger-centric ECR systems that use event rep- 058

resentation in Appx. A.2.2 (Yu et al., 2022; Held 059
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et al., 2021) excessively relying on ‘lexical triggers060

matching’, which is a spurious association. Essen-061

tially, what truly determines the ECR outcome of062

event mentions is the coreference of event-relevant063

arguments, which include (non-)human partici-064

pants, times, locations, and actions (i.e., event trig-065

gers) (Cybulska and Vossen, 2015). In other words,066

these deeper semantic features constitute the ra-067

tionales of the ECR task, as they demonstrate the068

task’s corresponding causal associations. Unfor-069

tunately, some state-of-the-art systems only learn070

the surface feature of trigger term similarity (Ravi071

et al., 2023; Ahmed et al., 2023) (Figure 1 also072

provides an example), and the underlying reason073

could be that lexical-similar trigger words in the074

data often correspond to coreference. Through data075

governance, we can adjust the distribution of key076

features in the training data to resolve this issue.077

Counterfactual data augmentation (DA) is a078

promising way for debiasing the classification sys-079

tem (Garg et al., 2019; Madaan et al., 2021), which080

enhances the robust causal thinking ability of mod-081

els with a human-like logic: ‘What the output label082

would be if certain phrases within the input text083

were altered?’. In practice, we can intervene with084

rationales in the original example input text to en-085

sure minimal editing to flip the output label, thus086

generating counterfactual augmented data (CAD).087

The minimal editing constraint is to prevent the in-088

troduction of unnecessary noise into the augmented089

data, which allows the model trained with CAD to090

focus directly on the causal associations from ra-091

tionales, rather than on other parts of the input092

text (Keane and Smyth, 2020).093

Given this, we propose LLM-RCDA, a rationale-094

centric counterfactual DA method with a large095

language model (LLM) in the loop, aiming to en-096

hance the model to think causally and understand097

deeper semantics in the pairwise context. As shown098

in Figure 2, our method focuses on intervening trig-099

gers and rationales in the event-mention sentence.100

In the phase of trigger intervention, lexical diver-101

gent synonyms of the original trigger are gener-102

ated to force the system to capture the coreferential103

meaning between triggers, while in the phase of104

context intervention, we use the LLM to merely105

change the rationales of the target event-mention106

based on prompts, and keep the discourse of the107

event-mention unchanged.108

To evaluate the efficacy of our method, we109

evaluate our method on three popular cross-110

document ECR benchmarks: ECB+ (Cybulska111

and Vossen, 2014), Football Coreference Corpus 112

(FCC) (Bugert et al., 2021) and Gun Violence Cor- 113

pus (GVC) (Vossen et al., 2018). Our enhanced 114

system achieves state-of-the-art performance on 115

all of them, with improvements varying from 1.8 116

to 2.3 CoNLL F1 over baselines. On ECB+, our 117

approach significantly surpasses the performance 118

of directly employing LLMs, showcasing its su- 119

periority to the current LLM-QA paradigm in the 120

task. Additionally, the cross-corpus experiment on 121

the out-of-the-domain data shows a robustness im- 122

provement of our method, with a 7.2 CoNLL F1 123

gain over the baseline. 124

To the best of our knowledge, we are the first 125

to evaluate and analyze the performance of popu- 126

lar LLMs on the cross-document ECR benchmark, 127

and the first to formalize the decision process of the 128

mainstream ECR model from a causal view. More- 129

over, we are the first to utilize rationale-centric 130

CAD generated by the LLM to causally enhance 131

the ECR system. 132

2 Related Work 133

Event Coreference Resolution Currently, the pre- 134

trained language models (Devlin et al., 2019; Liu 135

et al., 2019) have significantly enhanced the con- 136

textual semantics of text data. In recent ECR sys- 137

tems (Kenyon-Dean et al., 2018; Caciularu et al., 138

2021; Held et al., 2021; Chen et al., 2023), the 139

pairwise representation of events (known as cross- 140

encoding) becomes mainstream. Such represen- 141

tation combines contextual embeddings with pair- 142

wise token-level trigger embeddings to represent 143

the event-mention pair and expects the embeddings 144

to encode the event-relevant argument information 145

implicitly. Some other works enhanced the pair- 146

wise events representation by explicitly fusing the 147

encoding of event-relevant arguments which are 148

extracted by semantic Role Labeling (SRL) sys- 149

tems (Barhom et al., 2019; Zeng et al., 2020; Yu 150

et al., 2022), achieving success in performance im- 151

provements. In our approach, we also emphasize 152

the crucial features that influence event coreference, 153

such as argument features. However, we do not al- 154

ter the model structure or existing representation 155

methods. Instead, we induce the model to learn 156

these key features through rationale-centric coun- 157

terfactual data augmentation, thereby enhancing 158

the causal reasoning capability of the ECR system. 159

Counterfactual Data Augmentation Counterfac- 160

tual data augmentation is widely used in NLP tasks 161
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Figure 2: The procedure of our rationale-centric counterfactual DA with LLM-in-the-loop (LLM-RCDA).

to improve the system’s performance and robust-162

ness. The methods for generating counterfactual163

augmented data (CAD) vary across tasks, such as164

SA (Yang et al., 2022a), NLI (Pope and Fern, 2021;165

Robeer et al., 2021) and NMT (Liu et al., 2021).166

In early works, CAD generation either relies on a167

human-in-the-loop system (Kaushik et al., 2020;168

Srivastava et al., 2020) or relies on PLMs (Tucker169

et al., 2021; Wu et al., 2021) or external knowl-170

edge bases automatically (Wang and Culotta, 2020;171

Yang et al., 2022a). Recently, Li et al. explored172

and confirmed the feasibility of using LLMs to173

generate CAD on SA, NLI, NER and RE tasks,174

demonstrating good efficiency. Our work is the175

first one specifically designed for the ECR task,176

which also involves the LLM-in-the-loop to auto-177

matically and efficiently construct required CAD178

that meets the task’s causal requirements.179

3 Baselines180

LLM Currently, little work has been done to evalu-181

ate LLMs’ performance on cross-document ECR.182

To achieve this task, LLMs must possess the ability183

to comprehend and process a long context for un-184

derstanding and comparing event mentions across185

multiple documents. Therefore, we utilize Claude-186

2(100K maximum input length) (Anthropic, 2023)187

and GPT-4 (8K maximum input length) (OpenAI,188

2023), two LLMs with strong long context compre-189

hensions, to perform the evaluation. We compare190

the zero-shot results of LLMs with a rule-based sys-191

tem which employs the same head lemma matching192

technique (Barhom et al., 2019), an end-to-end neu-193

ral system (Cattan et al., 2020), the state-of-the-art194

pipeline system (Held et al., 2021) and our causally195

enhanced system. 196

Fully fine-tuned Baseline Our method is built 197

upon the state-of-the-art ECR system (Held et al., 198

2021), which serves as our main baseline. Held 199

et al. applies the discourse coherence theory to 200

create event mention pairs for training and infer- 201

ence. For each event mention, they retrieve the K 202

nearest mentions in a trained event representation 203

space to establish matches. These event-mention 204

pairs are encoded by RoBERTa-large (Liu et al., 205

2019) ( Appx. A.2.2), and then fed to fine-tune the 206

coreference scorer. During inference, the system 207

prunes non-coreferential mention pairs and merges 208

the remaining greedily to construct the coreferen- 209

tial cluster. On top of that, we also compare with an 210

ELMo-based system (Barhom et al., 2019), where 211

the entity and event coreference are jointly mod- 212

elled; an end-to-end cross-document coreference 213

resolution system for both event and entity (Cattan 214

et al., 2020); a robust feature-based system (Bugert 215

et al., 2021); a CDLM-based system (Caciularu 216

et al., 2021), which uses a larger longformer (Belt- 217

agy et al., 2020) model for document-level rep- 218

resentation; a system with pairwise triggers and 219

arguments representation (Yu et al., 2022) and a 220

system trained with pruned mention pairs (Ahmed 221

et al., 2023). 222

4 Method 223

We analyze the decision process of the ECR system 224

on event coreference with Structural Causal Model 225

(SCM) (Pearl, 2000). Formally, the event corefer- 226

ence process of the baseline ECR system into the 227

following equation: 228

Y = f (T (X) , A (X) , U) (1) 229
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Figure 3: SCM illustration. (1) stimulates the decision
process of the baseline ECR system; (2) shows the de-
cision process of the causally enhanced system after
interventions.

where X and Y represent the input pairwise data230

and the output label, A represents the coreference231

of counterpart event-relevant augments in the con-232

text of input, T denotes the scenario of triggers233

matching lexically and U refers to the unobserved234

variable. Equation 1 demonstrates the fact that235

‘lexical triggers matching’ influences the predic-236

tion heavily in our baseline ECR system. At the237

same time, the coreferential counterparts of event-238

relevant arguments are rationales for ECR accord-239

ing to the definition of event coreference (Cybulska240

and Vossen, 2015).241

4.1 Causality Analysis and Interventions242

Equation 1 can be represented by the causal graph243

in Figure 3 (1), where the input pairwise data X244

serves as a confounder of triggers matching (T)245

and the coreference result (Y), indicating a back-246

door path T ← X → Y , where the ECR system247

does not capture the causality by recognizing the248

semantic rationales for ECR provided in the con-249

text completely but relies on the linguistic surface250

feature of the trigger pair, which is a spurious asso-251

ciation to the coreference prediction.252

To address this problem, we perform the Trig-253

ger Intervention (TI) on the path X → T , as254

well as the Context Intervention (CI) on the path255

X → A→ Y . TI aims to decompose the spurious256

association from the lexical matching of trigger257

terms. We use the prompt operator SYN (Appx.258

Table 8) to generate synonyms of existing trigger259

terms but lexical divergence from them, which ex-260

pands the limited expressions of triggers in the261

corpus. This allows us to adjust the distribution of262

trigger-matching features and ultimately block the263

confounding influence. As for CI, it aims to empha-264

size that rationales are a key factor influencing the 265

output label and enhance the ECR understanding in 266

a causal manner. We leverage CAD to achieve the 267

purpose. Therefore, we developed a counterfactual 268

generation algorithm specifically for ECR, ensur- 269

ing that the generated counterfactual data not only 270

have diverse trigger expressions but also emphasize 271

causal features. We will introduce this algorithm 272

in Section 4.2. 273

4.2 Counterfactual Generation 274

We design an LLM-in-the-loop counterfactual gen- 275

eration algorithm to generate CAD candidates au- 276

tomatically for a given original event-mention pair 277

MP. All prompt operators in Algorithm 1 are pre- 278

sented in the appendix section A.3.2. Since we 279

follow the discourse setup in the system of Held 280

et al., each event-mention text is associated with 281

a maximum of 2w + 1 sentences totally in a dis- 282

course context. Therefore, MP can be symbolized 283

as (S(1)i−w...S(1)i ...S(1)i+w; S(2)j−w...S(2)j ...S(2)j+w), where 284

S(1). represents the sentence associated with the first 285

event-mention in the pair, and S(2). represents the 286

sentence associated with the second one. For sim- 287

plicity, we divide the text of an event-mention into 288

prefix sentences (S(1)i−w,...,S(1)i−1), mention sentence 289

S(1)
i and suffix sentences (S(1)i+1,...,S(1)i+w). 290

When generating CAD, we only consider mak- 291

ing adjustments to the text related to the first men- 292

tion. As shown in Algorithm 1, a mention sentence 293

within the MP will serve as the target for interven- 294

tion with its selection depending on the original 295

example’s label (lines 2-3&9-10). It will then un- 296

dergo Trigger Intervention (lines 4&11) followed 297

by the generation of several non-coreferential (or 298

coreferential) mention sentence candidates using 299

the LLM (lines 5&12). If the original MP is coref- 300

erential, generating CAD becomes somewhat sim- 301

pler, where we only need to sequentially replace the 302

target mention sentence S
(1)
i with each of the gen- 303

erated candidates sg (lines 20-21). In this way, the 304

counterfactual dataset Dcf is constructed while ad- 305

hering to the constraint of minimal edits. However, 306

additional operations are required to generate coref- 307

erential CAD from the original non-coreferential 308

example. This is necessary to ensure that all event- 309

relevant arguments co-refer with their counterparts 310

within the pairwise context, as the definition of 311

event coreference (Cybulska and Vossen, 2015). 312

Therefore, a new event-mention with discourse con- 313

text, which co-refers to the second event-mention in 314
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MP needs to be constructed. We begin with utiliz-315

ing a paraphraser to generate prefix and suffix sen-316

tences based on those of the second event-mention317

(line 23-24) and then combine them with the men-318

tion sentence sg to construct the required event-319

mention text m̃1 in line 25. In line 26, we pair m̃1320

with the original text of the second event-mention321

in the original MP. Thus, the desired commonsense322

reasonable CAD is constructed with relatively mi-323

nor text changes.324

The plausible counterfactual should ensure mini-325

mal changes compared with the original data, oth-326

erwise, it may hurt the model’s performance and327

robustness (Keane and Smyth, 2020). Inspired328

by Yang et al. (2022a), we use MoverScore, an329

edit-distance scoring metric (Zhao et al., 2019), to330

evaluate the plausibility of our generated counter-331

factual data. The average MoverScore on sampled332

counterfactual data is 0.7314, demonstrating the333

minor changes in our CAD and validating the plau-334

sibility of these generated instances.335

5 Experimental Settings336

5.1 Evaluation Metrics and Datasets337

Evaluation Metrics Since we do not conduct iden-338

tification of the mention, we use B3 F1 proposed by339

Bagga and Baldwin (1998) to select the best model340

during training because Moosavi and Strube (2016)341

to identify that it has the fewest relevant draw-342

backs under the condition (Held et al., 2021). For343

a comprehensive comparison with recent works,344

we also report MUC (Vilain et al., 1995), CEAFe345

(Luo, 2005), LEA (Moosavi and Strube, 2016) and346

CoNLL F1 (the arithmetic average of the value of347

B3, MUC and CEAFe).348

Datasets Our experiments are performed on349

three benchmarks: Event Coreference Bank Plus350

(ECB+), Football Coreference Corpus (FCC) and351

Gun Violence Corpus (GVC). For ECB+, we follow352

the data split by Cybulska and Vossen (2015), while353

following the data split by Bugert et al. (2021) for354

FCC and GVC. The data details are presented in355

Appx. Table 5.356

5.2 Implementation Details357

LLM To evaluate the ECR performance of LLMs,358

we employ the document template prompt (Appx.359

Table 7) as suggested by Le and Ritter (2023). This360

prompt has shown considerably superior perfor-361

mance compared to the standard QA prompt and362

competes well with existing unsupervised entity363

Algorithm 1 LLM-in-the-loop Counterfactual Gen-
eration
Input: Original data MP with label Y; Large language model
LLM ; trigger terms of two mentions (T (1),T (2)).
Prompt operators: Synonyms generator SY N ; Coref events
generator CE; Non-coref events generator NCE; Para-
phraser PARA.
Output: Counterfactual dataset Dcf

1: while sentence s in MP do
2: if Y == coref then
3: if s == S

(1)
i then

4: T
(1)
syns = LLM

(
SY N, T (1)

)
5: Sgens = LLM

(
NCE, T

(1)
syns, S

(1)
i

)
6: else
7: continue
8: end if
9: else if Y == not coref then

10: if s == S
(2)
i then

11: T
(2)
syns = LLM

(
SY N, T (2)

)
12: Sgens = LLM

(
CE, T

(2)
syns, S

(2)
j

)
13: else
14: continue
15: end if
16: end if
17: end while
18: while sentence sg in Sgens do
19: if Y == coref then
20: m̃1 = (S

(1)
i−w, ..., sg, ..., S

(1)
i+w)

21: MPcf = concat
{
m̃1,

(
S

(2)
j−w, ..., S

(2)
j+w

)}
22: else if Y == not coref then
23: pre = LLM

(
PARA, (S

(2)
j−w, ..., S

(2)
j−1)

)
24: suf = LLM

(
PARA, (S

(2)
j+1, ..., S

(2)
j+w)

)
25: m̃1 = concat {pre, sg, suf}
26: MPcf = concat

{
m̃1,

(
S

(2)
j−w, ..., S

(2)
j+w

)}
27: end if
28: end while
29: Add MPcf to the set Dcf

30: return Dcf

coreference resolution systems. The evaluation is 364

performed on the test set of ECB+. In practice, 365

we begin by clustering the documents into golden 366

topics, and subsequently, we evaluate the event 367

coreference within each topic individually. ECB+ 368

does not include cross-topic coreference links, so 369

this operation will overlook incorrect coreference 370

links across topics, thus simplifying the task. We 371

do this to ensure that each prompt does not exceed 372

the maximum acceptable length of GPT-4. 373

Fully Fine-tuned Experiments To compare with 374

the main baseline (Held et al., 2021) fairly, we fol- 375

low their setup. For main experiments on three 376

benchmarks, we retrieve the nearest 15 (K=15) and 377

5 (K=5) mention pairs for training and inference 378

in main experiments on three benchmarks. For the 379

ablation study and generalization test, we retrieve 5 380
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Methods CoNLL F1

Lemma Matching (Barhom et al., 2019) 76.5
E2E Neural System (Cattan et al., 2020) 81

Pipeline System (Held et al., 2021) 85.7
Causally Enhanced System (Ours) 86

Claude-2 56.9↓
GPT-4 70↓

Table 1: LLMs performance compared with other sys-
tems. The best overall result is highlighted in bold,
while the best result among LLMs is underlined.

(K=5) mention pairs for both training and inference.381

Considering a trade-off between the training time382

and the increasing amount of augmented data, we383

only add two CAD for each original data from the384

top 5 nearest pairwise data in the training set, and385

keep the others unchanged. After data augmenta-386

tion, we receive 68.2K, 35.8K and 97.3K mention387

pairs to train the cross-encoder on ECB+, FCC and388

GVC respectively. All of our models are trained389

and evaluated on a single Nvidia Tesla V100 GPU.390

All our augmented data originates from GPT-3.5-391

turbo (OpenAI, 2023).392

6 Experimental Results393

LLMs Table 1 shows the cross-document ECR re-394

sults by LLMs. Claude-2 lags significantly behind395

GPT-4 by 13.1 CoNLL F1 points. After checking396

the answers, we found that the low performance of397

Claude-2 is attributed to its neglect of a significant398

number of golden event mentions that should have399

been classified. Claude-2 missed 15% of the total400

golden mentions of ECB+, including all golden401

mentions within Topic 37. GPT-4 predicted more402

completely, with only 16 out of a total of 1780403

golden event mentions being missed. Although404

GPT-4 performs better than Claude-2, it still falls405

short compared to other baselines. GPT-4’s per-406

formance decreases by 6.5 CoNLL F1 points com-407

pared to the simple baseline (Barhom et al., 2019),408

which relies solely on event head lemma matching409

for coreference. Also, it falls significantly behind410

the current state-of-the-art pipeline method (Held411

et al., 2021). In particular, our method outperforms412

GPT-4 with 16.0 CoNLL F1 points. The experimen-413

tal results provide direct evidence that LLMs are414

not enough to solve the cross-document ECR prob-415

lem and also demonstrate the effectiveness of our416

causally enhanced system based on LLM-RCDA.417

Causally Enhanced System As shown in Table 2,418

our causally enhanced ECR system has achieved419

state-of-the-art performance across multiple evalu- 420

ation metrics. In terms of CoNLL F1, the system 421

surpasses the baseline by 1.8, 2.6, and 2.3 points 422

on ECB+, FCC, and GVC, respectively. 423

In the case of ECB+, we observe a significant 424

improvement in Recall for our enhanced system 425

compared to the baseline system, as measured by 426

MUC, B3, and LEA, with an average improvement 427

of 3.5 points. This improvement can be attributed 428

to the trigger intervention in Algo. 1. The intro- 429

duction of diverse trigger expressions enhances the 430

model’s comprehension of event semantics, thereby 431

rectifying false negatives caused solely by literal 432

differences in trigger terms. 433

FCC and GVC represent single-domain datasets 434

focused on football and gun violence news. They 435

include a substantial volume of coreferential event 436

mentions across various topics, resulting in a con- 437

siderable number of challenging negatives (i.e., 438

non-coreferential event-mention pairs with very 439

similar contexts). Nevertheless, several metrics ex- 440

hibit notable enhancements in Precision, such as a 441

13.1-point increase for B3 on FCC and a 5.7-point 442

increase for CEAFe on GVC. These results sug- 443

gest that our LLM-RCDA method is well-suited 444

for such scenarios, as it guides the model to make 445

decisions based on fine-grained causal terms within 446

the context. 447

7 Analysis 448

Ablation Study Our LLM-RCDA algorithm as- 449

sists the cross-document ECR system in disentan- 450

gling spurious patterns via Trigger Intervention 451

(TI) while emphasizing causal associations through 452

Context Intervention (CI) when understanding the 453

pairwise context. To investigate the efficacy of each 454

intervention, we modified the augmented data gen- 455

eration algorithm (Algo. 1), conducting ablations 456

for both TI and CI. During the TI ablation (Algo. 2 457

in Appx.), we no longer diversify the expressions 458

of the target mention’s trigger, resulting in trigger 459

pairs in the augmented data that remain consistent 460

with those in the original mention pair. In the CI 461

ablation (Appx. Algo. 3), we intentionally intro- 462

duced more substantial modifications to the text of 463

the original mention pair. This deliberate approach 464

leads to the generation of relatively implausible 465

counterfactuals, aiming to reduce the emphasis on 466

rationales within the context (Keane and Smyth, 467

2020; Yang et al., 2022a). The augmented data 468

from TI and CI ablation are short for TIA and CIA. 469
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Methods MUC B3 CEAFe LEA CoNLL
R P F1 R P F1 R P F1 R P F1 F1

ECB+
Barhom et al. (2019) 77.6 84.5 80.9 76.1 85.1 80.3 81 73.8 77.3 - - - 79.5
Cattan et al. (2020) 85.1 81.9 83.5 82.1 82.7 82.4 75.2 78.9 77 - - - 81
Bugert et al. (2021) 76 76.1 76.1 71.8 81.2 76.2 72.2 72.1 72.2 55.1 67.9 60.8 74.8

Caciularu et al. (2021) 87.1 89.2 88.1 84.9 87.9 86.4 83.3 81.2 82.2 76.7 77.2 76.9 85.6
Held et al. (2021) 87 88.1 87.5 85.6 87.7 86.6 80.3 85.8 82.9 74.9 73.2 74 85.7
Yu et al. (2022) 88.1 85.1 86.6 86.1 84.7 85.4 79.6 83.1 81.3 - - - 84.4

Ahmed et al. (2023) 80 87.3 83.5 79.6 85.4 82.4 83.1 75.5 79.1 70.5 73.3 71.9 81.7
Baseline System−DA 82.5 88.6 85.4 82.6 88.6 85.5 85.1 78.5 81.7 74 77.4 75.6 84.2
Enhanced System+DA 86.4 88.6 87.5 85.7 88.4 87 84.7 82.2 83.4 77.4 79.6 78.5 86

FCC
Barhom et al. (2019) - - - 36 83 50.2 - - - - - - -
Bugert et al. (2021) 82.7 78.3 80.4 70.8 38.3 49.2 28.2 40.4 33.2 60.4 30.4 39.8 54.3
Held et al. (2021) 86.4 75.7 80.7 61.6 65.4 63.5 39.1 65.3 48.9 47.2 57 51.6 64.4

Baseline System−DA 79.2 88.9 83.7 64.4 61.6 63 73.3 46 56.5 58.1 47.2 52.1 67.7
Enhanced System+DA 79.2 88.2 83.4 66.8 74.7 70.5 72.7 46.7 56.9 60.1 60.1 60.1 70.3

GVC
Barhom et al. (2019) - - - 81 66 72.7 - - - - - - -
Bugert et al. (2021) 66.3 78.1 71.7 49.9 73.6 59.5 60.9 38.2 47 38.2 56.5 45.6 59.4
Held et al. (2021) 91.8 91.2 91.5 82.2 83.8 83 75.5 77.9 76.7 79 82.3 80.6 83.7

Ahmed et al. (2023) 84 91.1 87.4 79 76.4 77.7 69.6 52.5 59.9 74.1 63.9 68.6 75
Baseline System−DA 89.3 92.3 90.8 82.1 85.7 83.8 76.6 67.5 71.7 76.9 78.8 77.8 82.1
Enhanced System+DA 90.4 92.1 91.3 84.8 86.8 85.8 78.9 73.2 76 79.8 80.7 80.2 84.4

Table 2: Performance comparison of different cross-document ECR systems on ECB+, FCC and GVC. Baseline
System−DA results are obtained by reproducing the work of Held et al. without data augmentation. Enhanced
System+DA is trained by the original data combined with CAD from LLM-RCDA. Bold values represent the overall
best results, while underlined values indicate results that beat the Baseline System.

Training Data
(data volume)

Percentage MoverScore
MUC B3 CEAFe LEA CoNLL

R P F1 R P F1 R P F1 R P F1 F1

ORI−TI/−CI (14.3K) 70.0% - 83 85.9 84.4 84.2 85.7 85 81.9 78.7 80.2 74.6 74.2 74.4 83.2
ORI&TAD+TCDA(42.8K) 19.9% - 79.8 88 83.7 82 87.9 84.9 85.1 76.5 80.6 73.2 75.1 74.2 83.1
ORI&TIA−TI/+CI (42.8K) 91.7% 0.7324 82.1 85.7 83.9 83.3 85.2 84.2 82.7 78.6 80.6 73.9 73.7 73.8 82.9
ORI&CIA+TI/−CI (42.8K) 19.9% 0.6971 84.1 86.2 85.2 84.5 86.5 85.5 82.4 80 81.2 74.7 75.5 75.1 84
ORI&CAD+TI/+CI (42.8K) 19.9% 0.7314 87.2 86.5 86.8 86.7 85.4 86.1 81.8 82.7 82.2 77.2 76.2 76.7 85

Table 3: Results of the system trained with different data combinations on ECB+. Percentage denotes the proportion
of examples with lexical similar triggers in coreferential pairs. ·+/−TI(CI) indicates whether the Trigger (Context)
Intervention is included or excluded. ·+TCDA means that the augmented data is from Ravi et al.’s TCDA method.

In table 3, we compare the results obtained by train-470

ing on the original data with those achieved using471

various data combinations. As observed from the472

Percentage column, ORI&TIA shows a notably473

higher percentage of coreferential data involving474

similar trigger pairs, approximately 92% v.s. 70%475

in ORI. This extremely imbalanced distribution ex-476

acerbates the model’s reliance on ‘lexical triggers477

matching’, which is a spurious association. Conse-478

quently, the model trained with ORI&TIA shows479

evident performance degradation across various480

coreference metrics when compared with ORI (e.g.,481

0.3 CoNLL F1 points decrease), despite the larger482

dataset size and the high-quality counterfactuals483

with its MoverScore 0.7324. Despite CIA being a484

relatively implausible counterfactual (MoverScore485

0.6971), it still brings a gain of 0.8 CoNLL F1486

points compared to the ORI baseline, attributed to487

TI. However, due to the ablation of CI, the perfor-488

mance of ORI&CIA lags behind ORI&CAD by 489

1.0 CoNLL F1 points. Overall, ORI&CAD, which 490

combines both interventions, outperforms other 491

data combinations in multiple metrics, whether fo- 492

cusing on Recall or Precision. The ablation study 493

highlights the importance of TI and validates our 494

analysis of spurious associations and causal asso- 495

ciations. It also underscores that the most efficient 496

way to enhance cross-document ECR performance 497

is by fully utilizing our LLM-RCDA algorithm. 498

Comparison with Temporal commonsense DA 499

Ravi et al. enriched the event context by intro- 500

ducing possible preceding or succeeding scenarios 501

related to event mentions based on the Temporal 502

Commonsense Event Coreference Data Augmen- 503

tation (TCDA) method, thereby increasing the dis- 504

tinction between events. They also designed an 505

inference-enhanced pairwise scorer specifically to 506

capture such temporal information. We reproduced 507
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Methods MUC B3 CEAFe LEA CoNLL

Bugert et al. (2021) 52.4 33.2 27 14.1 33.2
Baseline System (Held et al., 2021) 57.5 38.4 31.5 23.9 42.5

Enhanced System (ours) 68.6 46.0 35.0 31.2 49.9

Table 4: Performance comparison of our enhanced sys-
tem with baselines on the OOD dataset FCC.

their method (Appx. Algo. 4) for the temporal com-508

monsense augmented data (TAD) and incorporated509

it into the original data (ORI) to train the cross-510

document ECR system (Held et al., 2021). From511

results in Table 3, we observe that ORI&CAD out-512

performs ORI&TAD across various metrics, im-513

proving by 1.9 CoNLL F1, while ORI&TAD’s per-514

formance is worse than that of the system trained515

solely with ORI. This observation indicates that516

TCDA heavily relies on their well-designed scorer.517

In contrast, LLM-RCDA improves performance518

without requiring system modifications, with more519

convenience and scalability.520

Robustness in the Generalization Test We train521

the system on ECB+ but test it on FCC to522

evaluate its out-of-the-domain (OOD) robustness.523

For comparison, we take the cross-corpus results524

from Bugert et al. (2021) and the reproduced re-525

sults from Held et al. (2021) as our baselines. The526

enhanced system is trained with ORI and CAD527

from LLM-RCDA.528

As shown in Table 4, our enhanced system shows529

the best performance in multiple metrics. It sur-530

passes the baseline system by 7.4 CoNLL F1 points,531

proving the stronger robustness of LLM-RCDA. To532

better demonstrate how our enhanced system per-533

forms more robustly in OOD scenarios, we perform534

an error analysis. We randomly sample 100 errors535

made by the baseline system but correctly predicted536

by our enhanced ECR system. The 100 error sam-537

ples consist of 50 false positives (FPs) and 50 false538

negatives (FNs). FPs refer to the non-coreferential539

examples being wrongly predicted as coreferential,540

while FNs refer to coreferential examples being in-541

correctly predicted as non-coreferential. According542

to the context of these mention pairs, we manually543

categorize them into four error types: ‘Triggers544

matching’, ‘Similar contexts’, ‘Different contexts’545

and ‘Lack of the evidence’, and analyze the error546

distribution of FPs and FNs.547

From Figure 4, we can observe that 44% of FPs548

fall under the category of ‘Similar contexts,’ where549

the pairwise contexts show a notable overlap in550

lexical similar terms. These examples pose a sig-551

nificant challenge for the model, as the presence of552

Figure 4: Error distribution.

similar features strongly implies coreference, mak- 553

ing it more prone to making incorrect predictions. 554

Conversely, ‘Different contexts’ examples account 555

for the majority of FNs, constituting 52% of the 556

errors. Such examples have dissimilar contextual 557

content, making it challenging for the model to 558

assign a coreferential label. Furthermore, we no- 559

tice that the issue of ‘Triggers matching’ is serious 560

in FPs, accounting for 36% of the errors. In these 561

examples, only the triggers exhibit high lexical sim- 562

ilarity. If the model pays attention to the rationales 563

in the context, it would avoid making such errors. 564

This highlights that the baseline system, especially 565

in the OOD context, heavily relies on spurious as- 566

sociation but neglects the rationales in the context 567

when making predictions. 568

The error analysis reveals a deficiency in the 569

baseline system’s comprehension of complete se- 570

mantics, leading to instances where similar or 571

dissimilar context features can significantly im- 572

pact prediction outcomes. In contrast, our im- 573

proved ECR system effectively addresses these er- 574

rors. This can be attributed to LLM-RCDA, which 575

not only eliminates spurious associations but also 576

strengthens the system’s ability to capture addi- 577

tional information related to event-relevant argu- 578

ment relations within the context, which is the key 579

to prediction. 580

8 Conclusion 581

We proposed a novel rationale-centric counterfac- 582

tual data augmentation method specialized for the 583

pairwise text input of cross-document ECR sys- 584

tems, which leverages interventions of the LLM 585

to mitigate the spurious association and enhance 586

causal associations for event coreference decisions. 587

Experimental results verify the significant perfor- 588

mance and robustness improvement of the en- 589

hanced ECR system with our method. 590
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Limitations591

The LLM used in our LLM-RCDA method is GPT-592

3.5-turbo (OpenAI, 2023), and it is not an open-593

source model. In the future, we plan to attempt594

to implement our method based on some open-595

source large models, such as LLaMA (Touvron596

et al., 2023). Additionally, we aim to apply it to597

other cross-document tasks, not limited to event598

coreference resolution. We are also interested in599

adapting our method to other pairwise input text600

tasks, such as natural language inference, stance601

detection, and entity coreference resolution.602

Ethical Statement603

We honour the Code of Ethics of ACL.604
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A Appendix824

ECB+ Train Dev Test

Topics 25 (50) 8 (16) 10 (20)
Documents 574 196 206
Sentences 9366 2837 3505

Event Mentions 3808 1245 1780

FCC Train Dev Test

Topics 3 1 1
Documents 207 117 127
Sentences 7018 3648 4274

Event Mentions 1604 680 1074

GVC Train Dev Test

Topics 1 (170) 1 (37) 1 (34)
Documents 358 78 74
Sentences 7607 1325 1360

Event Mentions 5313 977 1008

Table 5: Statistics for ECB+, FCC and GVC. For Topics
rows, values outside the parentheses indicate the number
of topics, while values inside the parentheses represent
the number of subtopics of the data split (e.g., 25 (50)
means that 25 topics including 50 subtopics are in the
data split).

A.1 Dataset Details825

Event Coreference Bank Plus (ECB+) The ECB+826

corpus is the most popular benchmark for the cross-827

document ECR task (Cybulska and Vossen, 2014).828

It is an extension of the Event Coref Bank corpus829

(ECB) annotated by Bejan and Harabagiu (2010).830

ECB+ expands on the original topics by incorporat-831

ing various seminal events as subtopics and anno-832

tates the coreference relationships between events833

within each topic. In terms of statistics, the ECB+834

corpus consists of 982 documents, covering 43 top-835

ics, and includes 26,712 coreference links among836

6,833 event mentions.837

Football Coreference Corpus (FCC) The Foot-838

ball Coreference Corpus (FCC) serves as a bench-839

mark for cross-document Event Coreference Reso-840

lution (ECR) specifically in the domain of football841

tournaments (Bugert et al., 2021). This dataset842

is unique as it includes a significant number of843

cross-subtopic event coreference links, which is844

uncommon but highly valuable for research pur-845

poses. Overall, the FCC comprises 451 documents846

and contains a total of 145,272 links between 3,563847

event mentions.848

Gun Violence Corpus (GVC) The GVC (Vossen849

et al., 2018) is a challenging cross-document ECR850

benchmark. It consists of 510 documents that are851

lexically similar, posing a challenge for document852

clustering. The dataset comprises 29,398 links be- 853

tween 7,298 event mentions, with all the links being 854

within subtopics. 855

A.2 Experimental Details 856

A.2.1 LLM Evaluation 857

We utilize MUC, B3, CEAFe, LEA and CoNLL, 858

five metrics to evaluate the performance of Claude- 859

2 and GPT-4 on cross-document ECR. Claude-2 860

accepts 100K input, but we have no access to ad- 861

just the parameters currently, so we interact with 862

it directly on its official website 2. The GPT-4 we 863

used accepts 8K tokens shared between the prompt 864

and output in maximum 3. We set the temperature 865

parameter as zero for reproducibility, and adjust 866

the maximum length as 4500. Other parameters are 867

set as default. 868

A.2.2 Representation 869

Following Held et al. (2021), we arrange a text
snippet for each mention by including sentences
from a context window preceding and following the
mention sentence. Subsequently, a fine-tuned bi-
encoder initialized with pre-trained weights from
RoBERTA-large (326M) (Liu et al., 2019) en-
codes the token-level boundary representation used
by (Lee et al., 2017). The mention is then repre-
sented by concatenating these token-level represen-
tations. As a result, the pairwise representation for
the mention pair can be constructed as follows:

[m1,m2,m1 ⊙m2]

where m1 and m2 refer to the representation of the 870

first and second mention in the pair, and m1 ⊙m2 871

denotes the element-wise multiplication between 872

two mention. 873

The original data, along with the augmented data, 874

is encoded into the pairwise representation and 875

then passed through a cross-encoder for training a 876

coreference classifier. 877

A.2.3 Hyperparameters 878

Hyperparameters for training the bi-encoder and 879

cross-encoder are presented in Table 6. 880

A.3 Prompts 881

A.3.1 The prompt for LLM evaluation 882

To evaluate the performance of LLM on the cross- 883

document ECR, we follow and modify the docu- 884

ment template prompt (Table 7) proposed by Le 885

2https://www.anthropic.com
3https://platform.openai.com
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bi-encoder cross-encoder

Batch Size 16 40 (8)
Learning Rate 0.00001 0.00001

Maximum Epochs 50 40
Optimizer Adam Adam

Warmup Proportion 0.1 0.1
Early Stop Patience 10 5

Max Grad Norm 1 1
Input Turncation 512 512

Table 6: Hyperparameters settings. We set the batch size
as 40, 40, 8 for cross-encoder when performing corpus-
tailored study on ECB+, FCC and GVC respectively,
while setting it as 8 for ablation and generalization study.

and Ritter (2023), which outperforms several ex-886

isting unsupervised coreference systems in the en-887

tity coreference resolution task on the OntoNotes888

dataset (Le and Ritter, 2023).889

A.3.2 The prompt for data generation890

Algorithm 1 contains the following prompt-based891

operations: generating the synonyms SY N and892

non-coreferential(coreferential) event mention sen-893

tence NCE(CE), paraphrasing the given text894

PARA. From Table 8, prompt Step 1 illustrates895

the operation SYN in line 4, while prompt Step 2896

corresponds to the operation NCE in line 12. Mean-897

while, the prompt Step 1 and Step 2 in Table 9 refer898

to the operation SY N and CE in lines 11 and 12899

respectively. Table 10 shows the PARA prompt900

about paraphrasing the discourse context, corre-901

sponding to lines 22 and 23. Table 11 displays the902

prompts used to generate TAD, which is utilized903

in Algorithm 4 in the "Comparison with Temporal904

Commonsense DA" subsection of Section 7.905

A.4 Data Examples906

Table 12 and 13 show examples of Counterfactual907

Augmented Data (CAD), Trigger Intervention Ab-908

lation (TIA) Data, Context Intervention Ablation909

(CIA) Data as well as the Temporal commonsense910

Argumented Data(TAD), where the special token911

<s> and <\s> indicate the start and end of the912

sentence. The average MoverScore for CAD and913

TIA are both approximately 0.73, whereas for CIA914

it is around 0.69, which indicates CAD and TIA915

are more plausible counterfactual data. Yang et al.916

(2022b) have demonstrated that the performance917

and robustness of the model cannot be infinitely im-918

proved by adding more counterfactuals. Therefore,919

in our data augmentation process, we randomly920

select two CAD from counterfactual candidates921

generated by Algorithm 1 for each specified origi-922

nal data. To ensure fair comparison, we also two 923

TIA and CIA instances for each original data in 924

the ablation study. The generation process of TIA, 925

CIA and TAD are presented in algorithm 2, 3 and 4 926

respectively. 927

A.5 Case study for generalization test 928

“Triggers matching"4 refers to samples that have 929

a pair of trigger terms that are highly similar either 930

in their lexical or semantic attributes. When the 931

contexts in two sentences, excluding the trigger 932

terms, are noticeably dissimilar, the ECR system 933

should have no trouble predicting them as non- 934

coreferential samples, given that it effectively cap- 935

tures the underlying meaning of the sentences. As 936

an illustration, we consider a false positive sample 937

that falls under the category of “Triggers matching" 938

as follows: 939

1. France were really made to work for this, in a way
they haven’t been throughout this World Cup, and in a
way that made them look so mortal and often so much
less than world champions for the first time.
2. Brazil has too much showtime for Mexico at World
Cup, regardless of cries of bad acting

940

When we manually replace the term ‘World Cup’ 941

in the first sentence with ‘World championship of 942

soccer’, which is synonymous with the trigger term 943

used in the initial mention, the coreference score 944

predicted by the original ECR system significantly 945

decreases by over 99%. This highlights the orig- 946

inal system’s heavy reliance on lexical matching 947

of triggers when making coreference predictions. 948

However, even in such a modified scenario, the 949

enhanced system is able to generate the correct pre- 950

diction consistently, suggesting that the enhanced 951

system mitigates spurious impact of the confounder 952

on cross-encoder prediction. “Similar contexts” 953

pertains to samples where the sentence pair con- 954

tains a notable number of lexically similar terms in 955

their respective contexts. This can potentially lead 956

the model to incorrectly predict them as coreferen- 957

tial. To illustrate, we continue using an example 958

from the false positives: 959

1. England had 11 shots in this match but failed to score.
They also had 11 shots in their previous match against
Panama , scoring six times.
2. Gareth Southgate made eight changes from England’s
win against Panama.

960

Such examples pose difficult challenges within 961

false positives. Successfully predicting them ne- 962

4In this paper, the method used to evaluate lexical matching
of trigger terms involves comparing the fuzz ratio of the etyma
forms of two terms. A fuzz ratio greater than 80 is considered
indicative of a lexical match.
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Document Template prompt:
Annotate all event mentions in the following text with coreference clusters. Use Markdown tags to indicate clusters in the output, with the
following format [mention](#cluster_name):
(...) Lindsay Lohan [checks into](#) Betty Ford Center May 03, 2013. After skipping out on [entering](#) a Newport Beach rehabilitation
facility and [facing](#) the prospect of [arrest](#) for [violating](#) her [probation](#), Lindsay Lohan has [checked into](#) the Betty Ford
Center to [begin](#) a 90-day court-mandated [stay](#) in her reckless [driving](#) [conviction](#). (...)
LLM Response:
(...) Lindsay Lohan [checks into](#cluster1) Betty Ford Center May 03, 2013. After skipping out on [entering](#cluster2) a Newport Beach
rehabilitation facility and [facing](#cluster3) the prospect of [arrest](#cluster4) for [violating](#cluster5) her [probation](#cluster6), Lindsay
Lohan has [checked into](#cluster1) the Betty Ford Center to [begin](#cluster7) a 90-day court-mandated [stay](#cluster8) in her reckless
[driving](#cluster9) [conviction](#cluster10). (...)

Table 7: An example of Document Template prompt for event coreference resolution, where mention head lemmas
are marked with [mention](#), allowing the LLM to provide the coreference cluster IDs for based on the semantics
of the entire document (Le and Ritter, 2023).

cessitates a comprehensive comprehension of the963

underlying semantics and cannot solely rely on dis-964

tinguishing between similar and dissimilar features965

within a sentence. In other words, the model must966

go beyond surface-level analysis to accurately iden-967

tify coreference relationships in such cases. Con-968

sidering the example above, even though two event969

mentions ‘match’ and ‘win’ share the same sub-970

ject ‘England’ and object ‘Panama’, they refer to971

two different events ‘match between England and972

Panama’ and ‘England’s victory’ respectively.973

“Different contexts” refers to examples where974

two sentences are described in a distinct manner,975

despite potentially sharing some similar entity fea-976

tures. Unlike “Similar contexts" samples, these977

examples pose challenges within false negatives.978

For demonstration purposes, we take an example979

from false negatives:980

1. In 1998 when Croatia also reached the last four of
the World Cup they were coached by Miroslav Blazovic,
who was also born in Bosnia.
2. This is the furthest Croatia has advanced since 1998
when it made a miraculous run to the semifinals.

981

In this example, both the two sentences and the982

event triggers are described in different ways. How-983

ever, through a comprehensive understanding of the984

entire context, we can ascertain that the two men-985

tions are indeed referring to the same event, specifi-986

cally the ‘1998 World Cup semi-final’. Fortunately,987

our enhanced ECR system adeptly handles such988

cases, and we firmly believe that our rationales-989

based data enhancement approach enhances the990

model’s capability to capture the semantic nuances991

within the paired texts as a whole.992

“Lack of evidence” denotes the samples in993

which it is difficult to find evidence in the sentence994

pair to explain the ground truth. Perhaps we need to995

consider a longer context to find corresponding in-996

formation. Considering an example from the false997

positives: 998

1. Defender Samuel Umtiti scored the winning goal
for 1998 champions in the second half with a towering
header from Antoine Griezmann’s corner.
2. Why omens are good for France to repeat 1998 glory
Best defender in the tournament?

999

There is no direct evidence to explain why two men- 1000

tions above are non-coreferential. We consider that 1001

through data augmentation, our enhanced system 1002

guesses these examples correctly based on limited 1003

semantics. 1004
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Demonstration:
Please perform a two-step task based on commonsense inference.
Step1: Can you give me five similar expressions for the given word extracted from a sentence? Given word: ’fire’ from ’A man has been
charged on suspicion of arson following a fire that devastated a Somerset supermarket.’ Please show all expressions here.
Step2: Try to use each expression in Step1 as the event head lemma to generate event mention not coreferential to the event induced by
the event head lemma ’fire’ in the given text: ’A man has been charged on suspicion of arson following a fire that devastated a Somerset
supermarket.’ Noting that, the human participants, non-human participants, times and locations in generated event mention content should
be not conferential to and different from those in the given text, keeping the sentence structure same as the given text as possible.
Expressions: blaze, inferno, conflagration, flames, combustion
Event mentions:
1. ’A woman has been charged with arson after a blaze at the local library in Bristol.’
2. ’A teenager has been charged with arson after an inferno at the shopping mall in Birmingham.’
3. ’A basketball athlete has been charged with arson after a conflagration at the historic museum in York.’
...
Input:
Please perform a two-step task based on commonsense inference.
Step1: Can you give me five similar expressions for the given word extracted from a sentence? Given word: ’died’ from ’Golden girl of screen
and pool, Esther Williams, has died peacefully in her sleep aged 91.’ Please show all expressions here.
Step2: Try to use each expression in Step1 as the event head lemma to generate event mention not coreferential to the event induced by the
event head lemma ’died’ in the given text: ’Golden girl of screen and pool, Esther Williams, has died peacefully in her sleep aged 91.’ Noting
that, the human participants, non-human participants, times and locations in generated event mention content should be not conferential to
and different from those in the given text, keeping the sentence structure same as the given text as possible.
LLM Response:
Expressions: departed, expired, perished, left us, passed away
1. ’The renowned musician Prince departed from this world in his studio in Minneapolis at the age of 57.’
2. ’The legendary actor Marlon Brando expired in his mansion in Los Angeles at the age of 80.’
3. ’The famous singer Whitney Houston perished in her hotel room in New York at the age of 48.’
...

Table 8: The prompt about producing non-coreferential mention candidates for the input mention, where step 1
indicates the prompt operator SY N and step 2 indicates the prompt operator NCE.

Demonstration:
Please perform a two-step task based on commonsense inference.
Step1: Can you give me five similiar expressions for the given word extracted from the sentence? Given word:’free throw’ from ’McDermott
broke Rodney Buford’ s school scoring record of 2,116 points with a free throw with 4:43 to play in the first half.’ Please show all expressions here.
Step2: Try to use each expression in Step1 as the event head lemma to generate event mention coreferential to the event induced by the event
head lemma ’free throw’ in the given text: ’McDermott broke Rodney Buford’ s school scoring record of 2,116 points with a free throw with 4:43 to
play in the first half.’ Noting that, the human participants, non-human participants, times and locations in generated event mention content should
be coreferential to those in the given text, but the sentence structure can be different from the given text.
Expressions: basketball shot, scoring toss, uncontested shot, charity toss, foul shot
Event mentions:
1. ’McDermott broke Rodney Buford’s school scoring record of 2,116 points with a basketball shot at 4:43 remaining in the first half.’
2. ’McDermott surpassed Rodney Buford’s school scoring record of 2,116 points with a scoring toss in the first half with 4:43 left on the clock.’
3. ’McDermott set a new school scoring record of 2,116 points with an uncontested shot during the first half with 4:43 remaining.’
...
Input:
Please perform a two-step task based on commonsense inference.
Step1: Can you give me five similar expressions for the given word extracted from a sentence? Given word: ’protect’ from ’"Microsoft has released a
security update for Internet Explorer that will help protect its customers from malicious attacks”, said the company in a statement.’ Please show all
expressions here.
Step2: Try to use each expression in Step1 as the event head lemma to generate event mention not coreferential to the event induced by the event head
lemma ’protect’ in the given text:’"Microsoft has released a security update for Internet Explorer that will help protect its customers from malicious attacks”,
said the company in a statement.’ Noting that, the human participants, non-human participants, times and locations in generated event mention content should
be coreferential to those in the given text, but the sentence structure can be different from the given text.
LLM Response:
Expressions: secured, fortifying, defend, safeguard, shield
1. ’A statement from Microsoft confirms that the company has secured its customers from malicious attacks by releasing a security update for Internet Explorer.’
2. ’Microsoft has released a security update for Internet Explorer, fortifying its customers against malicious attacks, according to a recent statement.’
3. ’Microsoft has released a security update for Internet Explorer in order to defend its customers from malicious attacks, according to a statement.’
...

Table 9: The prompt about producing coreferential mention candidates for the input mention, where step 1 indicates
the prompt operator SY N and step 2 indicates the prompt operator CE.
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Demonstration:
We have a snippet of text: ’Indianapolis Colts clinch playoff berth with win over Kansas City Chiefs December 23, 2012. Going into week 16, the Indianapolis
Colts controlled their own destiny of making it to post-season play. The Colts could clinch a playoff berth with a win over the Kansas City Chiefs or a Pittsburgh
Steelers loss. As they have done all season, the Colts refused to let their fate be decided by anyone other than themselves. The young team fought hard to
defeat the Chiefs in another fourth quarter victory, 20-13. Although they started the game with a three-and-out, the Colts were able to light up the scoreboard first.’
The text can be divided into prefix, mention and suffix as following:
Prefix: ’Indianapolis Colts clinch playoff berth with win over Kansas City Chiefs December 23, 2012. Going into week 16, the Indianapolis Colts controlled their
own destiny of making it to post-season play.’
Mention: ’The Colts could clinch a playoff berth with a win over the Kansas City Chiefs or a Pittsburgh Steelers loss.’
Suffix: ’As they have done all season, the Colts refused to let their fate be decided by anyone other than themselves. The young team fought hard to defeat the
Chiefs in another fourth quarter victory, 20-13. Although they started the game with a three-and-out, the Colts were able to light up the scoreboard first.’
Can you paraphrase Prefix and Suffix in five different ways, where human participants, non-human participants, times, locations and actions in generated examples
are conferential to those in the original one?
Prefix:
1. The Indianapolis Colts secured a spot in the playoffs by defeating the Kansas City Chiefs on December 23, 2012, in week 16 of the season. The Colts had control
of their own destiny and could have also clinched a playoff berth with a Pittsburgh Steelers loss.
2. On December 23, 2012, the Indianapolis Colts earned a playoff spot by winning against the Kansas City Chiefs in week 16. The Colts had the power to determine
their own fate and could have also secured a playoff berth if the Pittsburgh Steelers lost.
...
Suffix:
1. Throughout the season, the Indianapolis Colts refused to let anyone else decide their fate. In another fourth-quarter victory, the young team fought hard to defeat
the Kansas City Chiefs with a score of 20-13, despite starting the game with a three-and-out.
2. The Indianapolis Colts demonstrated their determination to control their own destiny throughout the season. They fought hard to secure another fourth-quarter
victory against the Kansas City Chiefs, winning 20-13, despite starting the game with a three-and-out.
...
Input:
We have a snippet of text: ’Microsoft has said that an emergency security update has fixed a flaw in Internet Explorer that left millions of computers vulnerable
to hacking and hijack. The software patch, which was released last night, has closed a loophole that has seen the computers of at least two million users hacked
by cyber criminals. The problem related to a ”zero day ” flaw that tricked people into visiting an infected website, enabling hackers to gain access to online banking
passwords and e-shopping logon details. ”Microsoft has released a security update for Internet Explorer that will help protect its customers from malicious attacks”,
said the company in a statement.” Like a vaccine developed to fight a virus, this ”security update” will protect computers only if it is installed.” Computers that are
set to automatically update and install software will already be protected by the patch. Those users who manage their own updates are advised to download the fix
as soon as possible from the Microsoft website.’
The text can be divided into prefix, mention and suffix as following:
Prefix: ’Microsoft has said that an emergency security update has fixed a flaw in Internet Explorer that left millions of computers vulnerable to hacking and hijack.
The software patch, which was released last night, has closed a loophole that has seen the computers of at least two million users hacked by cyber criminals. The
problem related to a ”zero day” flaw that tricked people into visiting an infected website, enabling hackers to gain access to online banking passwords and e-shopping
logon details.’
Mention: "’Microsoft has released a security update for Internet Explorer that will help protect its customers from malicious attacks’, said the company in a statement.”
Suffix: ’Like a vaccine developed to fight a virus, this ”security update” will protect computers only if it is installed.” Computers that are set to automatically update
and install software will already be protected by the patch. Those users who manage their own updates are advised to download the fix as soon as possible from the
Microsoft website.’
Can you paraphrase Prefix and Suffix in five different ways, where human participants, non-human participants, times, locations and actions in generated examples are
conferential to those in the original one?
LLM Response:
Prefix:
1. ’Microsoft has addressed a flaw in Internet Explorer that left millions of computers vulnerable to hacking and hijack by releasing an emergency security update.
The software patch, which was released last night, has closed a loophole that allowed cyber criminals to hack into the computers of at least two million users by exploiting
a "zero day" flaw that tricked people into visiting an infected website.’
2.’An emergency security update from Microsoft has fixed a flaw in Internet Explorer that left millions of computers vulnerable to hacking and hijack. The software patch,
which was released last night, has closed a loophole that allowed cyber criminals to hack into the computers of at least two million users by exploiting a "zero day" flaw
that enabled them to gain access to online banking passwords and e-shopping logon details.’
...
Suffix:
1. ’Microsoft has likened the security update for Internet Explorer to a vaccine that helps protect computers from malicious attacks. The update will only be effective if it
is installed, and computers set to automatically update and install software will already be protected by the patch. Users who manage their own updates are advised to
download the fix from the Microsoft website as soon as possible.’
2. ’The security update for Internet Explorer released by Microsoft is similar to a vaccine that helps protect computers from malicious attacks. However, the update will
only be effective if it is installed. Computers set to automatically update and install software will already be protected by the patch, but those who manage their own
updates should download the fix from the Microsoft website as soon as possible.’

Table 10: The prompt about paraphrasing the discourse context (i.e., prompt operator PARA).
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Demonstration:
We have a template sentence: ‘A publicist says Tara Reid has checked herself into rehab.’ Please generate three Prefixes and Suffixes
for the template sentence. Prefix content should be about what typically happens before the event head lemma ‘checked herself’ in
the given template sentence, while Suffix content should be about what typically happens after the event head lemma ‘checked herself’
in the given template sentence. Note: Each generated Prefix or Suffix contains three sentences.
Prefixes:
1. ‘After a series of public appearances where she appeared to be under the influence, rumors began to circulate that Tara Reid was
struggling with addiction. Friends and family members reportedly urged her to seek help and get treatment before things got worse.’
2. ‘Tara Reid often faces mounting pressure from friends, family, and inner demons. The weight of her addiction or mental health
challenges becomes increasingly burdensome. Seeking relief and stability, she reaches a breaking point where seeking professional
help is no longer just an option, but a necessity.’
...
Suffixes:
1. ‘Reid’s representatives have confirmed that she is taking her recovery seriously and is committed to staying in rehab for as long as
necessary. She has also expressed gratitude for the support she has received from fans and loved ones during this difficult time. It is
hoped that with the help of professionals, she will be able to overcome her addiction and move forward in a positive direction.’
2. ‘Tara Reid begins a transformative journey towards healing after checking herself into rehab. She commits herself to a comprehensive
treatment plan tailored to her specific needs. With dedication and the support of professionals, she embarks on a path of self-discovery,
growth, and sobriety.’
...
Input:
We have a template sentence: ‘After stealing a valuable painting from the museum, the thief managed to escape through the back door.’
Please generate three Prefixes and Suffixes for the template sentence. Prefix content should be about what typically happens before the
event head lemma ‘escape’ in the given template sentence, while Suffix content should be about what typically happens after the event
head lemma ‘escape’ in the given template sentence. Note: Each generated Prefix or Suffix contains three sentences.
LLM Response:
Prefixes:
1. ‘The thief carefully scoped out the museum for weeks, studying the security protocols and identifying the perfect time to strike.
They communicated with a network of fellow criminals, planning the heist down to the smallest detail. Once the valuable painting caught
their eye, they knew it was time to put their plan into action.’
2. ‘Feeling the thrill of the adrenaline pumping through their veins, the thief meticulously studied the layout of the museum, looking for
weaknesses in the security system. They spent days plotting their escape route, ensuring that every step was calculated and foolproof.
The moment they laid eyes on the valuable painting, they knew this was their chance to execute the perfect crime.’
...
Suffixes:
1. ‘The thief disappeared into the night, leaving authorities baffled and determined to bring them to justice. They carefully weaved through
a labyrinth of narrow alleyways, evading capture at every turn. With the stolen painting securely hidden, they planned their next move,
aware that the chase was far from over.’
2. ‘After successfully evading the museum security, the thief meticulously covered their tracks, leaving no evidence behind. They vanished into
the underworld, becoming a legend among thieves. With the valuable painting in their possession, they now had the difficult task of finding a
buyer who would be discreet and willing to pay a handsome sum.’
...

Table 11: The prompt about producing temporal commonsense prefixes and suffixes for a given event-mention
sentence with its trigger. (i.e., prompt operator TC). This prompt is inspired by Ravi et al.’s work.

17



ORI
<s>Esther Williams-Esther Williams: "Million Dollar Mermaid" Swimmer And Actress Dies Aged 91. 07 June 2013. Golden girl of
screen and pool, Esther Williams, has died peacefully in her sleep aged 91. It has been confirmed by publicist Harlan Boll that
the 1940s Hollywood actress and record-setting swimmer, Esther Williams, died on 6th June in her sleep. Stunning Williams
quickly achieved movie success and pin-up status, due to her swimmer’s physique being regularly snapped in bathing suits.<\s>
<s>Esther Williams, Olympic swimmer turned actress and pinup girl, dies at 91. Esther Williams, the swimming champion turned
actress who starred in glittering and aquatic Technicolor musicals of the 1940s and 1950s, has died. She was 91. Williams died
early Thursday in her sleep, according to her longtime publicist Harlan Boll. Williams in a bathing suit became a favorite pinup of
GI’s in World War II , and her popularity continued afterward .<\s>
CAD
<s>Esther Williams-Esther Williams: "Million Dollar Mermaid" Swimmer And Actress Dies Aged 91. 07 June 2013. The renowned
musician Prince departed from this world in his studio in Minneapolis at the age of 57. It has been confirmed by publicist Harlan
Boll that the 1940s Hollywood actress and record-setting swimmer, Esther Williams, died on 6th June in her sleep. Stunning Williams
quickly achieved movie success and pin-up status, due to her swimmer’s physique being regularly snapped in bathing suits.<\s>
<s>Esther Williams, Olympic swimmer turned actress and pinup girl, dies at 91. Esther Williams, the swimming champion turned
actress who starred in glittering and aquatic Technicolor musicals of the 1940s and 1950s, has died. She was 91. Williams died
early Thursday in her sleep, according to her longtime publicist Harlan Boll. Williams in a bathing suit became a favorite pinup of
GI’s in World War II , and her popularity continued afterward .<\s>
TIA
<s>Esther Williams-Esther Williams: "Million Dollar Mermaid" Swimmer And Actress Dies Aged 91. 07 June 2013. The renowned
musician Prince died from this world in his studio in Minneapolis at the age of 57. It has been confirmed by publicist Harlan Boll
that the 1940s Hollywood actress and record-setting swimmer, Esther Williams, died on 6th June in her sleep. Stunning Williams
quickly achieved movie success and pin-up status, due to her swimmer’s physique being regularly snapped in bathing suits.<\s>
<s>Esther Williams, Olympic swimmer turned actress and pinup girl, dies at 91. Esther Williams, the swimming champion turned
actress who starred in glittering and aquatic Technicolor musicals of the 1940s and 1950s, has died. She was 91. Williams died
early Thursday in her sleep, according to her longtime publicist Harlan Boll. Williams in a bathing suit became a favorite pinup of
GI’s in World War II , and her popularity continued afterward .<\s>
CIA
<s>On June 6, 2013, Esther Williams, the iconic Hollywood actress and swimmer, passed away peacefully in her sleep at the age of 91.
The renowned musician Prince departed from this world in his studio in Minneapolis at the age of 57. Esther Williams, the Hollywood
actress and record-breaking swimmer, passed away on June 6, 2013, at the age of 91. Williams’ beauty and athleticism made her a
beloved figure in both the film industry and the world of swimming.<\s>
<s>Esther Williams, the Olympic swimmer who later became an actress and pinup girl, passed away at the age of 91. She was known
for her dazzling performances in Technicolor musicals during the 1940s and 1950s. Williams died early Thursday in her
sleep, according to her longtime publicist Harlan Boll. Esther Williams’ beauty and talent made her a favorite pinup of GI’s during
World War II, and her legacy continued to captivate audiences for years to come.<\s>
TAD
<s>In the weeks leading up to his tragic departure, rumors began to circulate about Prince’s declining health. Concerned fans
and loved ones expressed their worries, hoping he would seek proper medical attention and take care of himself. The renowned
musician Prince departed from this world in his studio in Minneapolis at the age of 57. Tributes poured in, celebrating his iconic
career and the impact he had on the world of music. His immense talent and legacy continue to inspire new generations of musicians
and fans alike.<\s>
<s>Esther Williams, like many people in the public eye, faced her fair share of personal struggles and demons. She had battled with
addictions and mental health issues throughout her life, which had impacted her overall health. Despite attempts to seek treatment and
find stability, her health continued to deteriorate, ultimately leading to her untimely death. Williams died
early Thursday in her sleep, according to her longtime publicist Harlan Boll. Following her passing, Williams’ publicist Harlan Boll
released a statement expressing his condolences and sharing the sadness of her death. Boll highlighted the impact Williams had on the
entertainment industry and the void her absence would leave. He also mentioned plans for a memorial service to honor her memory and celebrate her life<\s>

Table 12: A coreferential original data (ORI) with its Counterfactual Augmented Data (CAD), Trigger Intervention
Ablation (TIA) Data, Context Intervention Ablation (CIA) Data and Temporal commonsense Augmented Data
(TAD). Mention sentences are underlined, with bold trigger terms.
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ORI
<s>Microsoft Rushes Emergency Fix To Address Internet Explorer Attacks. September 17, 2013 4:16 PM ET. Microsoft has rushed out
a temporary fix to address ongoing attacks targeting an Internet Explorer zero-day vulnerability. The software giant said the Fix-It
temporary workaround should be effective in preventing a successful attack. The company said the vulnerability impacts all currently
supported versions of the browser, but attacks have been limited to users of Internet Explorer 8 and Internet Explorer 9. "On completion
of this investigation, Microsoft will take the appropriate action to protect our customers, which may include providing a solution through
our monthly security update release process , or an out-of-cycle security update, depending on customer needs, " the company said in
a security advisory issued Tuesday.<\s>
<s>Microsoft has said that an emergency security update has fixed a flaw in Internet Explorer that left millions of computers vulnerable
to hacking and hijack. The software patch, which was released last night, has closed a loophole that has seen the computers of at least
two million users hacked by cyber criminals. The problem related to a ``zero day” flaw that tricked people into visiting an infected website,
enabling hackers to gain access to online banking passwords and e-shopping logon details. ``Microsoft has released a security update for
Internet Explorer that will help protect its customers from malicious attacks,” said the company in a statement. ``Like a vaccine developed
to fight a virus , this ’security update’ will protect computers only if it is installed. ”Computers that are set to automatically update and install
software will already be protected by the patch. Those users who manage their own updates are advised to download the fix as soon as
possible from the Microsoft website.<\s>
CAD
<s>An emergency security update from Microsoft has fixed a flaw in Internet Explorer that left millions of computers vulnerable to hacking and
hijack. The software patch, which was released last night, has closed a loophole that allowed cyber criminals to hack into the computers of
at least two million users by exploiting a "zero day" flaw. A statement from Microsoft confirms that the company has secured its customers
from malicious attacks by releasing a security update for Internet Explorer. ’ The security update for Internet Explorer released by Microsoft
is like a vaccine that protects computers from malicious attacks. However, the update will only be effective if it is installed. Computers set to
automatically update and install software will already be protected by the patch, but those who manage their own updates should download
the fix from the Microsoft website without delay.<\s>
<s>Microsoft has said that an emergency security update has fixed a flaw in Internet Explorer that left millions of computers vulnerable
to hacking and hijack. The software patch, which was released last night, has closed a loophole that has seen the computers of at least
two million users hacked by cyber criminals. The problem related to a ``zero day” flaw that tricked people into visiting an infected website,
enabling hackers to gain access to online banking passwords and e-shopping logon details. ``Microsoft has released a security update for
Internet Explorer that will help protect its customers from malicious attacks,” said the company in a statement. ``Like a vaccine developed
to fight a virus , this ’security update’ will protect computers only if it is installed. ”Computers that are set to automatically update and install
software will already be protected by the patch. Those users who manage their own updates are advised to download the fix as soon as
possible from the Microsoft website.<\s>
TIA
<s>An emergency security update from Microsoft has fixed a flaw in Internet Explorer that left millions of computers vulnerable to hacking and
hijack. The software patch, which was released last night, has closed a loophole that allowed cyber criminals to hack into the computers of
at least two million users by exploiting a "zero day" flaw. A statement from Microsoft confirms that the company has protected its customers
from malicious attacks by releasing a security update for Internet Explorer. ’ The security update for Internet Explorer released by Microsoft
is like a vaccine that protects computers from malicious attacks. However, the update will only be effective if it is installed. Computers set to
automatically update and install software will already be protected by the patch, but those who manage their own updates should download
the fix from the Microsoft website without delay.<\s>
<s>Microsoft has said that an emergency security update has fixed a flaw in Internet Explorer that left millions of computers vulnerable
to hacking and hijack. The software patch, which was released last night, has closed a loophole that has seen the computers of at least
two million users hacked by cyber criminals. The problem related to a ``zero day” flaw that tricked people into visiting an infected website,
enabling hackers to gain access to online banking passwords and e-shopping logon details. ``Microsoft has released a security update for
Internet Explorer that will help protect its customers from malicious attacks,” said the company in a statement. ``Like a vaccine developed
to fight a virus , this ’security update’ will protect computers only if it is installed. ”Computers that are set to automatically update and install
software will already be protected by the patch. Those users who manage their own updates are advised to download the fix as soon as
possible from the Microsoft website.<\s>
CIA
<s>In response to the Internet Explorer attacks, Microsoft has rapidly provided an emergency fix on September 17, 2013, at 4:16 PM ET.
A statement from Microsoft confirms that the company has secured its customers from malicious attacks by releasing a security update for
Internet Explorer. ’ According to Microsoft, the temporary Fix-It workaround is capable of preventing a successful attack on all currently supported
versions of the browser. However, the attacks have only affected Internet Explorer 8 and 9 users.<\s>
<s>An emergency security update from Microsoft has fixed a flaw in Internet Explorer that left millions of computers vulnerable to hacking and
hijack. The software patch, which was released last night, has closed a loophole that allowed cyber criminals to hack into the computers of at
least two million users by exploiting a "zero day" flaw ``Microsoft has released a security update for Internet Explorer that will help protect its
customers from malicious attacks,” said the company in a statement. The security update for Internet Explorer released by Microsoft is like a
vaccine that protects computers from malicious attacks. However, the update will only be effective if it is installed. Computers set to automatically
update and install software will already be protected by the patch, but those who manage their own updates should download the fix from the
Microsoft website without delay.<\s>
TAD
<s>Leading up to the release of the new security update, Microsoft has been monitoring user reports and conducting extensive testing to identify
and understand the nature of the glitch in Internet Explorer. They have been working diligently behind the scenes to develop an effective solution.
A statement from Microsoft confirms that the company has secured its customers from malicious attacks by releasing a security update for Internet Explorer. ’
Now that the security update has been released, Microsoft urges all users of Internet Explorer, including those on Windows 7 with IE11, to promptly install
the patch to fix the glitch. They emphasize the importance of keeping browsers up to date to ensure optimal security and protection against potential cyber threats. <\s>
<s>As part of their proactive approach to cybersecurity, Microsoft regularly conducts audits and vulnerability assessments of Internet Explorer. During one such
routine assessment, the company discovered a glitch that could potentially exploit users’ systems. This prompted the swift development of a security update to
mend the vulnerability. ``Microsoft has released a security update forInternet Explorer that will help protect its customers from malicious attacks,” said the company in a statement.
With the successful release of the security update, Microsoft assures users that their browsing experience with Internet Explorer will now be more secure and free from the glitch.
They encourage users to reach out to their support team if they encounter any further issues or require additional assistance.<\s>

Table 13: A non-coreferential original data (ORI) with its Counterfactual Augmented Data (CAD), Trigger Inter-
vention Ablation (TIA) Data, Context Intervention Ablation (CIA) Data and Temporal commonsense Augmented
Data(TAD).
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Algorithm 2 Generating Trigger Intervention Ablation (TIA) Data for the original mention pair
Input:
Original data MP=(S(1)

i−w...S
(1)
i ...S

(1)
i+w, S

(2)
j−w...S

(2)
j ...S

(2)
j+w) with label Y ; Large language model LLM ; Trigger terms of

two mentions (T (1),T (2)).
Prompt operators: Synonyms generator SY N ; Coref events generator CE; Non-coref events generator NCE; Paraphraser
PARA.
Output: Generated dataset: DTIA

1: while sentence s in MP do
2: if Y == coref then
3: if s == S

(1)
i then

4: Sgens = LLM
(
NCE, T (1), S

(1)
i

)
5: else
6: continue
7: end if
8: else if Y == not coref then
9: if s == S

(2)
i then

10: Sgens = LLM
(
CE, T (2), S

(2)
j

)
11: else
12: continue
13: end if
14: end if
15: end while
16: while sentence sg in Sgens do
17: if Y == coref then
18: m̃1 = (S

(1)
i−w, ..., sg, ..., S

(1)
i+w)

19: MPcf = concat{m̃1, (S
(2)
j−w, ..., sg, ..., S

(2)
j+w)}

20: else if Y == not coref then
21: pre = LLM

(
PARA, (S

(2)
j−w, ..., S

(2)
j−1)

)
22: suf = LLM

(
PARA, (S

(2)
j+1, ..., S

(2)
j+w)

)
23: m̃1 = concat{pre, sg, suf}
24: MPTIA = concat

{
m̃1,

(
S

(2)
j−w, ..., S

(2)
j+w

)}
25: end if
26: end while
27: Add MPTIA to the set DTIA

28: return DTIA
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Algorithm 3 Generating Context Intervention Ablation (CIA) Data for the original mention pair
Input:
Original data MP=(S(1)

i−w...S
(1)
i ...S

(1)
i+w, S

(2)
j−w...S

(2)
j ...S

(2)
j+w) with label Y ; Large language model LLM ; Trigger terms of

two mentions (T (1),T (2)).
Prompt operators: Synonyms generator SY N ; Coref events generator CE; Non-coref events generator NCE; Paraphraser
PARA.
Output: Generated dataset: DCIA

1: while sentence s in MP do
2: if Y == coref then
3: if s == S

(1)
i then

4: T
(1)
syns = LLM

(
SY N, T (1)

)
5: Sgens = LLM

(
NCE, T

(1)
syns, S

(1)
i

)
6: else
7: continue
8: end if
9: else if Y == not coref then

10: if s == S
(2)
i then

11: T
(2)
syns = LLM

(
SY N, T (2)

)
12: Sgens = LLM

(
CE, T

(2)
syns, S

(2)
j

)
13: else
14: continue
15: end if
16: end if
17: end while
18: while sentence sg in Sgens do
19: if Y == coref then
20: pre(1) = LLM

(
PARA, (S

(1)
i−w, ..., S

(1)
i−1)

)
21: suf (1) = LLM

(
PARA, (S

(1)
i+1, ..., S

(1)
i+w)

)
22: else if Y == not coref then
23: pre(1) = LLM

(
PARA, (S

(2)
j−w, ..., S

(2)
j−1)

)
24: suf (1) = LLM

(
PARA, (S

(2)
j+1, ..., S

(2)
j+w)

)
25: end if
26: pre(2) = LLM

(
PARA, (S

(2)
j−w, ..., S

(2)
j−1)

)
27: suf (2) = LLM

(
PARA, (S

(2)
j+1, ..., S

(2)
j+w)

)
28: m̃1 = concat

{
pre(1), sg, suf

(1)
}

29: m̃2 = concat
{
pre(2), S

(2)
j , suf (2)

}
30: MPCIA = concat{m̃1, m̃2}
31: end while
32: Add MPCIA to the set DCIA

33: return DCIA
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Algorithm 4 Generating Temporal Commonsense Augmented Data (TAD) for the original mention pair
Input:
Original data MP=(S(1)

i−w...S
(1)
i ...S

(1)
i+w, S

(2)
j−w...S

(2)
j ...S

(2)
j+w) with label Y ; Large language model LLM ; Trigger terms of

two mentions (T (1),T (2)).
Prompt operators: Synonyms generator SY N ; Coref events generator CE; Non-coref events generator NCE; Temporal
commonsense generator TC.
Output: Generated dataset: DTAD

1: while sentence s in MP do
2: if Y == coref then
3: if s == S

(1)
i then

4: T
(1)
syns = LLM

(
SY N, T (1)

)
5: Sgens = LLM

(
NCE, T

(1)
syns, S

(1)
i

)
6: else
7: continue
8: end if
9: else if Y == not coref then

10: if s == S
(2)
i then

11: T
(2)
syns = LLM

(
SY N, T (2)

)
12: Sgens = LLM

(
CE, T

(2)
syns, S

(2)
j

)
13: else
14: continue
15: end if
16: end if
17: end while
18: while sentence sg in Sgens do
19: if Y == coref then
20: pre(1), suf (1) = LLM

(
TC, T

(1)
syns, sg

)
21: else if Y == not coref then

pre(1), suf (1) = LLM
(
TC, T

(2)
syns, sg

)
22: end if
23: pre(2), suf (2) = LLM

(
TC, T (2), S

(2)
j

)
)

24: m̃1 = concat
{
pre(1), sg, suf

(1)
}

25: m̃2 = concat
{
pre(2), S

(2)
j , suf (2)

}
26: MPTAD = concat{m̃1, m̃2}
27: end while
28: Add MPTAD to the set DTAD

29: return DTAD
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