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Abstract001

Recent advancements in Multi-modal Large002
Language Models (MLLMs) have led to sig-003
nificant progress in developing GUI agents for004
general tasks such as web browsing and mobile005
phone use. However, their application in profes-006
sional domains remains under-explored. These007
specialized workflows introduce unique chal-008
lenges for GUI perception models, including009
high-resolution displays, smaller target sizes,010
and complex environments. In this paper, we011
introduce ScreenSpot-Pro, a new benchmark012
designed to rigorously evaluate the grounding013
capabilities of MLLMs in high-resolution pro-014
fessional settings. The benchmark comprises015
authentic high-resolution images from a vari-016
ety of professional domains with expert anno-017
tations. It spans 23 applications across five018
industries and three operating systems. Ex-019
isting GUI grounding models perform poorly020
on this dataset, with the best model achiev-021
ing only 18.9%. Our experiments reveal that022
strategically reducing the search area enhances023
accuracy. Based on this insight, we propose024
ScreenSeekeR, a visual search method that uti-025
lizes the GUI knowledge of a strong planner to026
guide a cascaded search, achieving state-of-the-027
art performance with 48.1% without any addi-028
tional training. We hope that our benchmark029
and findings will advance the development of030
GUI agents for professional applications.031

1 Introduction032

Imagine a future where the everyday burdens of033

repetitive computer tasks are lifted, unleashing034

people’s full productivity and creativity. A GUI035

agent capable of taking over the mundane oper-036

ations of complex professional applications like037

Visual Studio Code, AutoCAD, Photoshop, could038

greatly enable computer users to focus exclusively039

on the work that truly matters. Recent advance-040

ments in Multi-modal Large Language Models041

(MLLMs) (OpenAI, 2024; Wang et al., 2024a;042

Chen et al., 2023; Li et al., 2024a) have signifi- 043

cantly invigorated this pursuit, driving intensive 044

research efforts in creating pure-vision based GUI 045

agent models that can directly interact with elec- 046

tronic devices that are integral to modern life (You 047

et al., 2024; Hong et al., 2023). 048

However, many existing studies primarily ad- 049

dress general and easy tasks, such as general com- 050

puter control (Humphreys et al., 2022; Cheng et al., 051

2024), web browsing (Koh et al., 2024; Deng 052

et al., 2024; Yao et al., 2022), lifestyle and util- 053

ity apps (Yang et al., 2023; Li et al., 2024b). In 054

contrast, professional applications remain largely 055

unexplored, with only a few works featuring spe- 056

cialized tasks such as coding in VSCode (Xie et al., 057

2024). These software are designed to provide a 058

comprehensive suite of advanced features, catering 059

to specialized tasks and workflows, and are thus 060

fundamental in productivity and creative industries. 061

This paper focuses on GUI grounding in profes- 062

sional high-resolution environments: given a natu- 063

ral language instruction and a screenshot, the goal 064

is to ground the instruction to the precise location 065

of the target UI element. The primary challenge 066

of applying GUI grounding models to these profes- 067

sional applications is threefold: (1) the significantly 068

greater complexity of professional applications, 069

compared to general-use software, often necessi- 070

tates the use of higher resolutions that exceed the 071

effective handling capacity of current MLLMs; (2) 072

the increased resolution results in smaller relative 073

target sizes in the screenshot, where GUI ground- 074

ing models generally exhibit worse performance, 075

as demonstrated in Figure 2; (3) professional users 076

frequently rely on additional documents and exter- 077

nal tools to complement their workflows, further 078

complicating the screen. Consequently, even if the 079

MLLMs are able to understand user instructions 080

and the user interfaces, it is difficult for them to 081

ground the instructions into precise locations in 082

such complex screenshots. 083
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Figure 1: Task distribution and benchmark results of ScreenSpot-Pro.
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Figure 2: Performance of the expert GUI grounding
models SeeClick (Cheng et al., 2024), OS-Atlas (Wu
et al., 2024), UGround (Gou et al., 2024), and the gen-
eralist MLLM Qwen2-VL (Wang et al., 2024a) on the
ScreenSpot-v2 GUI grounding benchmark (Wu et al.,
2024). The elements on the x-axis are arranged in loga-
rithmically decreasing order, representing their relative
size in the entire image. There is a universal decrease
in accuracy as the target bounding box size becomes
smaller.

However, previous benchmarks such as084

ScreenSpot (Cheng et al., 2024) neglect these fac-085

tors and only evaluate GUI grounding in cropped086

screenshot areas in easy usages, as shown in Figure087

3. In this paper, we introduce ScreenSpot-Pro, a088

novel GUI grounding benchmark that includes089

1,581 instructions, each in a unique screenshot.090

They are sourced from 23 applications in 5 types091

of industries, as well as common usages in 3 oper-092

ating systems. ScreenSpot-Pro differentiates itself093

from previous grounding benchmarks (Cheng et al.,094

2024; Liu et al., 2024b) in that: i) ScreenSpot-Pro095

includes authentic high-resolution images and096

tasks captured from a variety of professional097

applications and domains, thus reflecting the098

complexity and diversity of real-world scenarios;099

ii) ScreenSpot-Pro is annotated by professional100

users, ensuring rigorous quality control to maintain101

the validity of test samples, guaranteeing reliable 102

and meaningful evaluation results. 103

Through extensive experiments, we found that 104

strategically narrowing the search area within an 105

image leads to significant performance improve- 106

ments. Building on this insight, we introduce 107

ScreenSeekeR, an agentic framework designed as 108

a baseline approach for GUI grounding in high- 109

resolution environments. ScreenSeekeR leverages 110

the inherent hierarchical structures in GUI screen- 111

shots and the rich GUI-related knowledge within 112

the MLLM planner to iteratively refine the search 113

process. Instead of directly identifying the target UI 114

element, it systematically reasons over user instruc- 115

tions to predict the most probable regions. These 116

regions are progressively cropped to remove irrele- 117

vant distractions, allowing the grounding model to 118

operate on a simplified subset of the image. With 119

this approach, ScreenSeekeR boosts the OS-Atlas- 120

7B model’s performance from 18.9% to 48.1%, 121

achieving a 254% relative improvement. 122

Our contribution is summarized as follows: 123

• We present ScreenSpot-Pro, a novel bench- 124

mark for GUI grounding with authentic tasks 125

collected from various high-resolution profes- 126

sional desktop environments. 127

• We identify key challenges in GUI grounding 128

and introduce baseline methods to tackle the 129

difficulties posed by high-resolution image 130

inputs. 131

• We propose ScreenSeekeR, an agentic frame- 132

work for adapting existing GUI grounding 133

models to perform visual searches in high- 134

resolution screenshots, achieving state-of-the- 135

art performance. 136
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Figure 3: ScreenSpot (Cheng et al., 2024) (left) vs ScreenSpot-Pro (right). ScreenSpot-Pro features screenshots of
the entire screen, while ScreenSpot contains unrealistic screenshots cropped to local areas. Targets are highlighted
in red boxes.

2 Related Works137

2.1 GUI Grounding138

The aspiration to build autonomous agents that as-139

sist humans in daily tasks has long captivated re-140

searchers. Recently, Multimodal Large Language141

Models (OpenAI, 2023, 2024; Wang et al., 2024a)142

have demonstrated remarkable progress in image143

understanding and reasoning. These advancements144

have greatly inspired applications in GUI agents to145

process both visual and linguistic inputs, allowing146

them to handle a wider range of tasks (Zhang et al.,147

2024; Yang et al., 2023; Ziyang et al., 2024; Gur148

et al., 2024; He et al., 2024). A fundamental as-149

pect of GUI agents is grounding, which translates150

high-level plans into executable actions located on151

the screen. Leveraging the capabilities of MLLMs,152

GUI grounding models (Cheng et al., 2024; Gou153

et al., 2024; Wu et al., 2024; Yang et al., 2024)154

are fine-tuned on large-scale text-position pairs ex-155

tracted from screenshots. This process significantly156

enhances their ability to align language commands157

with visual elements, improving the accuracy and158

effectiveness of GUI agents in real-world applica-159

tions.160

To evaluate GUI grounding abilities, previous161

benchmarks have primarily focused on simple162

tasks such as web browsing and mobile interac-163

tions. However, these benchmarks oversimplify164

the problem. For instance, ScreenSpot (Cheng165

et al., 2024) facilitates artificial screenshots by166

cropping regions from full-screen images, while167

VisualWebBench (Liu et al., 2024b) reformulates168

location prediction as a multiple-choice task by 169

providing candidate targets. Furthermore, these 170

benchmarks overlook the importance of produc- 171

tivity tools in professional settings. To address 172

these limitations, we introduce ScreenSpot-Pro, a 173

benchmark designed to provide a more rigorous 174

evaluation of GUI grounding in high-resolution 175

professional environments. Therefore, in this work, 176

we introduce our benchmark that builds on the idea 177

of ScreenSpot (Cheng et al., 2024) to address tasks 178

in high-resolution professional scenarios. 179

2.2 Processing High Resolution Images 180

Though several approaches have been proposed to 181

tackle the challenge of processing high-resolution 182

images in MLLMs, including resolution scal- 183

ing (Chen et al., 2023) and simple cropping (Liu 184

et al., 2024a; Hong et al., 2023), these methods 185

struggle to perform effectively at ultra-high reso- 186

lutions due to inherent model limitations, such as 187

short context lengths and low-resolution training 188

data. For instance, UGround (Gou et al., 2024) 189

supports resolutions up to 1344 × 1344, while 190

QwenVL (Bai et al., 2023) operates at 448 × 448. 191

Further increasing input resolutions necessitates 192

innovative model architectures and significant com- 193

putational resources for retraining. An alterna- 194

tive approach involves utilizing visual search tech- 195

niques (Wu and Xie, 2023; Wang et al., 2024b). 196

However, these methods depend on predefined 197

splitting strategies, which constrain search flexi- 198

bility and may result in missing contextual infor- 199

mation in GUI environments. 200
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3 ScreenSpot-Pro: Benchmarking GUI201

Grounding for Professional202

High-Resolution Computer Use203

In this section, we introduce the data collection204

range, criteria, processing procedure, quality con-205

trol measures, and provide a statistical overview of206

ScreenSpot-Pro.207

3.1 Scope of Data Collection208

ScreenSpot-Pro includes six distinct application209

genres, with a primary focus on four types of pro-210

fessional applications. Additionally, it features of-211

fice productivity software and common operating212

system tasks. These categories include:213

• Development and Programming: Software214

for coding, debugging, and testing.215

• Creative Software: Tools for image, audio,216

and video production.217

• CAD and Engineering: Software for 2D/3D218

design and simulation.219

• Scientific and Analytical: Tools for data anal-220

ysis, computation, and simulations.221

• Office Software: Productivity applications222

for document processing, data organization,223

and presentations.224

• Operating System Commons: General-225

purpose operating systems for computing, file226

management, and system utilities.227

A detailed list of the collection can be found in228

Table 1.229

3.2 Collection Method and Criteria230

ScreenSpot-Pro captures realistic tasks in real-231

world challenges across various platforms and ap-232

plications. Experts with at least five years of expe-233

rience using the relevant applications were invited234

to record the data. They were instructed to perform235

their regular work routine to ensure the authenticity236

of the tasks whenever possible. To minimize dis-237

ruptions to their workflow, we developed a silently238

running screen capture tool, accessible through a239

shortcut key. When activated, this tool takes a240

screenshot and overlays it on the screen, allowing241

experts to label the bounding boxes and provide242

instructions directly. This method enhances the243

consistency and quality of the annotations, as ex-244

perts can label tasks in real-time without the need245

Icon Abbr. Application Edition & Version OS Icons Texts

Development and Programming
VSC Visual Studio Code 1.95 macOS 22 33
PyC PyCharm 2023.3 macOS 38 40
AS Android Studio 2022.2 macOS 44 36
Qrs Quartus II 13.0 SP1 Windows 32 13
VM VMware Fusion 13.6.1 macOS 9 32

Creative
PS Photoshop 2020 Windows 25 26
PR Premiere 2025 Windows 24 28
AI Adobe Illustrator 2025 Windows 19 12
Bl Blender 4.0.2 Windows 15 56
FL FruitLoops Studio 20.8.3 Windows 31 26
UE Unreal Engine 5.4.4 Windows 6 29
DR DaVinci Resolve 19.0.3 macOS 23 21

CAD and Engineering
CAD AutoCAD Mechanical 2019 Windows 7 27
SW SolidWorks Premium 2018 x64 Windows 14 63
Inv Inventor Professional 2019 Windows 11 59
Vvd Vivado 2018.3 Windows 32 48

Scientific and Analytical
MAT MATLAB R2022b Windows 19 74
Org Origin 2018 Windows 43 19
Stt Stata SE 16 Windows 41 8
Evw EViews 10 Windows 7 43

Office Suite
Wrd Word Office 365 (16.90) macOS 15 69
PPT PowerPoint Home and Student 2019 Windows 25 57
Exc Excel Office 365 (16.82) macOS 13 51

Operating System Commons
Win Windows 11 Professional - 47 34
mac macOS Sonoma 14.5 - 23 42
Lnx Linux Ubuntu 24.04 - 19 31

Table 1: List of software collected in ScreenSpot-Pro.

to recall the purposes and context of their actions 246

in hindsight. 247

To obtain authentic high-resolution images, we 248

prioritized screens with a resolution greater than 249

1080p (1920 × 1080), a configuration commonly 250

found among annotators. Monitor scaling was dis- 251

abled. In dual-monitor setups, images were cap- 252

tured to span both displays. 253

Following SeeClick (Cheng et al., 2024), we also 254

specify the type of the target element, categorizing 255

it as either text or icon. We refined the classifica- 256

tion criteria to better discriminate ambiguous cases 257

where icons are accompanied by text labels, which 258

is common in AutoCAD and Office suites. Specif- 259

ically, a target is classified as icon only when no 260

text hints are present. If text labels are present, the 261

target is labeled as text, even if an icon is included. 262

3.3 Quality Control 263

ScreenSpot-Pro has undergone strict quality control 264

to ensure its high-quality in two notable aspects. 265

Task Validity. Each instance is reviewed by at 266

least two annotators to ensure correct instructions 267

and target bounding boxes. Ambiguous instruc- 268

tions are resolved, guaranteeing only one target. 269

Target Box Precision. Annotators precisely ver- 270

ify the interactable regions of the GUI elements, 271

excluding irrelevant areas. This ensures bound- 272
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ing boxes closely match each element for accurate273

representation and minimal ambiguity.274

3.4 ScreenSpot-Pro Statistics275

Table 1 summarizes the collected GUI data, encom-276

passing 23 applications across 3 operating systems,277

offering a level of diversity unmatched by previ-278

ous benchmarks. The icons constitute 61.8% of279

the elements, with the remainder being texts. No-280

tably, targets in ScreenSpot-Pro occupy 0.07% of281

the screenshot area on average, a significant re-282

duction compared to 2.01% of ScreenSpot (Cheng283

et al., 2024).284

4 Methods285

The main challenge lies in the large resolution of286

the screenshots and the small size of the UI targets.287

Therefore, our aim is to develop strategies that re-288

duce the search space. To achieve more accurate289

predictions, we propose several intuitive baselines290

for performing multi-round grounding, which ef-291

fectively downsize the image.292

4.1 Planner-Free Methods293

Iterative Zooming. Inspired by V*’s iterative ap-294

proach (Wu and Xie, 2023), Iterative Zooming first295

performs grounding directly on the whole screen-296

shot, and splits the screenshot into smaller patches.297

At each step, it chooses the patch the prediction298

falls into to continue searching within. We always299

use a 2 row × 2 column splitting strategy.300

Iterative Narrowing. This baseline operates in301

the same ground-and-zoom procedure as Iterative302

Zooming, but the patches are cropped to center the303

prediction. The patch size is set to half the width304

and height of the image at each step. This approach305

closely aligns with a concurrent work (Nguyen,306

2024).307

ReGround. We assess a simple baseline that308

crops the region surrounding the initial prediction309

to re-ground and make a final determination. The310

size of the crop can be manually configured based311

on the optimal input size of the models.312

4.2 ScreenSeekeR: An Agentic Grounding313

Framework314

Unlike natural images, the UI of applications typ-315

ically follows a well-defined hierarchy. For ex-316

ample, menus, tools, and properties are often or-317

ganized within sub-panels or child windows, pro-318

viding potential cues on where to search for a319

UI target. Based on the observation, we propose 320

ScreenSeekeR, adopting the idea of visual search 321

to address the problem of GUI grounding in profes- 322

sional high-resolution computer screens. 323

The core idea behind ScreenSeekeR is to utilize 324

the GUI knowledge of a strong planner (GPT-4o) to 325

generate possible areas to guide the search. Given 326

a text instruction T and an image I , the algorithm 327

begins the search over the entire image and progres- 328

sively narrows the search area based on inferred 329

positions. First, the planner proposes the most pos- 330

sible areas to search within based on the screenshot. 331

The candidate areas are filtered and scored using 332

the predictions of the grounder model. Then, the 333

planner continues to search recursively or termi- 334

nate if it thinks the target is found. The algorithm 335

is summarized in Algorithm 1 and an example is 336

visualized in Figure 4. 337

Position Inference The core of the algorithm lies 338

in Position Inference, where GPT-4o analyzes the 339

instruction T to predict the potential locations of 340

the target. Initially, it identifies the approximate 341

location of the target UI and predicts a series of 342

areas that likely enclose the target. It then leverages 343

common knowledge to infer possible neighboring 344

UI elements in proximity to the target. For example, 345

a “new” button typically appears near the “delete” 346

button. This allows the model to generate a set of 347

candidate regions in the image that are likely to 348

contain the target. The prompts can be found in 349

Appendix C. 350

Candidate Area Scoring The grounded bound- 351

ing boxes are often noisy, so we apply box dilation 352

to expand smaller ones into larger candidate ar- 353

eas, reducing the risk of missing the target. Next, 354

candidates are ranked based on the sum of their 355

scores across all grounded boxes to determine the 356

search order. Each candidate’s score from a given 357

box is computed using a predefined function that 358

considers the distance between their center points: 359

s =

{
exp

(
− (x′−0.5)2+(y′−0.5)2

2σ2

)
, if point inside

0, otherwise
(1) 360

x′ =
x− x1
x2 − x1

, y′ =
y − y1
y2 − y1

(2) 361

where (x, y) is the center of a voting box, and 362

(x1, y1, x2, y2) represent the coordinates of the can- 363

didate area. σ is set to 0.3 in all experiments. 364
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The <element>delete button</element> is 
most likely to be found in the 
<area>File Explorer window</area>, next 
to the <neighbor>New folder 
button</neighbor>. 

The <element>delete button</element> is 
most likely to be found in the 
<area>top action bar</area>, next to 
the <neighbor>New button</neighbor> and 
the <neighbor>Copy button</neighbor>.

The <element>delete button</element> is 
most likely to be found in the 
<area>toolbar at the top of the file 
explorer window</area>
 

ReGroundOS Atlas-7b

ScreenSeekeR

  

❌ ❌

Figure 4: Comparing ScreenSeekeR (bottom) with the plain model prediction (top left) and ReGround (top right).
The task is “delete file or folder”. Grounding results are marked in the same color as the text references under the
screenshots. Final results are drawn in red boxes.

Candidates with more voting boxes closer to their365

center receive higher scores, while those further366

away are assigned progressively lower scores. This367

centrality-based approach emulates human visual368

attention, and mitigates the bias towards large ar-369

eas, which would otherwise slow down the search370

process.371

The candidates are then subjected to non-372

maximum suppression (NMS) to decrease over-373

lapping regions. When two boxes overlap greatly,374

the one with a higher score is kept.375

Recursive Search The algorithm recursively376

searches each candidate area by cropping out a sub-377

image, which is passed into the recursive search378

function, V isualSearch(I, sub_image, d + 1).379

The grounder model is invoked if the patch size380

is sufficiently small (a hyperparameter set to 1280381

pixels), and the planner verifies the correctness of382

the bounding box. This recursive process contin-383

ues until the planner determines that the target has384

been found or until the maximum search depth is385

reached.386

5 Experiments387

With ScreenSpot-Pro, we rigorously evaluate the388

correctness whether the model’s predictions fall389

into the annotated ground truth boxes. For models 390

inferencing boxes, we consider the center point of 391

the generated box as the prediction. 392

End-to-end Models. We conduct the exper- 393

iments on several MLLMs that support GUI 394

Grounding: QwenVL-7B (Bai et al., 2023), 395

Qwen2VL-7B (Wang et al., 2024a), MiniCPM- 396

V-2.6 (8B) (Yao et al., 2024), CogAgent 397

(18B) 1 (Hong et al., 2023), SeeClick (7B) (Cheng 398

et al., 2024), UGround (7B) (Gou et al., 2024), 399

OSAtlas-4B, OSAtlas-7B (Wu et al., 2024), 400

ShowUI (2B) (Lin et al., 2024) and Aria-UI (Mix- 401

ture of Experts, 3.9B active) (Yang et al., 2024). 402

We handle the varying formats of the location out- 403

puts to ensure a fair comparison across models. 404

Multi-round Methods. We compare the four pro- 405

posed methods, Iterative Zooming, Iterative Nar- 406

rowing, ReGround and ScreenSeekeR with the 407

same grounding model OS-Atlas-7B. To enable 408

a fair comparison, the number of iterations in Itera- 409

tive Zooming and Iterative Narrowing are both set 410

to 3 following Nguyen (2024). For ScreenSeekeR, 411

we utilize GPT-4o (OpenAI, 2024) as the planner. 412

1THUDM/cogagent-chat-hf
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Model Development Creative CAD Scientific Office OS AvgAS PyC VSC VM UE PS Bl PR DR AI FL CAD SW Inv Qrs Vvd MAT Org Evw Stt PPT Exc Wrd Lnx mac Win

OS-Atlas-7B 8.8 15.4 25.5 34.1 22.9 17.6 22.5 17.3 27.3 3.2 10.5 2.9 3.9 2.9 13.3 26.3 23.7 11.3 54.0 12.2 22.0 12.5 44.0 20.0 20.0 12.3 18.9
UGround (7B) 7.5 7.7 21.8 31.7 20.0 21.6 25.4 17.3 11.4 0.0 14.0 2.9 0.0 7.1 15.6 28.7 23.7 6.5 46.0 0.0 25.6 15.6 36.9 18.0 12.3 2.5 16.5
AriaUI (MOE, 3.9B active) 0.0 3.8 21.8 2.4 0.0 27.5 26.8 17.3 2.3 0.0 12.3 0.0 1.3 1.4 20.0 17.5 21.5 1.6 44.0 6.1 6.1 1.6 36.9 2.0 3.1 2.5 11.3
ShowUI (2B) 3.8 7.7 5.5 22.0 11.4 5.9 7.0 5.8 0.0 3.2 3.5 0.0 0.0 1.4 15.6 5.0 8.6 12.9 16.0 6.1 9.8 6.3 22.6 4.0 10.8 4.9 7.7
CogAgent (18B) 2.5 5.1 16.4 9.8 2.9 11.8 7.0 7.7 0.0 0.0 5.3 0.0 1.3 0.0 11.1 18.8 16.1 1.6 34.0 2.0 6.1 0.0 21.4 2.0 4.6 2.5 7.7
OS-Atlas-4B 1.3 1.3 12.7 2.4 0.0 0.0 2.8 1.9 2.3 3.2 5.3 0.0 0.0 1.4 2.2 3.8 7.5 3.2 20.0 0.0 4.9 0.0 8.3 6.0 0.0 3.7 3.7
MiniCPM-V (7B) 0.0 2.6 9.1 2.4 0.0 3.9 0.0 3.8 0.0 0.0 0.0 0.0 0.0 0.0 6.7 11.3 2.2 1.6 18.0 0.0 4.9 0.0 3.6 0.0 3.1 3.7 3.0
Qwen2-VL-7B 0.0 0.0 5.5 0.0 2.9 2.0 0.0 0.0 0.0 0.0 1.8 0.0 0.0 0.0 2.2 1.3 2.2 0.0 12.0 2.0 2.4 0.0 6.0 2.0 0.0 0.0 1.6
SeeClick (7B) 0.0 0.0 0.0 2.4 0.0 0.0 1.4 1.9 0.0 0.0 0.0 2.9 0.0 5.7 0.0 0.0 0.0 0.0 8.0 2.0 0.0 0.0 2.4 2.0 1.5 1.2 1.1
GPT-4o 0.0 1.3 0.0 2.4 2.9 2.0 0.0 0.0 0.0 0.0 0.0 0.0 1.3 2.9 0.0 1.3 2.2 0.0 2.0 0.0 0.0 1.6 1.2 0.0 0.0 0.0 0.8
QwenVL-7B 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1

Table 2: Model Performance by Software. The abbreviations used in the table are defined in Table 1.

Model Development Creative CAD Scientific Office OS Avg
Text Icon Avg Text Icon Avg Text Icon Avg Text Icon Avg Text Icon Avg Text Icon Avg Text Icon Avg

OSAtlas-7B 33.1 1.4 17.7 28.8 2.8 17.9 12.2 4.7 10.3 37.5 7.3 24.4 33.9 5.7 27.4 27.1 4.5 16.8 28.1 4.0 18.9
UGround (7B) 26.6 2.1 14.7 27.3 2.8 17.0 14.2 1.6 11.1 31.9 2.7 19.3 31.6 11.3 27.0 17.8 0.0 9.7 25.0 2.8 16.5
AriaUI (MOE, 3.9B active) 16.2 0.0 8.4 23.7 2.1 14.7 7.6 1.6 6.1 27.1 6.4 18.1 20.3 1.9 16.1 4.7 0.0 2.6 17.1 2.0 11.3
CogAgent (18B) 14.9 0.7 8.0 9.6 0.0 5.6 7.1 3.1 6.1 22.2 1.8 13.4 13.0 0.0 10.0 5.6 0.0 3.1 12.0 0.8 7.7
ShowUI (2B) 16.9 1.4 9.4 9.1 0.0 5.3 2.5 0.0 1.9 13.2 7.3 10.6 15.3 7.5 13.5 10.3 2.2 6.6 10.8 2.6 7.7
OSAtlas-4B 7.1 0.0 3.7 3.0 1.4 2.3 2.0 0.0 1.5 9.0 5.5 7.5 5.1 3.8 4.8 5.6 0.0 3.1 5.0 1.7 3.7
MiniCPM-V (7B) 7.1 0.0 3.7 2.0 0.0 1.2 4.1 1.6 3.4 8.3 0.0 4.7 2.8 3.8 3.0 3.7 1.1 2.6 4.5 0.7 3.0
Qwen2-VL-7B 2.6 0.0 1.3 1.5 0.0 0.9 0.5 0.0 0.4 6.3 0.0 3.5 3.4 1.9 3.0 0.9 0.0 0.5 2.5 0.2 1.6
SeeClick (7B) 0.6 0.0 0.3 1.0 0.0 0.6 2.5 0.0 1.9 3.5 0.0 2.0 1.1 0.0 0.9 2.8 0.0 1.5 1.8 0.0 1.1
GPT-4o 1.3 0.0 0.7 1.0 0.0 0.6 2.0 0.0 1.5 2.1 0.0 1.2 1.1 0.0 0.9 0.0 0.0 0.0 1.3 0.0 0.8
QwenVL-7B 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.1

Table 3: Performance breakdown of various models across application categories on ScreenSpot-Pro.

Algorithm 1 V*: LLM-guided Visual Search
1: Input: Instruction T , Image Iimg, Max Depth Dmax, Min

Size Smin
2: Output: Target Bounding Box b
3: function VISUALSEARCH(T, I,Dmax, Smin, d)
4: d← 0, viewport← (0, 0, 1, 1)
5: if depth ≥ Dmax or Iimg too small then
6: return DIRECTGROUNDING(I, viewport)
7: end if
8: candidates← POSITIONINFERENCE(Y, I)
9: patches← GROUND(candidates)

10: dilated_patches← DILATE(patches, Smin, Rmax)
11: scores← SCOREPATCHES(nms_patches)
12: nms_patches← NMS(dilated_patches)
13: sorted_patches← SORT(nms_patches, scores)
14: for each patch ∈ sorted_patches do
15: sub_image← CROPIMAGE(I, patch)
16: terminate, b ←

VISUALSEARCH(T, sub_image, d+ 1)
17: if terminate then
18: return b
19: end if
20: end for
21: return None
22: end function

5.1 Results of End-to-end models413

Models struggle on ScreenSpot-Pro, even the414

specialist models. The full results of the GUI415

grounding models are presented in Table 2. OS-416

Atlas-7B leads the performance with an accuracy of417

18.9%, closely followed by UGround and AriaUI.418

None of the other models achieved an accuracy419

above 10%. Notably, GPT-4o, despite its advanced420

capabilities, scored only 0.9%, highlighting its lim-421

itations for the GUI grounding task.422

Icons targets are more difficult to ground than 423

texts. Table 3 demonstrates that the benchmarked 424

models struggle significantly in identifying and 425

grounding icon elements in the GUI, a consistent 426

finding with (Cheng et al., 2024). The challenge 427

is exacerbated by the specialization required for 428

professional applications, which introduces several 429

issues: 1) the sheer number of functions makes 430

comprehensive text-based descriptions impractical, 431

e.g. Origin’s toolbar (see Figure 6 in the Appendix); 432

2) these applications often assume users are famil- 433

iar with the icons and buttons; and 3) the icons carry 434

unique meanings within professional contexts that 435

are rarely encountered in the web data, on which 436

many models are primarily trained. 437

5.2 Results of Planner-Free methods 438

The simplest ReGround Method achieves the 439

best result among planner-free methods. Inter- 440

estingly, the simplest baseline ReGround achieved 441

the highest performance with OS-Atlas-7B, reach- 442

ing 40.2%. Iterative Narrowing slightly outper- 443

formed Iterative Focusing, likely due to its superior 444

image-splitting strategy when the target is posi- 445

tioned near the center of the x or y axes. 446

Ablations on the crop size of ReGround. Ta- 447

ble 5 examines the impact of crop size in Re- 448

Ground on the two top-performing models, OS- 449

Atlas-7B and UGround (7B). Both models exhibit 450

peak performance within specific resolution ranges, 451

with performance declining as image sizes devi- 452
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Model Dev Creative CAD Scientific Office OS Overall
Text Icon Avg

OS-Atlas-7B 17.7 17.9 10.3 24.4 27.4 16.8 28.1 4.0 18.9

Iterative Focusing 33.1 27.3 23.8 25.2 43.9 36.2 43.5 10.8 31.0
Iterative Narrowing 34.4 27.3 20.3 29.5 40.9 43.9 43.5 13.1 31.9
ReGround 37.5 38.1 33.3 37.8 59.1 37.8 55.7 15.1 40.2

- Recursive Search 40.8 35.5 33.3 44.5 58.7 43.4 51.8 16.2 41.9
- Neighbor Inference 46.8 41.6 33.3 44.9 63.0 53.6 62.4 20.4 46.4
- Patch Scoring 48.5 42.8 34.1 47.6 61.3 50.0 63.3 20.2 46.8
ScreenSeekeR 49.8 +32.1 41.9 +24.0 37.9 +27.6 47.2 +22.8 64.3 +36.9 52.0 +35.2 64.1 +36.0 22.4 +18.4 48.1 +29.2

Table 4: Comparison of methods on ScreenSpot-Pro with OS-Atlas-7B.

Crop Size 512 × 512 768 × 768 1024 × 1024 1280 × 1280

OS-Atlas-7B 25.1 34.2 40.2 40.1
UGround (7B) 27.0 28.8 28.2 26.3

Table 5: Ablation of crop size in ReGround.

ate. OS-Atlas-7B achieves its best score with453

1024×1024 crops, while UGround performs op-454

timally with 768×768 crops. This behavior is ex-455

pected: when images are too small, crucial context456

is lost (Nguyen, 2024), whereas images that are too457

large exceed the model’s processing capacity.458

5.3 Results of ScreenSeekeR459

ScreenSeekeR achieves SOTA on ScreenSpot-460

Pro. Table 4 demonstrates the superior perfor-461

mance of ScreenSeekeR on ScreenSpot-Pro. While462

the base model, OS-Atlas-7B, achieves only 18.9%463

accuracy, our method successfully boosts it to464

48.1% without any additional training. Interest-465

ingly, although the planner model GPT-4o scores466

only 0.9% direct grounding accuracy on the bench-467

mark, it powers the entire search process. This468

suggests that models with strong screenshot un-469

derstanding, even if not optimized for grounding,470

can still be leveraged to enhance grounding perfor-471

mance.472

ScreenSeekeR generates intuitive and explain-473

able search traces. As shown in the example in474

Figure 1, given the task of "delete file or folder,"475

ReGround was misled into grounding the file tab476

in the background VSCode window, as its initial477

grounding attempt was too far off. In contrast,478

ScreenSeekeR not only successfully grounds the479

target UI but also generates a natural search trajec-480

tory. It first locates the button in the open Explorer481

window, then searches the top action bar before482

identifying the target, closely aligned with a hu-483

man user’s thought process. This feature is not 484

only effective but also essential for interpreting the 485

model, as it provides a clear and understandable 486

explanation of the search process. 487

Ablation on key designs. To evaluate the impact 488

of each key component, we conducted ablation 489

studies on ScreenSeekeR, with the results summa- 490

rized in the bottom part of Table 4. Removing 491

subsequent searches and retaining only the first 492

planner decision led to the most significant perfor- 493

mance drop, reducing accuracy to 41.9%. When 494

neighbor inference was ablated, limiting the plan- 495

ner to simply identifying the target’s location, per- 496

formance decreased by 1.7%. Additionally, sub- 497

stituting the patch scoring method with a simple 498

majority vote strategy resulted in a performance 499

drop to 46.8%. These results underscore the crucial 500

role each design element plays in the effectiveness 501

of ScreenSeekeR. 502

6 Conclusion 503

The growing capabilities of Multi-modal Large 504

Language Models (MLLMs) present new opportu- 505

nities for GUI automation in professional domains, 506

yet existing models struggle with the unique chal- 507

lenges of high-resolution interfaces. To address 508

this, we introduced ScreenSpot-Pro, a benchmark 509

that rigorously evaluates GUI grounding in com- 510

plex professional environments. Our evaluation 511

showed that current models perform poorly, high- 512

lighting the need for improved strategies. Inspired 513

by our findings, we proposed ScreenSeekeR, a 514

search-based method that enhances accuracy by 515

refining the search space, achieving a substantial 516

performance boost without additional training. Our 517

work underscores the gap in MLLM-driven GUI 518

agents for specialized applications and provides a 519

foundation for future advancements in this domain. 520
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Limitations521

This benchmark is specifically designed to evalu-522

ate GUI grounding, excluding agent planning and523

execution tasks like those in OSWorld (Xie et al.,524

2024). This decision was made to mitigate poten-525

tial legal risks arising from licensing restrictions526

associated with these softwares.527
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A ScreenSpot-Pro-CN676

In the case of professional scenarios, it is common677

for non-English speakers to operate in both their678

native languages and English. Consequently, it679

is essential for GUI agents to efficiently manage680

tasks that involve switching between languages,681

while accurately interpreting context and instruc-682

tions across these languages. To reflect this, every683

task in the benchmark also includes a Chinese in-684

struction translated by GPT-4 and reviewed by the685

authors who are fluent in both languages. This al-686

lows an assessment of the performance and utility687

of the GUI agent across different language environ-688

ments.689

Chinese Instructions Pose Greater Challenges.690

As shown in Table 6, most models experienced a691

significant performance drop when switching to692

Chinese instructions, with the SOTA model OS-693

Atlas-7B achieving only 16.8%. Among these,694

UGround-7B saw the most severe decline, drop-695

ping from 16.4% to 7.7%, emphasizing its limita-696

tions in bilingual contexts. Interestingly, the per-697

formance of GPT-4o and QwenVL-7B improved,698

although this increase appears insignificant given699

their overall low scores.700

B More Details on the Collected Software701

Development and Programming. Development702

and programming software supports the entire life-703

cycle of software development, from writing code704

to debugging and testing applications. These tools705

provide integrated environments that enhance pro-706

ductivity and collaboration, offering features like707

syntax highlighting, version control integration,708

and debugging tools. The applications in this cat-709

egory include VSCode (code editor), PyCharm710

(Python IDE), Android Studio (Android app de-711

velopment), and Quartus (FPGA programming).712

Additionally, virtualization is critical for creating713

scalable computing solutions and managing virtual714

environments, so we also include VMware Fusion715

(virtual machine management).716

Creative Software. Creative software includes717

applications designed for the creation and editing718

of visual, audio, and video content. These tools719

are essential in industries such as graphic design,720

video production, and music composition, enabling721

professionals to produce high-quality media for722

various platforms. The tools in this category in-723

clude Photoshop (image editing), Premiere (video724

editing), Illustrator (vector graphic design), Fruit- 725

Loops Studio (music production), DaVinci Re- 726

solve (color grading and video editing), Unreal 727

Engine (game engine and 3D simulation), and 728

Blender (3D modeling and animation). 729

Computer-Aided Design (CAD) and Engineer- 730

ing. CAD and engineering software are used to 731

design and model physical objects and systems. 732

These applications are vital in fields such as engi- 733

neering, architecture, and product manufacturing, 734

where precision design and simulation are required. 735

They enable professionals to create detailed 2D 736

drawings, 3D models, and simulate the behavior of 737

mechanical structures. The tools in this category 738

include AutoCAD (2D/3D design), SolidWorks 739

(3D CAD and simulation), Inventor (mechanical 740

design), and Vivado (circuit design and FPGA pro- 741

gramming). 742

Scientific and Analytical. Scientific and analyt- 743

ical software is designed for data analysis, nu- 744

merical computation, and mathematical modeling. 745

These applications are indispensable in fields like 746

research, engineering, and data science, providing 747

robust environments for analyzing large datasets, 748

solving complex mathematical problems, and run- 749

ning simulations. The software in this category 750

includes MATLAB (numerical computation and 751

algorithm development), Origin (data analysis and 752

scientific visualization), Stata (statistical analysis), 753

and EViews (econometric modeling). 754

Office Software. Office software includes appli- 755

cations designed to facilitate productivity in tasks 756

such as document creation, data analysis, commu- 757

nication, and presentation. These tools are widely 758

used across various industries to manage workflows 759

and support collaborative environments. Key appli- 760

cations in this category include Word (word pro- 761

cessing), Excel (spreadsheets and data analysis), 762

PowerPoint (presentation design). 763

Operation System Commons. Apart from pro- 764

fessional software, ScreenSpot-Pro also includes 765

basic operating system operations to evaluate mod- 766

els in high-res environments. These samples are 767

referred to as Operating System Commons, encom- 768

passing the general use and interaction with an OS. 769

These include file management, system utilities, 770

etc., that are fundamental to day-to-day tasks on 771

any OS. For this category, we include Windows, 772

macOS, and Linux. 773
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Model Development Creative CAD Scientific Office OS AvgAS PyC VSC VM UE PS Bl PR DR AI FL CAD SW Inv Qrs Vvd MAT Org Evw Stt PPT Exc Wrd Lnx mac Win

OS-Atlas-7B 11.3 15.4 21.8 34.1 22.9 11.8 23.9 21.2 11.4 6.5 14.0 5.9 3.9 2.9 8.9 23.8 14.0 11.3 44.0 12.2 17.1 10.9 36.9 16.0 16.9 14.8 16.8
AriaUI (MOE, 3.9B active) 0.0 3.8 18.2 2.4 0.0 23.5 12.7 11.5 0.0 0.0 10.5 0.0 0.0 0.0 13.3 18.8 19.4 1.6 52.0 6.1 2.4 0.0 20.2 2.0 6.2 2.5 9.0
UGround (7B) 3.8 2.6 10.9 14.6 8.6 9.8 11.3 3.8 9.1 3.2 7.0 0.0 0.0 4.3 6.7 12.5 10.8 4.8 30.0 2.0 12.2 4.7 6.0 12.0 7.7 3.7 7.7
ShowUI (2B) 3.8 6.4 5.5 22.0 5.7 7.8 4.2 3.8 0.0 0.0 3.5 5.9 2.6 1.4 15.6 7.5 9.7 11.3 18.0 10.2 9.8 1.6 8.3 4.0 10.8 6.2 7.0
CogAgent (18B) 0.0 5.1 10.9 4.9 0.0 5.9 5.6 5.8 0.0 3.2 3.5 0.0 1.3 0.0 6.7 5.0 7.5 1.6 14.0 2.0 1.2 0.0 2.4 4.0 3.1 2.5 3.7
OS-Atlas-4B 0.0 1.3 7.3 0.0 0.0 2.0 2.8 0.0 4.5 0.0 7.0 5.9 0.0 1.4 0.0 3.8 5.4 4.8 12.0 0.0 4.9 1.6 2.4 4.0 0.0 2.5 2.8
MiniCPM-V (7B) 1.3 2.6 3.6 0.0 0.0 0.0 0.0 1.9 0.0 0.0 3.5 0.0 1.3 0.0 4.4 8.8 0.0 0.0 28.0 0.0 3.7 3.1 0.0 0.0 1.5 2.5 2.5
Qwen2-VL-7B 0.0 0.0 3.6 0.0 0.0 2.0 1.4 3.8 0.0 0.0 1.8 0.0 0.0 0.0 4.4 1.3 2.2 1.6 22.0 6.1 2.4 0.0 2.4 0.0 1.5 0.0 2.0
GPT-4o 2.5 0.0 0.0 0.0 2.9 2.0 1.4 3.8 0.0 0.0 0.0 0.0 2.6 1.4 0.0 0.0 2.2 0.0 2.0 0.0 1.2 0.0 0.0 0.0 1.5 0.0 0.9
SeeClick (7B) 0.0 2.6 0.0 0.0 0.0 0.0 2.8 0.0 0.0 0.0 0.0 0.0 0.0 4.3 0.0 0.0 1.1 0.0 8.0 0.0 1.2 0.0 1.2 0.0 1.5 0.0 0.9
QwenVL-7B 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 0.0 0.0 0.0 0.0 1.5 0.0 0.2

Table 6: Performance of GUI grounding models with Chinese instructions. The abbreviations used in the table are
defined in Table 1.
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C Prompts 774

Position Inference Prompt

I want to identify a UI element that best matches my instruction. Please help me determine which
region(s) of the screenshot to focus on and list the UI elements that might appear next to the
target.
If the target does not exist in the screenshot, please output "No target".
Output Requirements:
1. List the possible regions in descending order of probability.
2. Always make specific, clear and unique references to avoid ambiguity. References such as
"Other icons" and "window" are NOT allowed.
3. Use the following XML tags to describe items in the screenshot:
- <element>: Wrap a specific UI element.
- <area>: Describe an area of the UI containing multiple elements.
- <neighbor>: Describe a UI element that may appear around the target.
Example Output:
The <element>shortcut link</element> is most likely to be found in the <area>Settings win-
dow</area>, in the <area>tools panel</area>, next to the <neighbor>Search button</neighbor>.
Important Notes:
- The target UI element is guaranteed to be present in the screenshot.
Do not speculate about operations that could change the screenshot.
Instruction:
{instruction}

Table 7: Position Inference Prompt
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Result Checking Prompt

You are given a cropped screenshot. Your task is to evaluate whether the marked element in the
red box matches the target described in my instruction.
Please follow these steps:
1. Analyze the screenshot by describing its visible content and functionalities.
2. Determine which of the following applies:
- ’is_target’: The marked element is the target.
- ’target_elsewhere’: The marked element is not the target, but it exists elsewhere.
- ’target_not_found’: The marked element is not the target, and it does not exist.
3. If the target exists, rewrite the instruction to make it clearer.
After your analysis, provide the result in JSON format:
- "result": (str) One of ’is_target’, ’target_elsewhere’, or ’target_not_found’.
- "new_instruction": (str, default null) A clearer version of the instruction.
Here is my instruction:
{instruction}

Table 8: Result checking Prompt
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D Data Examples 775

Instruction: Blur Dissolve.
Application: davinci

Type: icon
Bounding Box: [460, 1344, 709, 1375]

Instruction: Refresh the file explorer.
Application: vscode

Type: icon
Bounding Box: [473, 183, 503, 219]

Instruction: choose chord type for 1.
Application: fruitloops

Type: text
Bounding Box: [853, 652, 897, 677]

Instruction: Execute Python scripts.
Application: unreal engine

Type: text
Bounding Box: [246, 2035, 377, 2054]

Instruction: Change the coordinate mode of the object.
Application: blender

Type: icon
Bounding Box: [803, 54, 882, 71]

Instruction: unlink audio and video.
Application: premiere

Type: text
Bounding Box: [1499, 592, 1801, 613]

Figure 5: Examples of tasks in ScreenSpot-Pro.
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Instruction: restart from CD.
Application: VMWare

Type: text
Bounding Box: [2024, 695, 2188, 718]

Instruction: Change model.
Application: macOS

Type: text
Bounding Box: [1109, 211, 1209, 236]

Instruction: select the correct deb package to download
according to the error message in the terminal.

Application: linux common
Type: text

Bounding Box: [960, 639, 1001, 655]

Instruction: Show comments.
Application: powerpoint

Type: text
Bounding Box: [614, 72, 681, 136]

Instruction: disable masking.
Application: origin

Type: icon
Bounding Box: [998, 2078, 1021, 2097]

Instruction: select the SM1.smf file in Quartus window.
Application: quartus

Type: text
Bounding Box: [1248, 270, 1365, 289]

Figure 6: More examples of tasks in ScreenSpot-Pro.
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E Annotator Example 776

Figure 7: An example of the annotation tool. When activated, the tool captures a screenshot and overlays it on the
screen, allowing experts to drag to label the bounding box (the red box around “Open Folder”) and input the

instruction in the popup dialog directly.
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