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Abstract001

Despite the widespread application of Large002
Language Models (LLMs) across various do-003
mains, they frequently exhibit overconfidence004
when encountering uncertain scenarios, yet ex-005
isting solutions primarily rely on evasive re-006
sponses (e.g., "I don’t know") overlooks the007
opportunity of identifying and addressing the008
uncertainty to generate more satisfactory re-009
sponses. To systematically investigate and im-010
prove LLMs’ ability of recognizing and ad-011
dressing the source of uncertainty, we introduce012
ConfuseBench, a benchmark mainly focus on013
three types of uncertainty: document scarcity,014
limited capability, and query ambiguity. Exper-015
iments with ConfuseBench reveal that current016
LLMs struggle to accurately identify the root017
cause of uncertainty and solve it. They pre-018
fer to attribute uncertainty to query ambiguity019
while overlooking capability limitations, espe-020
cially for those weaker models. To tackle this021
challenge, we first generate context-aware in-022
quiries that highlight the confusing aspect of023
the original query. Then we judge the source024
of uncertainty based on the uniqueness of the025
inquiry’s answer. Further we use an on-policy026
training method, InteractDPO to generate bet-027
ter inquiries. Experimental results demonstrate028
the efficacy of our approach.029

1 Introduction030

Large Language Models (LLMs) (Brown, 2020; Li031

et al., 2023; Wu et al., 2023) have demonstrated032

remarkable capabilities in a variety of tasks, includ-033

ing text generation, question answering (Ouyang034

et al., 2022; Wei et al., 2023), code generation (Gu,035

2023), information retrieval (Dai et al., 2024) and036

tool use (Qin et al., 2023). However, LLMs tend037

to exhibit a significant degree of overconfidence038

(Xiong et al., 2024; Li et al., 2024b) when faced039

with question they are not aware of.040

To mitigate this issue, existing researches pri-041

marily adopt conservative strategies: response with042

Query Uncertainty LLM Response Expectation

unanswerable low I do not know I do not know
unanswerable high hallucinate I do not know
answerable low answer answer
answerable high hallucinate solve it

Table 1: Different behavior of LLM when faced with
different query. "unanswerable" mean query can not be
answered like "weather of 2050."

"I don’t know" when identifying potential uncer- 043

tainties (Amayuelas et al., 2024; Deng et al., 2024; 044

Li et al., 2024a; Madhusudhan et al., 2024). How- 045

ever, this strategy exhibits significant limitations. 046

As shown in Table 1, for inherently unknowable 047

questions (e.g., "weather of 2050."), models should 048

consistently response with "I don’t know". How- 049

ever, for those answerable queries, simply response 050

with "I do not know" overlooks the opportunity 051

of addressing the uncertainty, failing to generate 052

more satisfactory responses. Specifically, when 053

confidence levels are low (e.g., "quantum comput- 054

ing’s impact on climate modeling"), the system 055

should proactively identify uncertainty sources (in- 056

sufficient document/reasoning capability gap/query 057

ambiguity), then employ dynamic strategies such 058

as retrieval (Lewis et al., 2020; Zhang et al., 2024a), 059

CoT (Wei et al., 2023; Li et al., 2024c), or clari- 060

fication (Qian et al., 2024; Yang et al., 2024a) to 061

improve the response quality. 062

To investigate and improve LLMs’ performance 063

on identifying and solving the uncertainty, we in- 064

troduce ConfuseBench, a benchmark that encom- 065

passes three distinct types of uncertainty: docu- 066

ment scarcity, limited capacity, and query ambi- 067

guity. Document scarcity occurs when models 068

lack essential factual information to answer a ques- 069

tion, and additional documents could provide as- 070

sistance (Lewis et al., 2020; Zhang et al., 2024a); 071

Limited capacity indicates that the query is too 072

complex for the model to resolve effectively, in 073
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such cases, a larger model or extended reasoning074

steps might be beneficial (Wei et al., 2023; Yao075

et al., 2024). Query ambiguity occur when the076

query itself is unclear, where multiple answers may077

suffice or the query may not be answerable at all,078

necessitating further clarification (Min et al., 2020;079

Qian et al., 2024; Zhang et al., 2024b). Through080

ConfuseBench, we surpass conventional evaluation081

paradigms that focus solely on answer accuracy or082

basic uncertainty detection. Instead, ConfuseBench083

rigorously assesses models’ capacity to (1) diag-084

nose the root causes of uncertainty and (2) actively085

mitigate such uncertainty to generate substantively086

improved responses.087

Our experiments with ConfuseBench have re-088

vealed that current models including GPT-4o strug-089

gle to identify the sources of uncertainty, which090

leads to unsatisfying performance on this bench-091

mark. Those models prefers to categorize questions092

as ambiguous and request the user for clarification.093

For example, when we provide the model a clear094

query "locate the best yoga class in New York" and095

a noise document about yoga classes in London,096

the model might regard the query as ambiguous097

and response with "Are you referring to London?".098

Furthermore, the models seldomly acknowledge099

failures caused by their own capability limitations,100

when confronted with uncertainty, models often101

attribute the issue to external factors rather than102

recognizing their own limitations.103

To address this issue, we propose a two-step ap-104

proach. Instead of directly identifying the source105

of uncertainty, we first focus on accurately locating106

the confusing parts of the problem and generating a107

follow-up inquiry. If the answer to inquiry is an ob-108

jective fact, the retrieval system can effectively pro-109

vide the required information. If multiple answers110

fit the inquiry appropriately, further clarification is111

necessary. Conversely, if the follow-up inquiry is112

logically incoherent or merely paraphrased repeti-113

tions of the original question, it means the model114

fails to effectively understand the query and CoT115

could be beneficial. Furthermore, to enhance the116

capability of generating effective follow-up inquiry,117

we propose the InteractDPO, a training paradigm118

that dynamically generates "chosen-rejected" sam-119

ple pairs through real-time interaction with retrieval120

systems or users during training, thereby achieving121

on-policy optimization.122

Overall, our key contributions include: 1) This123

paper introduces a new benchmark designed to124

measure LLMs’ ability to identify different types125

Best yoga class in
Beijing is xxx

Locate the best yoga
class in my city 

(New York)

Locate the best yoga
class in my city 

(New York)

Best yoga class in
New York is xxx

clarificationRetrievalCoT

FAQ

let's think step
by step

Figure 1: LLMs recognize different source of uncer-
tainty and try to solve the uncertainty.

of uncertainty arising from various sources, includ- 126

ing document scarcity, limited capability, and query 127

ambiguity. 2) We demonstrate through experiments 128

that current LLMs exhibit significant challenges in 129

reliably differentiating between these sources of 130

uncertainty. 3) We propose a novel method for 131

identifying the source of uncertainty based on the 132

uniqueness of the inquiry’s answer, and we further 133

enhance the inquiry generation process through 134

InteractDPO. 135

2 Related Work 136

Recognizing the Uncertainty. Amayuelas et al. 137

(2024); Yin et al. (2023) propose that models 138

should learn to understand what they do not know 139

instead of giving a hallucinated answer. Slobodkin 140

et al. (2023); Amayuelas et al. (2024); Madhusud- 141

han et al. (2024) further design various of prompts 142

to instruct LLM express "I do not know" when en- 143

countering uncertainty. Yang et al. (2024b); Xiong 144

et al. (2023) try to finetune the model to express 145

how uncertain it is in verbal language and Deng 146

et al. (2024) propose to train the model to give 147

some explanation to the unanswerability. Deng 148

et al. (2024); Zhang et al. (2024b) also categorize 149

why a question is unknown, but they mainly focus 150

on ill-defined input, ignoring lack of capacity and 151

documents, they still fail to recognize and solve the 152

source of uncertainty. 153

Solving the Uncertainty. For knowledge based un- 154

certainty, Trivedi et al. (2022); Wang et al. (2024a) 155

try to solve multi-hop queries by iterative reason- 156

ing and retrieving until the model feels confident 157

enough to provide an answer, Jeong et al. (2024); 158

Wang et al. (2024b); Zhuang et al. (2024) also it- 159

eratively call the model to generate retrieval query 160

to solve the uncertainty. For ambiguity based un- 161
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certainty, Qian et al. (2024) construct Intention-in-162

Interaction (IN3) to evaluate the ability of asking163

clarification question, Wang et al. (2024c) prompts164

the LLM to adaptively ask clarification questions165

and Yang et al. (2024a) further propose to use166

prompt, entropy and logits to measure is clarifica-167

tion needed. However, these works are constrained168

to only one source of uncertainty, fail to consider169

the situation that the uncertainty may rise from170

other sources.171

Uncertainty Decomposition. As uncertainty could172

be raised from different sources, recognizing the173

source is an important topic (Wang and Holmes,174

2024; Geng et al., 2024; Huang et al., 2024), previ-175

ous works typical classify uncertainty into data and176

model uncertainty. Hou et al. (2023) try to judge177

does the query needs to be clarified by observing178

how will the model perform when faced with dif-179

ferent clarifications. Ling et al. (2024) use ensem-180

ble methods and use different in context example181

to simulate models to decompose the uncertainty.182

Yadkori et al. (2024) propose a new definition of183

model uncertainty and decompose uncertainty by184

distribution shift when some answers are provided185

to the LLM. But those methods simply classifies186

the uncertainty as data uncertainty and model un-187

certainty, fails to consider the real uncertainty types188

the LLM would met in application.189

3 Benchmark Construction190

Previous benchmarks have primarily focused on191

refusing to answer unknown queries (Amayuelas192

et al., 2024; Deng et al., 2024), or have merely193

considered iterative retrieval and clarification tech-194

niques (Wang et al., 2024b; Zhuang et al., 2024;195

Qian et al., 2024). This approach fails to recognize196

that models need to identify the source of uncer-197

tainty and implement corresponding measures to198

address it. To comprehensively enhance and quan-199

titatively evaluate these capabilities in model de-200

signs, we introduce ConfuseBench, a benchmark201

that encompasses various sources of uncertainty.202

This benchmark aims to assess and inspire LLMs’203

abilities to recognize and resolve uncertainties ef-204

fectively.205

We evaluate three main scenarios in which LLMs206

are commonly employed: basic question answer-207

ing, assistant interactions, and tool utilization. To208

assess the ability of recognizing and resolving209

uncertainty, we have collected various datasets210

and rewritten queries and associated documents211

wants-01 believe-01

boy girl

arg0

arg1

arg0arg1

The boy wants the girl to
believe him.

boy -> want -> believe

girl -> believe -> boy

Figure 2: Abstract Meaning Representation for "The
boy wants the girl to believe him."

to create the case holding certain uncertainty. For 212

basic question answering, we incorporate Hot- 213

potQA(Yang et al., 2018) and AmbigQA (Min 214

et al., 2020). In the assistant scenario, we consider 215

ExpertQA (Malaviya et al., 2024) and TechQA 216

(Castelli et al., 2019). We utilize ToolBench (Qin 217

et al., 2023) for tool usage. It is worth noting that, 218

to facilitate this evaluation, we employ GPT-4o to 219

generate the tool calling chain for ToolBench, us- 220

ing the calling chain as the answer rather than the 221

actual calling result. 222

To construct data cases where uncertainty arises 223

from insufficient capability, we instruct the Large 224

Language Model (LLM) to generate answers based 225

on query and gold documents. If the model fails 226

to produce the correct answer (which is already 227

indicated in the documents), we attribute the un- 228

certainty to its insufficient capability. Conversely, 229

if the model successfully generates the correct an- 230

swer, we construct a new document set by ran- 231

domly discarding portions of the gold documents 232

and retrieve some new ones. If the model cannot 233

produce the correct answer under the new docu- 234

ment set, we classify the uncertainty as stemming 235

from missing documents. It is important to note 236

that different large language models possess vary- 237

ing knowledge and capability boundaries. During 238

evaluation, if a model can generate correct answers 239

based on the original query and provided docu- 240

ments, it is deemed free of uncertainty, and such 241

cases will be excluded from the evaluation. 242

For uncertainty arising from ambiguity, we di- 243

rectly utilize the ambiguous queries provided in 244

AmbigQA (Min et al., 2020). For the other four 245

datasets, we first transform the queries into Ab- 246

stract Meaning Representation (AMR) (Shi et al., 247

2023), where each query is represented by entity 248

nodes and the corresponding relationships between 249

those entities, forming a graph-based structure as 250

shown in Figure 2. Subsequently, we prompt GPT- 251
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4o to introduce ambiguity into the AMR graph by252

removing modifiers and descriptive words, omit-253

ting key information, altering the relationships be-254

tween nodes, and reorganizing the AMR structure.255

This method enables the model to better understand256

the semantic structure of the query, allowing us to257

provide clearer and more direct instructions for258

transforming the AMR into an ambiguous query.259

Then, we convert the AMR into an ambiguous260

query and generate the corresponding clarifications.261

If the model fails to answer the ambiguous query262

but successfully responds to it when provided with263

the clarification, we categorize the query as am-264

biguous.265

document ambiguity ability

QA
HotpotQA 859 702 141
AmbigQA 543 537 167

Assistant
ExpertQA 442 397 141
TechQA 470 683 140

Tool Usage ToolBench 479 590 144

Table 2: statistics of the benchmark

The statistics of the dataset is shown in Table266

2. Additionally, we manually select 50 cases each267

for queries lacking documentation and those that268

are ambiguous, as well as 30 cases for instances269

categorized as lacking ability, from each dataset to270

construct the benchmark. The remaining cases are271

used as training data. Consequently, the benchmark272

comprises a total of 5×(50+50+30) = 650 cases.273

4 Preliminary Test274

To evaluate the ability to address uncertainty, we275

instruct the LLM to determine whether it should276

interact with the retrieval system, consult a user,277

or utilize Chain of Thought (CoT) reasoning to re-278

solve the uncertainty. If the model opts for CoT, it279

will generate an answer through a chain of thought280

reasoning. Conversely, if it chooses to engage with281

the retrieval system, it will generate a query to re-282

trieve additional documents and then answer the283

original question based on the results of the interac-284

tion. If the model decides to interact with a user, it285

will formulate inquiries to ask clarifying questions286

and provide answers based on the received clarifi-287

cations. We use GPT-4o to simulate the user and288

provide clarifications based on the inquiries made289

by the model.290

We primarily evaluate the following metrics:291

• Answer Quality (AQ): This metric assesses292

the quality of the answer provided after inter- 293

action or using Chain of Thought (CoT). For 294

the HotpotQA and AmbigQA datasets, we 295

employ an LLM as a judge to evaluate correct- 296

ness. For the other datasets, we score answers 297

based on their usefulness on a scale from 1 to 298

4; the results shown below are normalized to 299

a range of 0-1. 300

• Uncertainty Classification Accuracy 301

(UCA): This measures the LLM’s capacity to 302

recognize the source of uncertainty, knowing 303

that it should interact with the retrieval 304

system, the user or solve it by CoT. 305

• Inquiry Quality (IQ): This metric evaluates 306

the quality of the inquiries generated. We 307

compare the query before ambiguity and the 308

gold documents with the actual query and doc- 309

uments provided to the model to derive a gold 310

standard inquiry. We then assess how closely 311

the actual inquiry aligns with the gold inquiry 312

and score it on a scale from 1 to 4 and we 313

normalize it to 0-1 in the paper. 314

We mainly assess the following models: GPT-4o, 315

Claude-3.5-Haiku, DeepSeek-V3, Qwen2.5-72b- 316

Instruct, Meta-Llama-3-70B-Instruct, Qwen2.5-7b- 317

Instruct, and Mistral-7B-Instruct-v0.2. We use 318

these models to judge the source of uncertainty and 319

generate corresponding inquiries. We aim to eval- 320

uate the ability of locating and solving the uncer- 321

tainty rather than the ability of solving the problem, 322

therefore, to avoid the impact of different percep- 323

tions of the question by the models themselves, we 324

use both the evaluated model and GPT-4o to gen- 325

erate answers based on the interaction results, the 326

highest score is considered. 327

From Table 3, we can observe that the LLM fails 328

to effectively recognize the source of uncertainty 329

and generate corresponding inquiry to solve the 330

uncertainty. DeepSeek-V3 performs best, but only 331

successfully classify about 50% of cases. Those 332

weaker models like Mistral-7b and Qwen2.5-7b 333

fails to effectively recognize the source of uncer- 334

tainty, even Llama-3-70B shows unsatisfying per- 335

formance. 336

From Table 4, we can observe that when faced 337

with uncertainty, LLMs tend to attribute uncertainty 338

to query ambiguity ("ambig") rather than insuffi- 339

cient document support ("doc"), particularly in the 340

less powerful models as indicated by the high recall 341

of "ambig" and low recall of "doc". 342
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HotpotQA AmbigQA TechQA ExpertQA ToolBench avg

AQ

DeepSeek-V3 0.662 0.623 0.788 0.779 0.833 0.737
GPT-4o 0.631 0.562 0.802 0.806 0.792 0.719

Claude-3.5-Haiku 0.562 0.512 0.938 0.76 0.767 0.708
Qwen2.5-72b 0.415 0.563 0.815 0.76 0.813 0.673
Llama-3-70B 0.377 0.45 0.814 0.742 0.733 0.623
Mistral-7B 0.315 0.38 0.816 0.765 0.788 0.613

Qwen2.5-7b 0.338 0.345 0.735 0.756 0.815 0.598

UCA

DeepSeek-V3 0.622 0.545 0.45 0.434 0.713 0.553
GPT-4o 0.631 0.508 0.447 0.487 0.59 0.533

Claude-3.5-Haiku 0.652 0.535 0.589 0.426 0.508 0.542
Qwen2.5-72b 0.545 0.452 0.577 0.442 0.562 0.516
Llama-3-70B 0.566 0.447 0.408 0.38 0.516 0.463
Mistral-7B 0.453 0.447 0.407 0.47 0.688 0.493

Qwen2.5-7b 0.441 0.412 0.385 0.38 0.351 0.394

Table 3: Performance of locating and solving the uncertainty. AQ represents the quality of answer after interaction;
UCA is the uncertainty classification accuracy.

metric doc ambig ability

GPT-4o
precision 0.64 0.43 0.56

recall 0.24 0.85 0.23

Llama-3-70B
precision 0.56 0.41 0.55

recall 0.12 0.91 0.24

Qwen2.5-7b
precision 0.3 0.38 0.34

recall 0.06 0.9 0.13

Mistral-7B
precision 0.45 0.41 0.23

recall 0.06 0.87 0.16

Table 4: Precision and recall of different uncertainty

For models like Qwen2.5-7b, the classification343

is unbalanced; it recognizes most of the queries as344

ambiguous and proceeds to interact with the user.345

We show results of more models and the weighed346

f1 score of classification is Appendix C.347

As illustrated in Figure 3, when presented with a348

clear query accompanied by noisy documents, the349

model can become distracted by the noise. It may350

ask the user to clarify the query, hoping to change351

the intention of the user so that it can leverage in-352

formation from the noisy documents to generate an353

answer. In this context, the model understands why354

it cannot answer the query, but it places greater355

trust in the relevance of the documents than in the356

clarity of the query. Consequently, instead of seek-357

ing supplemental documents, the model attempts358

to align user intention with available information359

in the noisy documents, ultimately resulting in the360

When did the song lost
boy by Troye Sivan

come out?

Some document about
lost boy song by Ruth B

Are you asking about
"Lost Boy" by Troye
Sivan or by Ruth B?

I have exoressed my
question well

Eric Stark Maskin was a
teacher for which

university in New Jersey

Which university in New
Jersey did Eric Stark

Maskin teach at?

Repeating the query
would not help

Gold Documents

Figure 3: In the left case, the model retrieved some doc-
uments about another singer and asks the user to change
the query. In the right case, the model simply rephrase
the query and wants to retrieve more information.

unexpected behavior of requiring query rephrasing 361

rather than acquiring more relevant documents. 362

Moreover, large language models (LLMs) sel- 363

dom acknowledge that they cannot answer a ques- 364

tion due to a lack of capability, as shown in Table 4. 365

In our view, this phenomenon is similar to overcon- 366

fidence (Xiong et al., 2024; Li et al., 2024b; Xiong 367

et al., 2023); when faced with uncertainty, these 368

models often provide incorrect answers instead of 369

recognizing their limitations with a response such 370

as, "I don’t know." And when instructed to choose 371

the reason for their uncertainty, they also tend to 372

5



DeepSeek GPT Claude Qwen72b LLaMa70B Qwen7b Mis7b
Model

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.67 0.64
0.6 0.6

0.56
0.5 0.49

0.12
0.18 0.18 0.17

0.26 0.27
0.35

Inquiry Score Comparison
inquiry score
error caused by bad inquiry

Figure 4: The inquiry score and the percentage of errors
caused by bad inquiry (correctly classified but answer
incorrectly with low inquiry score)

refuse to acknowledge that it is due to their lim-373

ited reasoning capacity and blame it to insufficient374

documents or ambiguity.375

As we show in Figure 3, when faced with uncer-376

tainty brought by capacity, the model might direct377

rephrase the query, this can be explained in two378

ways: 1) the model fails to recognize any lack of379

documents or ambiguity, so it can only repeat the380

query again; 2) what confuses the model is the381

query itself, it fails to effectively understand the382

query and the given documents, so the query itself383

is the confusing part.384

For the quality of inquiry, we can observe from385

Figure 4 that powerful models like GPT-4o, Claude-386

3.5-Haiku, and Qwen2.5-72b are capable of gener-387

ating meaningful inquiries and effectively resolv-388

ing uncertainty through these inquiries. Smaller389

models, such as Qwen2.5-7b, perform worse, the390

quality of inquiry is not that satisfying showing391

that smaller models fail to effectively understand392

the query.393

5 Method394

In this section, we begin by discussing the use395

of CoT to identify factors that may be confusing396

the model and to assess the sources of uncertainty.397

We then propose that the uncertainty associated398

with the inquiry is equivalent to that of the query399

itself. This allows us to directly evaluate the uncer-400

tainty by examining the inquiry. And we propose401

to utilize the uniqueness of the inquiry answer to402

recognize the source of uncertainty.403

5.1 Judge Based on Inquiry Answer404

Apparently, judging the source of uncertainty is a405

difficult task, and less powerful models fail to com-406

plete this task; they prefer to regard the query as407

ambiguous and interact with the user. However, we 408

can also observe from Figure 4 that these models 409

can effectively generate inquiries to interact with 410

their environment, with inquiry scores not signifi- 411

cantly lower than GPT-4o and DeepSeek-V3 (Javaji 412

and Zhu, 2024; Qian et al., 2024). A natural ap- 413

proach is to leverage Chain of Thought to identify 414

what is confusing the model, and judge the source 415

of uncertainty afterwards. 416

Also, we can show that the uncertainty held by 417

the inquiry is actually the same with the query. And 418

the inquiry typically only involve some sub-aspects 419

of the query, it should be easier to identify the 420

source of uncertainty based on the inquiry. 421

Definition 5.1. Consider a query x, the corre- 422

sponding answer y, document d and the clarifi- 423

cation to the query c. Let θ be the model and θ∗ 424

be the optimal model which can perfectly solve the 425

query x. Then, the uncertainty raised by capacity 426

Uc, by knowledge Uk and by ambiguity Ua 427

Uc = H(y|x, d, c, θ),
Uk = H(y|x, c, θ∗),
Ua = H(y|x, d, θ∗),

(1) 428

where H(·) stands for entropy 429

Therefore, Uc is the uncertainty of the model 430

when all information is given, so it is raised by lack 431

of capacity. Uk and Ua is the uncertainty for the 432

optimal model when documents and clarification 433

are missing, they correspond to uncertainty raised 434

by lack of documents and ambiguity. Then, we 435

can show that the inquiry holds similar uncertainty 436

with the query. 437

Theorem 5.2. Given a query x and the generated 438

inquiry q, then the uncertainty of q is positively 439

related to the uncertainty of x, then, 440

|Uk(q)− Uk(x)| ≤ − log p(q∗|x, c, θ),
|Ua(q)− Ua(x)| ≤ − log p(q∗|x, d, θ),
|Uc(q)− Uc(x)| ≤ − log p(q∗|x, d, c, θ),

441

where q∗ is the optimal inquiry generated by θ∗. 442

For lack of ability, the optimal inquiry is the origi- 443

nal query. 444

The theorem posits that if the model generates 445

a meaningful inquiry, the uncertainty held by the 446

inquiry is similar to the original query. Otherwise if 447

the inquiry is meaningless, it shows that the model 448

fails to understand the query well, and it also shows 449

lack of capacity. 450
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Locate the best yoga
class in my city 

(New York)

Which city?
Class information?

locate best?

The Classes are... The city is New York

Coherent
Answer

Multiple
AnswerRepeated Answer

Coherent to
the original

query

Figure 5: Judge the source of uncertainty based on
answer of inquiry

Therefore, we can enhance the performance451

based on the generated inquiry. If the generated452

inquiry fails to recognize the confusing part, then453

we classify it as a lack of capacity, indicating that454

Chain of Thought is required. Conversely, if the455

inquiry requires additional documents to solve, re-456

trieval is required otherwise clarification is needed.457

To measure the uncertainty held by inquiry, we458

propose utilizing the answer of inquiry to help the459

judgment. First, if the uncertainty arises from a460

lack of capability, the model would merely rephrase461

the query; thus, the response to the inquiry should462

appropriately address the original query. Conse-463

quently, we can determine whether the uncertainty464

stems from a lack of capability by evaluating the465

semantic coherence when the inquiry answer is466

considered as the answer to the original query. In467

this way, we can not only recognize cases where468

Chain of Thought (CoT) is needed but also prevent469

unnecessary retrieval and clarification.470

Also, if the inquiry requires extra retrieval, it typ-471

ically indicates that the answer points to a definitive472

objective fact. Conversely, if the query needs fur-473

ther clarification, it suggests the question may have474

multiple valid subjective answers. To distinguish475

these scenarios, we designed a verification method476

inspired by Yadkori et al. (2024): First, we provide477

the LLM with a logically coherent preset answer to478

the inquiry. We then instruct the model to generate479

a new distinct response based on this input. For ob-480

jective factual questions, the model—lacking prior481

knowledge—tends to directly repeat the fabricated482

answer. However, for open-ended subjective ques-483

tions, the model recognizes the potential for diverse484

solutions and can still produce novel, reasonable485

responses even after receiving the preset answer.486

For example, consider the query Locate the best 487

yoga class in my city and the corresponding inquiry 488

Which city are you referring to? If "New York" is 489

provided as a possible answer, the model can eas- 490

ily generate an alternative answer like "London." 491

However, if the inquiry is Find the yoga classes in 492

New York and an answer is provided, the model is 493

likely to repeat that answer, indicating it does not 494

know any other answers. 495

5.2 Inquiry Quality Matters 496

It is important to note that if the model fails to gen- 497

erate an inquiry of high quality, the advantages of 498

a more concise input may be overshadowed by the 499

drawbacks of a poor inquiry, resulting in subopti- 500

mal performance. Therefore, enhancing the quality 501

of the generated inquiry is essential. 502

Therefore, we propose InteractDPO. Vanilla 503

DPO use preference datasets collected ahead of 504

training, the responses in the dataset are usually 505

generated by different LLMs (Rafailov et al., 2024; 506

Qi et al., 2024). Thus, the feedback is usually 507

purely offline. To conduct on-policy training, we 508

first collect some preference datasets, then during 509

training, the trained model generates an inquiry 510

based on the prompt and interact with the retrieval 511

system or the user-GPT to gather more documents 512

or clarification. The model then generates answer 513

based on the interaction. During training, if the 514

trained model successfully generate an inquiry to 515

solve the original query, it will be selected as the 516

chosen inquiry, otherwise the rejected inquiry to 517

conduct on policy DPO training. Compared to di- 518

rectly use LLM to select the chosen-rejected pair 519

like onlineDPO (Qi et al., 2024), InteractDPO pro- 520

vides real feedback and shows better performance. 521

6 Experiments 522

To validate the performance of our proposed 523

method, we conduct experiments on the benchmark 524

and various of models. 525

As shown in table 5, judging by the inquiry and 526

the answer can help to increase the performance, 527

directly judging based on the inquiry can help the 528

performance a lot, it shows greatly improvement on 529

DeepSeek-V3 GPT-4o and Claude. For Qwen2.5- 530

7b, judging based on the inquiry does not help that 531

significantly, this might because the inquiry quality 532

generated is not that satisfying. But we can observe 533

that judge based on the answer still helps, results 534

of more models are shown in Appendix C. 535
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HotpotQA AmbigQA TechQA ExpertQA ToolBench avg

DeepSeek-V3

prompt 0.662 0.623 0.788 0.779 0.833 0.737
inquiry 0.674 0.623 0.815 0.779 0.837 0.7456
answer 0.754 0.662 0.837 0.782 0.852 0.7774

GPT-4o

prompt 0.631 0.562 0.802 0.806 0.792 0.7186
inquiry 0.677 0.623 0.819 0.81 0.854 0.7566
answer 0.762 0.654 0.831 0.81 0.879 0.7872

Claude-3.5-Haiku

prompt 0.562 0.512 0.808 0.76 0.767 0.6818
inquiry 0.597 0.618 0.82 0.758 0.84 0.7266
answer 0.667 0.624 0.834 0.777 0.842 0.7488

Qwen2.5-7b

prompt 0.338 0.345 0.735 0.756 0.713 0.5774
inquiry 0.315 0.386 0.733 0.764 0.746 0.5888
answer 0.408 0.392 0.76 0.759 0.749 0.6136

Table 5: Performance of using CoT to judge uncertainty after inquiry generation (inquiry) and judge the uncertainty
by inquiry answer (answer), prompt means directly judge the uncertainty source.

HotpotQA AmbigQA TechQA ExpertQA ToolBench avg

GPT-4o 0.762 0.654 0.831 0.81 0.879 0.7872
vanilla 0.669 0.597 0.784 0.759 0.813 0.7244
SFT 0.732 0.638 0.812 0.784 0.838 0.7608
DPO 0.753 0.642 0.823 0.792 0.845 0.771

onlineDPO 0.746 0.661 0.836 0.784 0.856 0.7766
InteractDPO 0.779 0.669 0.836 0.792 0.861 0.7874

Table 6: Performance of InteractDPO
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Figure 6: The recall for lack of ability.

Also, as shown in Figure 6, judging based on536

answer can help to recognize more cases where537

CoT is required resulting in higher recall, but we538

also recognize the cases where the model fails to539

generate a reasonable inquiry as lack of ability,540

so the precision might be lower, but it helps the541

performance. The method shows more balanced542

classification as shown in Appendix C.543

For InteractDPO, based on Figure 4, Qwen2.5-544

7b show great performance when generating in-545

quiry, therefore, we choose the model to conduct546

further finetuning and enhance its ability of gener- 547

ating high quality inquiries. As we mainly want to 548

enhance and evaluation of generating inquiry, we 549

use the finetuned model to generate inquiry, and 550

use GPT-4o to conduct classification and further 551

answering. Also, we compare our method with 552

SFT, DPO and OnlineDPO, as shown in Table 6, 553

InteractDPO helps the most, the model successfully 554

achieve higher accuracy after finetuning. We also 555

evaluate the performance on uncertainty source 556

identification in Appendix C. 557

7 Conclusion 558

In this paper, we discuss the fact that current LLMs 559

fail to effectively judge the source of uncertainty. 560

Models prefers to recognize the query as ambigu- 561

ous seldomly admit lack of capacity. Then, we pro- 562

pose to judge the source of uncertainty by unique- 563

ness of inquiry answer, to further increase the per- 564

formance, we propose InteractDPO to help the 565

model generate better inquiry. 566
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Limitations567

This paper primarily discusses how current large568

language models (LLMs) fail to recognize the569

sources of uncertainty. While we focus on three570

main categories of uncertainty, these can be fur-571

ther specified. For instance, a lack of documents572

may correspond to deficiencies in factual knowl-573

edge or background information, each requiring574

different databases for retrieval. Regarding lack of575

ability, while Chain of Thought (CoT) techniques576

can address some issues, there are also cases that577

necessitate the use of methods like Tree of Thought578

or Monte Carlo Tree Search (MCTS). And there is579

also various of reasons why the query is ill-defined580

for example, it could be ambiguous or factually581

incorrectly or asks for a illegal time. Consequently,582

there are various sources of uncertainty, each linked583

to its own solution; however, we only examine the584

three most common ones.585
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A InteractDPO 811

In order to improve the ability of locating the uncer- 812

tainty and generate the corresponding inquiry, we 813

propose InteractDPO. Vanilla DPO use preference 814

datasets collected ahead of training the responses 815

in the dataset are usually generated by different 816

LLMs. Thus, the feedback is usually purely offline. 817

Also, different model holds different knowledge, 818

the query might be difficult for model A, but it 819

might be easy for model B. Therefore using dataset 820

generated by one model to train another model is 821

not a good choice. 822

Also, using a model to judge the quality of in- 823

quiry for training like onlineDPO is also not a good 824

choice because the quality of inquiry can hardly be 825

measured because different model may hold differ- 826

ent uncertainty when faced with the same query. 827

To solve this we propose InteractDPO. We first 828

collect some preference datasets, then during train- 829

ing, the trained model generates an inquiry based 830

on the prompt and interact with the retrieval sys- 831

tem or the user-GPT to gather more documents 832

or clarification. The model then generates answer 833

based on the interaction. If the answer is better 834

than the one generated based on the original query 835

and documents, the inquiry should be a chosen one, 836

otherwise a rejected one. 837

The preference dataset should contain a prompt 838

which holds some uncertainty, and it should be 839

solvable, which means that there should be an in- 840

quiry that can solve the query by interact with the 841

retrieval system or the userGPT. Therefore, we use 842

three different models (GPT-4o, Qwen2.5-7b and 843

Mistral-7b) to generate inquiry based on the query 844

and answer the question after interaction. Then for 845

GPT-4o, we choose those queries that can not be 846

answer correctly without inquiry and can be an- 847

swered after interaction as chosen. For the same 848

query, those inquiries that fails to answer the query 849

after interaction are considered as rejected. 850

During training, if the trained model successfully 851

generate an inquiry to solve the original query, it 852

will replace the chosen inquiry, otherwise the re- 853

jected inquiry to conduct on policy DPO training. 854
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Figure 7: Method Pipeline

B Proof of Theorem855

Consider the uncertainty raised by ambiguity.856

Ua = H(y|x, d, θ∗)
H(y|x, d, θ∗) = −p(y|x, d, θ∗) log p(y|x, d, θ∗)
p(y|x, d, θ∗) = p(c|x, d, θ∗) · p(y|x, d, c, θ∗)

857

Assumption B.1. the optimal model θ∗ can per-858

fectly solve the problem x with corresponding859

documents and clarification, which means that860

p(y∗|x, d, c, θ∗) = 1, y∗ is the ground truth an-861

swer to query x. And p(q∗|x, d, θ∗) = 1, where q∗862

is the optimal inquiry.863

In this way864

p(y|x, d, θ∗) = p(c|x, d, θ∗) · p(y|x, d, c, θ∗)
= p(c|x, d, θ∗) = p(q|x, d, θ∗) · p(c|q)865

Therefore,

Ua = H(y|x, d, θ∗) = H(c|x, d, θ∗) = H(c|q).

when we generate the inquiry with the optimal866

model θ∗, the uncertainty of the query is exact the867

same with the one with the inquiry.868

When considering generate the inquiry with the869

model θ, let P = p(y|x, d, θ∗), Q = p(y|x, d, θ),870

then871

H(P ) = H(P,Q)−DKL(P ||Q) ≥ H(Q)−DKL(P ||Q)

H(Q)−H(P ) ≤ DKL(P ||Q)
(2)

872

DKL(P ||Q) =

∫
P (x) log

P (x)

Q(x)

=

∫
p(y|x, d, θ∗) log p(y|x, d, θ∗)

p(y|x, d, θ)

=

∫
p(c|q) · p(q|x, d, θ∗) log p(q|x, d, θ∗)

p(q|x, d, θ)

=

∫
p(c|q∗) log p(q∗|x, d, θ∗)

p(q∗|x, d, θ)
= − log p(q∗|x, d, θ)

(3)

873

D+
KL(Q||P ) =

∫
P (x)̸=0

Q(x) log
Q(x)

P (x)

=

∫
p(q∗|x, d, θ)p(c|q∗) log p(q∗|x, d, θ)

p(q∗|x, d, θ∗)
= p(q∗|x, d, θ) log p(q∗|x, d, θ)− 0

= −H+(Q) +H(P )

≥ −H(Q) +H(P )
(4)

874

So 875

H(P )−H(Q) ≤ p(q∗|x, d, θ) log p(q∗|x, d, θ)
H(Q)−H(P ) ≤ − log p(q∗|x, d, θ)

|H(P )−H(Q)| ≤ − log p(q∗|x, d, θ)
(5)

876

It works similarly when face with knowledge un- 877

certainty and lack of capacity, the optimal inquiry 878

for lack of capacity is defined as the original query. 879

Also, generating the inquiry relates to compre- 880

hensively understand and analyze the query and 881

documents, which is a similar task compared to 882

generating the answer, so we assume that Uc = 883

H(y|x, d, c, θ) ∝ H(q∗|x, d, c, θ) 884

12



HotpotQA AmbigQA TechQA ExpertQA ToolBench avg

GPT-4o

prompt 0.631 0.508 0.447 0.487 0.59 0.5326
inquiry 0.573 0.561 0.575 0.469 0.814 0.5984
answer 0.614 0.588 0.591 0.543 0.785 0.6242

Claude-3.5-Haiku

prompt 0.652 0.535 0.589 0.426 0.508 0.542
inquiry 0.566 0.564 0.533 0.434 0.697 0.5588
answer 0.688 0.591 0.517 0.444 0.754 0.5988

DeepSeek-V3

prompt 0.622 0.545 0.45 0.434 0.713 0.5528
inquiry 0.55 0.556 0.488 0.519 0.719 0.5664
answer 0.593 0.688 0.515 0.539 0.73 0.613

Qwen2.5-72b

prompt 0.545 0.452 0.577 0.442 0.562 0.5156
inquiry 0.604 0.564 0.504 0.442 0.694 0.5616
answer 0.634 0.622 0.597 0.442 0.702 0.5994

Llama-3-70B

prompt 0.566 0.447 0.41 0.38 0.516 0.4638
inquiry 0.664 0.565 0.479 0.512 0.525 0.549
answer 0.688 0.505 0.512 0.523 0.576 0.5608

Qwen2.5-7b

prompt 0.441 0.412 0.385 0.38 0.351 0.3938
inquiry 0.478 0.455 0.423 0.403 0.463 0.4444
answer 0.55 0.563 0.454 0.469 0.443 0.4958

Mistral-7B

prompt 0.453 0.447 0.408 0.47 0.69 0.4936
inquiry 0.45 0.61 0.525 0.565 0.412 0.5124
answer 0.45 0.642 0.553 0.512 0.612 0.5538

Table 7: Classification accuracy for judge based on answer and inquiry. For HotpotQA, the classification performance
of judge by inquiry and anawer is worse than by prompt for some model, this is mainly because HotpotQA is
a comparably easy dataset, and direct use prompt can have goold result. However, judge by inquiry can better
guarantee than every correct classification can result in quality interaction, and can result in better overall answer
quality.

C Further Experiments885

We conduct further experiments showing the clas-886

sification accuracy, f1 score and more results on887

judge based on inquiry and the inquiry answer. Ta-888

ble 7 and 8 shows the classification and f1 score,889

showing that judge based on the inquiry achieve a890

better and more balance classification performance.891

Table 9 shows the result of all models when judge892

the source of uncertainty based on inquiry and the893

answer, and we show more results of precision and894

recall in Table 10.895

C.1 Experimental Setup896

When conduct training, we use learning rate rang-897

ing from {3e = 06, 1e−05, 3e−05}, and we train898

the model for 5 epochs. We train the model using899

LoRA, the rank is set to 64, and the lora targets900

are q_proj,k_proj,v_proj,o_proj and ffn. the cutoff901

length is set to 32k, and bf16 training is used.902

D Prompts 903

904

Prompt to Ambiguate the AMR 905

Gievn a query and the corresponding 906
Abstract Meaning Representation (AMR), 907
you should manipulate the AMR to obscure 908
it, making it impossible to answer 909

without further clarification. Make sure 910
that the obscured AMR should not change 911
the intention of the question , the 912

obscured AMR should be unanswerable , and 913
the obscured AMR should also be a 914

question rather than a statement. Here 915
are some possible actions to manipulate 916
the AMR. 917

918
1. Remove certain modifiers and 919
descriptive words to make some nouns in 920
the query ambiguous. 921
2. Delete some key information , making 922
the query impossible to answer 923
3. Change the relation between nodes to 924
make their relationship ambiguous 925

13



HotpotQA AmbigQA TechQA ExpertQA ToolBench avg

GPT-4o

prompt 0.519 0.436 0.263 0.412 0.496 0.4252
inquiry 0.421 0.477 0.503 0.386 0.671 0.4916
answer 0.496 0.444 0.435 0.422 0.666 0.4926

Claude-3.5-Haiku

prompt 0.602 0.508 0.404 0.353 0.47 0.4674
inquiry 0.55 0.492 0.402 0.375 0.607 0.4852
answer 0.542 0.489 0.354 0.364 0.64 0.4778

DeepSeek-V3

prompt 0.567 0.476 0.282 0.32 0.665 0.462
inquiry 0.48 0.44 0.355 0.444 0.633 0.4704
answer 0.513 0.494 0.372 0.457 0.606 0.4884

Qwen2.5-72b

prompt 0.474 0.389 0.414 0.339 0.499 0.423
inquiry 0.589 0.533 0.388 0.371 0.629 0.502
answer 0.577 0.528 0.457 0.379 0.597 0.5076

Llama-3-70B

prompt 0.403 0.297 0.207 0.214 0.447 0.3136
inquiry 0.617 0.429 0.414 0.445 0.455 0.472
answer 0.621 0.441 0.459 0.461 0.523 0.501

Qwen2.5-7b

prompt 0.23 0.306 0.212 0.214 0.229 0.2382
inquiry 0.307 0.359 0.344 0.267 0.37 0.3294
answer 0.398 0.351 0.333 0.338 0.333 0.3506

Mistral-7B

prompt 0.214 0.273 0.213 0.27 0.426 0.2792
inquiry 0.29 0.305 0.253 0.268 0.196 0.2624
answer 0.317 0.336 0.268 0.244 0.326 0.2982

Table 8: Weighed f1 score for classification. For HotpotQA, the classification performance of judge by inquiry and
anawer is worse than by prompt for some model, this is mainly because HotpotQA is a comparably easy dataset,
and direct use prompt can have goold result. However, judge by inquiry can better guarantee than every correct
classification can result in quality interaction, and can result in better overall answer quality.
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HotpotQA AmbigQA TechQA ExpertQA ToolBench avg

DeepSeek-V3

prompt 0.662 0.623 0.788 0.779 0.833 0.737
inquiry 0.674 0.623 0.815 0.779 0.837 0.7456
answer 0.754 0.662 0.837 0.782 0.852 0.7774

GPT-4o

prompt 0.631 0.562 0.802 0.806 0.792 0.7186
inquiry 0.677 0.623 0.819 0.81 0.854 0.7566
answer 0.762 0.654 0.831 0.81 0.879 0.7872

Claude-3.5-Haiku

prompt 0.562 0.512 0.808 0.76 0.767 0.6818
inquiry 0.597 0.618 0.82 0.758 0.84 0.7266
answer 0.667 0.624 0.834 0.777 0.842 0.7488

Qwen2.5-72b

prompt 0.415 0.565 0.815 0.76 0.813 0.6736
inquiry 0.638 0.578 0.813 0.768 0.847 0.7288
answer 0.654 0.611 0.815 0.787 0.849 0.7432

Llama-3-70B

prompt 0.377 0.45 0.816 0.742 0.733 0.6236
inquiry 0.462 0.425 0.823 0.74 0.735 0.637
answer 0.485 0.465 0.812 0.752 0.744 0.6516

Mistral-7B

prompt 0.315 0.38 0.815 0.765 0.788 0.6126
inquiry 0.646 0.505 0.807 0.815 0.779 0.7104
answer 0.727 0.512 0.827 0.794 0.789 0.7298

Qwen2.5-7b

prompt 0.338 0.345 0.735 0.756 0.713 0.5774
inquiry 0.315 0.386 0.733 0.764 0.746 0.5888
answer 0.408 0.392 0.76 0.759 0.749 0.6136

Table 9: The answer quality of all models

prompt inquiry answer
doc ambig ability doc ambig ability doc ambig ability

Precision

GPT-4o 0.64 0.43 0.56 0.54 0.53 0.55 0.54 0.53 0.26
Claude-3.5-Haiku 0.64 0.45 0.41 0.52 0.56 0.41 0.51 0.55 0.34
DeepSeek-V3 0.68 0.46 0.51 0.5 0.55 0.46 0.49 0.59 0.4

Qwen2.5-72b 0.69 0.44 0.44 0.54 0.57 0.42 0.52 0.56 0.31
Llama-3-70B 0.56 0.41 0.55 0.53 0.48 0.49 0.52 0.48 0.48
Qwen2.5-7b 0.3 0.38 0.34 0.67 0.4 0.33 0.63 0.4 0.26
Mistral-7B 0.45 0.41 0.23 0.43 0.42 0.19 0.43 0.37 0.21

Recall

GPT-4o 0.24 0.85 0.23 0.75 0.48 0.18 0.54 0.46 0.34
Claude-3.5-Haiku 0.39 0.69 0.31 0.77 0.3 0.36 0.7 0.27 0.41
DeepSeek-V3 0.37 0.81 0.24 0.73 0.38 0.26 0.7 0.37 0.31

Qwen2.5-72b 0.26 0.79 0.32 0.74 0.4 0.3 0.64 0.41 0.33
Llama-3-70B 0.12 0.91 0.24 0.51 0.64 0.21 0.5 0.62 0.24
Qwen2.5-7b 0.06 0.9 0.13 0.12 0.82 0.22 0.15 0.74 0.27
Mistral-7B 0.06 0.87 0.16 0.44 0.07 0.52 0.42 0.07 0.55

Table 10: Precision and recall of the methods
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HotpotQA AmbigQA TechQA ExpertQA ToolBench avg

GPT-4o 0.614 0.588 0.591 0.543 0.785 0.6242
vanilla 0.468 0.563 0.519 0.476 0.622 0.5296
SFT 0.58 0.623 0.523 0.501 0.704 0.5862
DPO 0.621 0.608 0.538 0.496 0.719 0.5964

onlineDPO 0.607 0.627 0.546 0.503 0.71 0.5986
InteractDPO 0.651 0.65 0.554 0.523 0.754 0.6264

Table 11: The uncertainty classification performance of InteractDPO

4. Reorganize the structure of the AMR ,926
make it less clear927

928
The following are some requirements for929
the obscured query.930

931
1. The obscured query should still be a932
question rather than a statement933
2. the obscured query should be similar934
to a question that a man would actually935
ask rather than some vague question like936
"what is the man 's name"937

3. The obscured should not be answerable938
without further calrification ,939

4. The intention of obscured query940
should be the same with the original941
query942

943
The most importantly , make sure that the944
obscured query is a natural query that945

a user would acutally ask , and the946
semantic ambiguity is caused by mistakes947
or carelessness , rather than being a948

deliberate attempt to make things949
difficult for LLMs.950

951
Please think step by step to generate952
the obscured AMR satisfying the above953
requirements , then translate it into the954
obscured text query. Your output should955
be formatted as Dict{"956

step_by_step_thinking ": Str(explanation)957
, "Obscured Abstract Meaning958
Representation (AMR)": Str{AMR}, "959
Translated Text Query": Str(obscured960
text query)}.961

962
Query: {}963
Abstract Meaning Representation (AMR):964
{}965

966
Please think step -by-step and generate967
your output in json:968

969

Prompt to check the result of ambiguity970

971
Gievn a query , its obscured version and972
clarified query based on the obscured973
query , now you need to judge that is the974
obscurity successful. A obscurity of975

the original query should satisfy the976
following condicitons:977

978

1. The obscured query should still be a 979
question rather than a statement 980
2. the obscured query should be similar 981
to a question that a man would actually 982
ask rather than some vague question like 983
"what is the man 's name" 984

3. The intention of obscured query 985
should be the same with the original 986
query 987

988
Here we give some examples showing that 989
the obscure query is a failure , 990
... 991

992
Also , the obscured query should not be 993
answerable , or it have many answers , and 994
the clarified query should be similar 995

to the original query and should be 996
answerable. 997

998
Therefore , the answer of those query 999
should satisfy: 1000
1. The answer to obscured query should 1001
be wrong , or there should be no response 1002
(NO RES) 1003

2. For the obscured query with 1004
clarification , the answer should be the 1005
same or similar to the answer to the 1006
original query 1007

1008
Combine those condicitons , a successful 1009
obscurity should satisfy the following 1010
condicitons: 1011

1012
1. The obscured query should still be a 1013
question rather than a statement 1014
2. the obscured query should be similar 1015
to a question that a man would actually 1016
ask rather than some vague question like 1017
"what is the man 's name" 1018

3. The obscured should not be answerable 1019
, or it have many answers 1020
4. The intention of obscured query 1021
should be the same with the original 1022
query 1023
5. The answer to obscured query should 1024
be wrong , or there should be no response 1025
(NO RES) 1026

6. For the obscured query with 1027
clarification , the answer should be the 1028
same or similar to the answer to the 1029
original query 1030
7. If the answer to the original query 1031
is NO RES or wrong , then even if the 1032
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answer to the obscured query is wrong1033
can not ensure that the obscurity is1034
successful. In this case , the answer of1035
the obscured query should be different1036
from the answer of original query ,1037
showing that the obscured query is1038
different from the original query.1039

1040
Now , given the original query , the1041
ground truth answer , the response of an1042
LLM with original query as input , the1043
response of an LLM with the obscured1044
query as input and the response of an1045
LLM with the obscured query and the1046
corresponding clarification as input.1047
All the responses are generated for1048
multiple times. Please think step by1049
step and judge that is the obscurity1050
successful. Your output should be1051
formatted as Dict{" step_by_step_thinking1052
": Str(explanation), "answer" Str(1053
Success obscurity/Failure obscurity)}.1054

1055
Original Query: {}1056
Answer to Original Query: {}1057

1058
Obscured Query: {}1059
Answer to Obscured Query: {}1060

1061
Clarified Query: {}1062
Answer to Clarified Query: {}1063

1064
Please think step -by-step and generate1065
your output in json:1066

1067

Prompt to generate gold inquiry1068

Below is a question the corresponding1069
gold documents to answer the question.1070
We hide some key information to answer1071
the question by obscuring the question1072
or hiding some documents. Your task is1073
to recognize those missing information1074
and generate a corresponding inquiry to1075
gather those information step by step.1076

1077
We would only provide the query1078
information or the document information.1079
When we provide query information , you1080

should identify what information is1081
missing in the actual query compared to1082
the original query. When we provide1083
document information , you should1084
identify which document is missing in1085
the actual documents.1086

1087
Now please generate the inquiry for the1088
following query1089
Original Query: {}1090
Gold Document: {}1091
Actual Query: {}1092
Actual Document: {}1093

1094
Your output should be formatted as Dict1095
{{" missing information ": Str(missing1096
information), "inquiry ": Str(generated1097
inquiry)}}.1098
Your should strictly format your1099
response in this format , no extra tokens1100

should be added. 1101

1102

Prompt to evaluate the inquiry 1103

1104
Given a question the corresponding gold 1105
documents to answer the question , we 1106
obscure the question or hide some key 1107
documents and generate an inquiry to 1108
gather those missing information. Your 1109
task is to evaluate the quality of the 1110
inquiry. 1111
Evaluation Criteria: 1112

1113
Accurate: Does the inquiry directly 1114
indicate the missing information? 1115
Helpful: Does the answer to the inquiry 1116
help to better understand the original 1117
query 1118
Concise: Is the inquiry concise and 1119
containing only the essential missing 1120
information 1121

1122
Scoring: Rate outputs on a scale of 1 to 1123
4: 1124

1. Irrelevant: The inquiry is useless , 1125
it simply rewrite the given query 1126
2. Somewhat Relevant: The inquiry is 1127
somewhat relevant to the missing 1128
information , but the inquiry can hardly 1129
gather useful information 1130
3. Basically Relevant: The inquiry asks 1131
something relevant to the missing 1132
information , there is a certain 1133
possibility of obtaining relevant 1134
information by the inquiry. 1135
4. Good: The inquiry directly asks the 1136
missing information , but not concise 1137
enough , there is great possibility that 1138
some useful information would be 1139
gathered. 1140

1141
Original Query: <{}> 1142
Gold Document: <{}> 1143
Actual Query: <{}> 1144
Actual Document: <{}> 1145
Missing Detail and Gold Inquiry: <{}> 1146
Problematic Inquiry: <{}> 1147

1148
Remember that you should give a score to 1149
measure the quality of the problematic 1150

inquiry instead of the gold inquiry. 1151
1152

You should think step by step and your 1153
output should be formatted as Dict {{" 1154
step by step thinking ": Str(explanation) 1155
, "quality of inquiry ": 1/2/3/4}}. You 1156
should strictly format your response in 1157
this format , no extra tokens should be 1158
added. 1159

1160

Prompt to generate clarification 1161

1162
You are an user who asks a question to 1163
the LLM , the query you provided might be 1164
ambiguous and the LLM asks you for 1165

further clarification by inquiry. You 1166
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need to answer the inquiry based on your1167
original intention and the actual query1168
you give to the LLM.1169

1170
Original Intention: {}1171
Actual Query: {}1172
Inquiry: {}1173

1174
Note that you do not know the answer to1175
your original intention and if the1176
inquiry involves the answer of the1177
original intention , please answer with "1178
This question is beyond scope we can not1179
answer your question ".1180

1181
If the inquiry is about to clarify the1182
query , you should answer the inquiry to1183
further clarify your intention. But1184
remember that you should only answer the1185
content that is directly asked in the1186

inquiry , do not add extra information.1187
1188

If the inquiry is to ask the answer or1189
middle result of the original intention ,1190
you should answer with "This question1191

is beyond scope we can not answer your1192
question ".1193

1194
Please generate your response strictly1195
within 50 tokens.1196

1197

Prompt to judge the source of uncertainty1198

One user gives a query and some1199
documents are retrieved to help answer1200
the query. However , the query might be1201
ambiguous and the retrieved documents1202
might not be satisfying , making the1203
query hard to answer. Your task is to1204
identify why the query is hard to answer1205
.1206

1207
Question:1208
{}1209
Document:1210
{}1211

1212
Based on those information. Here are1213
three kinds of actions you can take ,1214

1215
A: Interact with the retrieval system.1216
If you need some more factual1217
information or gather more documents to1218
answer the query , you should interact1219
with the retrieval system to get more1220
information.1221
B: Interact with the user. If the query1222
is ambiguous or there exists many1223
answers , you should interact with the1224
user to get some clarification.1225
C: Conducting Chain of Thought. If it1226
seems that the document information is1227
adequate and the query itself is not1228
ambiguous , then the query might need1229
deeper thinking to solve.1230

1231
Your output should be a single token "A"1232
or "B" or "C", no extra tokens should1233

be added.1234

1235

Prompt to generate inquiry for further retrieval 1236

One user gives a query and some 1237
documents are retrieved to help answer 1238
the query. However , the retrieved 1239
documents is satisfying , making the 1240
query hard to answer. Your task is to 1241
generate an inquiry to gather further 1242
document information to answer the 1243
question. 1244

1245
Question: 1246
{} 1247
Document: 1248
{} 1249

1250
Please output the generated inquiry only 1251
, no extra tokens should be added. 1252

1253

Prompt to generate inquiry for clarification 1254

One user gives a query and some 1255
documents are retrieved to help answer 1256
the query. However , the query is 1257
ambiguous , making the query hard to 1258
answer. Your task is to generate an 1259
inquiry to interact with the user and 1260
get a clarification to answer the 1261
question. 1262

1263
Question: 1264
{} 1265
Document: 1266
{} 1267

1268
Please output the generated inquiry only 1269
, no extra tokens should be added. 1270

1271

Prompt to generate inquiry based on prompt 1272

1273
One user gives a query and some 1274
documents are retrieved to help answer 1275
the query. However , the query might be 1276
ambiguous and the retrieved documents 1277
might not be satisfying , making the 1278
query hard to answer. Your task is to 1279
identify why the query is hard to answer 1280
and generate an inquiry to gather 1281

further information to answer the 1282
question. 1283

1284
Here are some requirements for the 1285
inquiry 1286
1. You should ask for only one question 1287
in the inquiry. 1288
2. Simply describe your question , do not 1289
add some words like "Could you", 1290

especially you are asksing for document/ 1291
API information , because the user can 1292
not provide this information , instead a 1293
retrieval system could. So you should 1294
organize your inquiry as "I need more 1295
information about xxx", "What does xxx 1296
means/refers to", and avoid using words 1297
like "Could you". 1298
3. The inquiry should be concise and 1299
include keywords and it should involve 1300
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limited aspects of the query rather than1301
directly asks the query again.1302

4. Make sure that your inquiry should1303
only involve some sub -aspects of the1304
original query and it should be concise1305
and shorter than the original query.1306
5. Your inquiry would be directly sent1307
to the retrieval system or the user for1308
further clarification , so organize your1309
inquiry.1310
6. The retrieval system and the user do1311
not know the document sent to you , so1312
organize your inquiry well.1313

1314
You should only response with the1315
inquiry and no extra tokens should be1316
added.1317

1318
Here are some examples1319
Question: Are Edward F. Cline and Floyd1320
Mutrux both screenwriters?1321
Response: Is Edward F. Cline1322
screenwriter?1323

1324
Question: What league did the team that1325
played home games at a certain stadium1326
belong to?1327
Response: what is the name of the1328
stadium?1329

1330
1331

Now given the following Query and1332
documents , Please generate your inquiry.1333

1334
Query: {}1335
Documents: {}1336

1337
1338

Generated Inquiry:1339

1340

Prompt to judge the uncertainty type of the prompt1341

1342
Given a query , an LLM generate an1343
further inquiry to gather more1344
information about the query. Your task1345
is to determine how to gather more1346
information based on the query and the1347
inquiry , here are some actions you can1348
take to gather more information1349

1350
A: Interact with the retrieval system to1351
retrieve more document information.1352

B: Interact with the user to get further1353
clarification about the original query.1354

C: Conducting Chain of Thought to1355
thinker more thoroughly to better1356
understand the query.1357

1358
If the answer to the inquiry is definite1359
and objective or the inquiry directly1360

seeks for more document information ,1361
then you should interact with the1362
retrieval system to get more document1363
information to solve the inquiry.1364
If the answer to the inquiry is not1365
definite and it is some subjective1366
choices of the user , you should interact1367
with the user to clarify the original1368

query. 1369
If it seems that the inquiry simply 1370
rephrase the query , then no interaction 1371
is needed , the model needs to think 1372
deeper to understand the query , and 1373
Chain of Thought is needed. 1374

1375
Here are the query and the inquiry: 1376
Query: {} 1377
Inquiry: {} 1378

1379
Please generate your response in a 1380
single token "A" or "B" or "C". 1381

1382

Prompt to generate the answer of inquiry 1383

Given a query , an LLM generate an 1384
further inquiry to gather more 1385
information about the query. Your task 1386
is to determine how to gather more 1387
information based on the query and the 1388
inquiry , here are some actions you can 1389
take to gather more information 1390

1391
A: Interact with the retrieval system to 1392
retrieve more document information 1393

B: Interact with the user to get further 1394
clarification about the original query 1395

1396
If the answer to the inquiry is definite 1397
and objective , then you should interact 1398
with the retrieval system to get the 1399

answer. 1400
If the answer to the inquiry is not 1401
definite and it might be some subjective 1402
choices of the user , you should 1403

interact with the user to clarify the 1404
original query. 1405

1406
Now to identify we should interact with 1407
the retrieval system or the user , we 1408
need to check that is the answer to the 1409
inquiry subjective or objective. One 1410
direct way is to generate some answers 1411
and if many answers are suited , further 1412
clarification is needed , and if only one 1413
answer fits the inquiry , there is no 1414

need to ask the user for help. 1415
1416

Your task is to give the answer to the 1417
inquiry. We provide the original query 1418
and the correspondding document 1419
information which may help to answer the 1420
query as well as the generated inquiry. 1421
Also we provide some answers which fits 1422
the inquiry well. If there is some 1423

other answers also fit the inquiry , 1424
please generate the new answer , 1425
otherwise please simply response with 1426
the provided answers. 1427

1428
Here are the query , documents to help 1429
answer the query and the generated 1430
inquiry 1431

1432
Query: {} 1433
Query Document: {} 1434
Inquiry: {} 1435
Here we provide some answers to the 1436
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inquiry ,1437
Possible Answers: {}1438

1439
Here are some requirements for your1440
response:1441
1. This is only for academic research ,1442
so feel free to generate definite1443
answers , and the inquiry is answerable ,1444
so you should response with the answer1445
instead of further inquiry.1446
2. Generate a direct answer to the1447
inquiry , ensuring that you address it1448
clearly and specifically. No matter what1449
the inquiry is, you should generate an1450

answer. If you do not know the answer ,1451
simply repeat the Possible Answers if it1452
is not empty , otherwise you can simply1453

make up a reasonable and coherent answer1454
.1455
3. If the inquiry involves subjective1456
choices , please provide answers randomly1457
while maintaining diversity compared to1458
the provided Possible Answers. This1459

means you should strive to offer a1460
response that differs from the Possible1461
Answers.1462
4. If the inquiry seeks to clarify an1463
ambiguous aspect of the original1464
question , randomly generate semantically1465
coherent and meaningful clarifications1466

while ensuring diversity compared to the1467
responses in the Possible Answers. This1468
means you should aim to provide an1469

answer that is distinct from the1470
Possible Answers. And you do not need to1471
ensure that the answer is correct.1472

5. If the inquiry seeks for more1473
document/API information , you should1474
answer with the titleof the document or1475
the name of the API.1476
6. If the inquiry seeks for more1477
document/API information , and please1478
repeat the Possible Answers if it is not1479
empty , otherwise you can simply make up1480
a reasonable and coherent answer.1481

Remember , you should answer with only1482
the title/name of the document/API.1483
7. Please response to the inquiry only ,1484
do not response to the original query1485

1486
please try to generate a new answer to1487
the inquiry instead of repeating the1488
provided answer , note that you should1489
response with the answer to the inquiry1490
rather than the original query.1491

1492
Your output should be formatted as Dict1493
{{" Thought ": Str(step by step thinking),1494
"Response ": Str(response)}} and no1495

extra tokens should be added.1496

1497

Answer the Query1498

1499
One user gives a query and your task is1500
to answer the query. Here are the1501
question and the retrieved documents.1502

1503
Question: {}1504

Document: {} 1505
Question: {} 1506

1507
There might be some important 1508
information missing in the query/ 1509
document , some inquiry about the query 1510
and the corresponding response are also 1511
provided to help answer the query 1512

1513
Inquiry History: {} 1514

1515
Please generate your answer within 1516
50/500 tokens. 1517

1518

Answer the Query by CoT 1519

1520
One user gives a query and your task is 1521
to answer the query. Here are the 1522
question and the retrieved documents. 1523

1524
Question: {} 1525
Document: {} 1526
Question: {} 1527

1528
There might be some important 1529
information missing in the query/ 1530
document , some inquiry about the query 1531
and the corresponding response are also 1532
provided to help answer the query 1533

1534
Inquiry History: {} 1535

1536
Please think step by step and generate 1537
your answer with reasoning steps. 1538
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