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T2VIndexer: A Generative Video Indexer for Efficient Text-Video
Retrieval

Anonymous Author(s)

ABSTRACT
Current text-video retrieval methods mainly rely on cross-modal
matching between queries and videos to calculate their similar-
ity scores, which are then sorted to obtain retrieval results. This
method considers the matching between each candidate video and
the query, but it incurs a significant time cost and will increase
notably with the increase of candidates. Generative models are
common in natural language processing and computer vision, and
have been successfully applied in document retrieval, but their
application in multimodal retrieval remains unexplored. To en-
hance retrieval efficiency, in this paper, we introduce a model-based
video indexer named T2VIndexer, which is a sequence-to-sequence
generative model directly generating video identifiers and retriev-
ing candidate videos with constant time complexity. T2VIndexer
aims to reduce retrieval time while maintaining high accuracy.
To achieve this goal, we propose video identifier encoding and
query-identifier augmentation approaches to represent videos as
short sequences while preserving their semantic information. Our
method consistently enhances the retrieval efficiency of current
state-of-the-art models on four standard datasets. It enables base-
lines with only 30%-50% of the original retrieval time to achieve
better retrieval performance on MSR-VTT (+1.0%), MSVD (+1.8%),
ActivityNet (+1.5%), and DiDeMo (+0.2%). The code is available at
https://anonymous.4open.science/r/T2VIndexer-40BE.

CCS CONCEPTS
• Information systems→ Language models;Retrieval models
and ranking; Novelty in information retrieval.

KEYWORDS
Deep Learning, Multi-modal Learning, Video Retrieval, Generative
Model

1 INTRODUCTION
Given a query text description, text-video retrieval [26] aims to re-
trieve videos that are semantically relevant to the query. Text-video
retrieval is flexible to express the user’s intent and brings emerging
attention for web search with the dramatic increasing of videos
uploaded online every day. For a standard web search engine [20],
video retrieval and ranking are two core stages. The retrieval stage
first retrieves limited number of candidate videos from massive
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Figure 1: (a) Two streammethod with independent video and
text encoders. (b) Video sparse sampling for efficiency boost.
(c) Our generative video indexer for efficiency boost.

online videos, and the following ranking stage predicts accurate
ranking scores between per query and the candidate videos. Since
videos have much richer and more diverse visual content compared
with the query text, precise video ranking is costly for fine-grained
text-video matching. Therefore, the efficiency and recall perfor-
mance of video retrieval stage is essential to the fast and accurate
text-video search.

Existing text-video retrieval methods can be divided into two cat-
egories, namely one-stream and two-stream approaches. One-stream
approaches [32] [12] [16] adopts deep models for feature-level inter-
actions between each text-video pair to predict its similarity score,
which require online feature extraction and fail to be applied for
the time-sensitive retrieval stage. Thus, the efficient two-stream
approaches [9] [17] [23] are widely applied. As shown in Figure
1 (a), they encode each video and text independently into dense
embeddings and then adopt simple matching functions to measure
their similarity. Since there are no text-video interactions in the en-
coding stage, two-stream approaches allows offline data embedding
extraction and alleviating online computation. Some recent works
begin to focus on the issues of reducing the high computational
overload of dense video embedding by sparsely sampling a few clips
[12] (see Figure 1 (b)). However, all the existing solutions require to
measure the query-video similarities and then rank videos for the
entire video set (i.e., one-to-all retrieval framework). Thus, their
online retrieval time grows linearly with the increase of retrieved
videos, which limits their scalability on large-scale scenarios.
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To address the above issue, we explore to fundamentally change
the traditional one-to-all embedding retrieval framework by a gen-
erative deep model that directly generates video identifiers and
retrieves video candidates with constant time complexity. As il-
lustrated in Figure 1 (c), our target of this work is not to propose
a new model on text-video retrieval. We mainly investigate how
to design a model-based indexer that effectively retrieves query-
relevant video candidates, which shortens the overall retrieval time
while maintaining the retrieval accuracy of state-of-the-art ranking
models. To this end, we propose a sequence-to-sequence genera-
tive network that supports Text query to Video candidate Index,
named as T2VIndexer. The model is based on the encoder-decoder
that feeds the query into the encoder and generates the identifier
of the video candidate through the decoder. It is trained by query-
identifier pairs that supports controllable video recall at different
semantic grained. During inference, the top  videos are directly
retrieved by beam search and identifier constrain.

To guarantee the effectiveness of T2VIndexer, we have proposed
several methods to tackle the key challenges. First, to get the se-
mantic representations and coarse-to-fine identifiers of videos for
controllable video recall, we utilize CLIP [19] to embed each video,
and then cluster and encode the semantic embeddings in a hier-
archical mode. Second, we propose to leverage the pre-trained
multi-modal large language model [28] to generate new queries
with diverse views of the video content, which augments the query-
identifier pairs during training for stronger generalization ability
during inference. Third, we propose to train a generative network
based on T5 [4] architecture to enable the deep interactions between
the query and video identifier, which enhances the cross-modal
correlation learning for precise identifier prediction.

The main contributions are summarized as follows: (1) We pro-
pose a novel sequence-to-sequence generative framework as a video
indexer for efficient video candidate retrieval. Our approach directly
predicts the candidate videos with constant time complexity that
significantly outperforms existing one-to-all embedding retrieval
solutions with linear time complexity. It demonstrates the effec-
tiveness of generative video index and sheds new light on the re-
search on generation-based text-video retrieval mechanism. (2) We
novelly propose the video identifier encoding and query-identifier
augmentation approaches for learning T2VIndexer with strong gen-
eralization ability. T2VIndexer is model-agnostic and universal to
cooperate with various independent-embedding approaches, which
remarkably improves their retrieval efficiency with even better re-
trieval performance. (3) Our T2VIndexer approach is consistently
effective for diverse text-video retrieval tasks. By cooperated with
T2VIndex, the state-of-the-art models cost merely 30% to 50% of
original retrieval time across four typical tasks. The time cost will
be further reduced with the increase of retrieved videos, which
impacts a broader range of text-video applications.

2 RELATEDWORK
Text-video retrieval. Existingmethods can be divided into two cat-
egories, called one-stream and two-stream approaches. One-stream
approaches are characterized by token-level interactions based on
cross-modal attention mechanisms, which are used for fine-grained
video-text matching [32] [12] [16] [24]. Two-stream approaches

aim to coordinate videos and text in a unified semantic space and
perform direct comparisons through distance metrics [9] [17] [23].
With the success of pre-trained image-text alignment model such
as CLIP [19], this method not only surpasses interactive embed-
ding methods in efficiency but also has significant advantages in
accuracy. In addition, efficiency enhancements have focused on
video sampling strategies. Some methods choose to sample the
frame sparsely [12] [17]. Besides, redundancy persists within the
vision tokens of each frame, diminishing the prowess of CLIP-style
retrieval. CenterCLIP [31] addressed this by refining patch sub-
division and selection via clustering. These innovations enhance
preprocessing efficiency but do not alleviate the inherent online
retrieval latency due to similarity computations and ranking cost.
Generative Model in Retrieval. In unimodal retrieval tasks, the
same efficiency issues are faced. With the success of generative
models in various visual and language tasks, they have demon-
strated powerful capabilities. In document retrieval, models like
DSI [21] demonstrate the ability to generate identifiers using Trans-
former architectures, while approaches like SEAL [3] innovate by
substituting string identifiers with document n-grams. The NCI
[22] further refines this approach by integrating positional infor-
mation into the decoding process. Image-to-image retrieval tasks
have transformed these methods into visual modality. For example,
IRGen [30] tokenizes images to identifiers and uses a generative
model to map queries to these identifiers for direct localization,
thereby improving retrieval efficiency. These methods have demon-
strated powerful capabilities in unimodal retrieval. However, videos
contain rich target and event. There is an obvious many-to-many
problem, which means one video corresponds to multiple different
descriptions from different perspectives, and a summary description
corresponds to multiple different videos.

3 METHODOLOGY
The text-video retrieval involves a text query C and a gallery of
videos + . The objective is to retrieve videos {E 9 } ∈ + that are se-
mantically relevant to the query. As shown in Figure 2, our goal is
to directly retrieve targeted videos by generating the video identi-
fiers based on natural language queries. To this end, we design a
sequence-to-sequence generative model that takes query C as input
and outputs the video identifier for video index. We first propose
a semantic-aware tree structure to encode video identifiers, called
SemID, which encodes the multi-grained semantics of videos by
a sequence for controllable recall while maintaining the sequence
length as short as possible for fast encoding. To augment the se-
mantic expression of queries for more generalized model learning,
we propose to utilize a Multi-modal Large Language Model (MLLM)
[28] to generate a set of multi-view queries for each video, thereby
enriching the contextual semantics encapsulated by the SemIDs
for diverse queries. The model architecture, training and inference
strategies are introduced in the end.

3.1 Vi-SemTree for Video Identifying
The purpose of our work is to locate videos by taking query C as
input and outputting the most relevant video identifier. Therefore,
finding a suitable identifier as the basis for video location is crucial.
The identifier needs to have semantic prior information so that it
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