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Background: Explainable AI (XAI) shows promise in mental health, from language-based depression detection to 

clinical diagnostics. Yet XAI tools like LIME [5] and SHAP [4] remain poorly aligned with clinical realities as they 

lack cultural sensitivity and actionable deployment frameworks [1]. Critical gaps persist in trust, inclusion, and real-

world evaluation, with benchmarks failing to assess fairness and adaptability in high-stakes mental health 

applications [2,3,6]. This work bridges technical XAI tools with mental healthcare needs through: (a) systematic 

synthesis of tailored methods (case-based reasoning, Chain-Of-Thought (CoT) prompting, Retrieval Augmented 

Generation (RAG)), (b) responsible deployment blueprint featuring participatory co-design and "living 

benchmarks," and (c) reframing AI alignment from helpful/honest/harmless to empathetic, culturally aware, and 

accountable systems. 

Key Findings and Proposed Framework: We trace XAI evolution from keyword detection (e.g., words like 

“hopeless") to LLM-powered systems generating clinically coherent explanations that build trust by aligning with 

clinician reasoning and patient understanding. Our four-part approach includes:  

(1) participatory co-design with clinicians, patients, and marginalized communities, 

(2) human-centered metrics prioritizing comprehensibility over accuracy,  

(3) inclusive benchmarking with representative datasets, and  

(4) dynamic "living benchmarks" integrating fairness and real-world adaptation. 

Open Questions: How can trust be socially constructed? How do explanations support user agency? How do we 

mitigate algorithmic bias and over-medicalization while adapting to cultural pluralism? 

Conclusion: Mental health AI must earn trust, respect complexity, and amplify human judgment. This work 

establishes foundations for technically robust, ethically sound systems aligned with humanistic mental healthcare 

principles. 
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