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Abstract

Rapid developments of pre-trained or large lan-
guage models have revolutionized many NLP
tasks on English datasets in recent years, un-
fortunately, the model developments and eval-
uations for low-resource languages are being
overlooked, especially for languages in South
Asia. While there are over 650 languages in
South Asia, many of them either have very lim-
ited computational resources or are not sup-
ported in existing language models. Thus, a
concrete question to be solved by this study
is: Can we assess the current stage and chal-
lenges to inform our NLP community and fa-
cilitate model developments for South Asian
languages? In this survey, we have compre-
hensively examined current efforts and chal-
lenges of NLP model development for low-
resourced South Asian languages by retrieving
studies published since 2020 with a focus on
transformer-based language models, such as
BERT, T5, and GPT. Our study has presented
insights and issues from 3 essential aspects,
data, model, and tasks, such as available data
sources, fine-tuning strategies, and domain ap-
plications. Our findings highlight substantial
challenges, such as missing data across criti-
cal domains (e.g., health), code-mixing, and a
lack of standardized evaluation procedures. We
hope that our survey efforts can raise commu-
nity attentions for more targeted data curation,
unified benchmarks tailored to the cultural and
linguistic nuances of South Asia, and stronger
collaborative efforts to ensure an equitable rep-
resentation for all languages in the South Asia.

1 Introduction

South Asia is one of the most linguistically diverse
regions, encompassing Indo-Aryan, Dravidian, Ira-
nian, and Tibeto-Burman languages, along with
numerous isolates (Arora et al., 2022; Borin et al.,
2014). While a quarter of the world’s population
resides in this region (Véron et al., 2008), its lan-
guages remain severely underrepresented in NLP

Study i‘;;gj:; Data Multiple  Interdisciplinary ~Recent
Insights NLP Tasks Integration LLMs
Coverage
Hedderich et al. V1 4 v X X
Arora et al. v v v v X2
Maddu and Sanapala X v v X X
Ranathunga et al. V1 v X X x
Our Work v 4 v v v

Table 1: Comparing related surveys to ours by multiple
key criteria. We denote 1-3 as ! not specific to South-
Asian languages; 2 limited discussion of LLMs; and 3
Mentions multilingual models but not for LLMs or low-
resourced languages.

models (Dunn et al., 2024). Large language mod-
els (LLMs) support multiple languages (Lai et al.,
2024), but South Asian ones are often missing from
training corpora or present in imbalanced quanti-
ties (Khan et al., 2024). There are multiple fac-
tors behind this disparity, and it’s crucial to iden-
tify and address them to ensure better representa-
tion of South Asian languages. The definition of

“low-resource” varies based on data availability and

digital presence (Nigatu et al., 2024; Mehta et al.,
2020). We consider a language “low-resource” if
it lacks computational data and standardized eval-
uation benchmarks for most NLP tasks. While
low-resource languages has been studied for var-
ious regions (Aji et al., 2023, 2022; Adebara and
Abdul-Mageed, 2022), there lacks comprehensive
study on the current status of South Asian NLP,
which will be fulfiled by this survey study.

Study retrieval methods. We searched for rele-
vant publications using Google Scholar, Semantic
Scholar, and ACL Anthology using a combination
of broad and specific search keywords such as “In-
dic,” “Low Resource,” and “Multilingual.” We also
include NLP tasks as additional keywords, such
as “Machine Translation.” To focus on recent de-
velopments, we excluded papers before 2020 and
focused on recent LLMs, such as BERT, mBART,
TS5, and GPT. Duplicate studies were removed.



Objectives and Contributions. We aim to as-
sess the current state of NLP research for South
Asian languages, covering data, model advance-
ments, and evaluation techniques, while identify-
ing the key issues unique to these languages. Un-
like prior surveys, as seen in Table 1, our work
makes three unique contributions: 1) this study
includes comprehensive language families in the
South Asia, which ensures broader coverage be-
yond Indo-Aryan and Dravidian languages by cov-
ering other widely spoken language families in the
region; 2) we examine data sources and provide
data insights to accelerate low-resourced language
research in South Asia; and 3) this work analyzes
studies across various domains (e.g., healthcare and
education) and summarizes recent LLMs and their
tuning strategies (e.g., LoORA (Hu et al., 2022)). We
expect this survey will inspire future directions to
strengthen community efforts for underrepresented
languages in South Asia.

2 Data and Resources

Data corpus is the essential to enable language
models understanding complex and heterogeneous
semantics and structures of South Asian languages.
Indeed, there are over 650 languages are spoken in
the region, yet computational resources remain rel-
atively low, uneven, and are highly skewed toward
a few languages (Zhao et al., 2025; Hasan et al.,
2024; Narayanan and Aepli, 2024; Ali et al., 2024;
Baruah et al., 2024). For example, the language
resources are represented by small text samples,
and major focus is given to languages like Hindi
and Urdu (Mishra et al., 2024; Gala et al., 2023).
However, the existing studies may merely answer
the questions that will be answered in our study: 1)
What are the available data corpora for the low-
resourced languages in South Asia? 2) What NLP
tasks are for the corpora? 3) What domains are for
the corpora? To answer those questions, we sum-
marize the data distributions by language families
in Figure 1 and statistics in Table 2.

2.1 Language resources

Figure 1 illustrates the uneven distribution of South
Asian languages and our collected resources. The
color gradient and circle sizes indicate that a few
dominant languages, such as Hindi, Bengali, and
Telugu, have comparatively more resources, and
the others are severely underrepresented, highlight-
ing resource challenges and opportunities. We sum-

marize language resources of the retrieved studies
into four families, Indo-Aryan, Dravidian, Tibeto-
Burman, and Iranian languages.

Indo-Aryan Languages own the largest lan-
guage group in South Asia and are relatively more
represented in our collected studies. For exam-
ple, Hindi, Bengali, Marathi, Tamil and Urdu are
among the largest bubbles in Figure 1, and Hindi
corpora are available for all major NLP tasks in
Table 2, which also align with existing langauge
speaker populations (Gala et al., 2023). Large-
scale datasets are not well-distributed across NLP
tasks. For example, IndicMARCO and Multi-
CONER provide a vast amount of resources for
information retrieval and named-entity recognition
(NER) (Hagq et al., 2024; Malmasi et al., 2022); Ka-
vathekar et al. (2024) introduces a benchmark for
Al-generated text detection in Hindi; and BELE-
BELE covers large-scale multilingual comprehen-
sion assessment (Bandarkar et al., 2024). However,
Bhojpuri, Sindhi, and Assamese are represented in
only a few domain-specific datasets (Baruah et al.,
2024; Malmasi et al., 2022; Kumar et al., 2024):
their dataset size is comparatively smaller (with
less than 5000 samples) (Gala et al., 2023), such
as Assamese in a back transliteration data (Baruah
et al., 2024), and Angika, Magahi, and Bhojpuri in
small-scale POS tagging resources (Kumar et al.,
2024). Multiple code-mixed data of sentiment and
emoji prediction tasks are available for Hindi, Ben-
gali, Tamil, and Marathi (e.g., MMCQS, SENTI-
MOIJI) (Singh et al., 2024; Ghosh et al., 2024).

Dravidian Languages include Tamil, Malay-
alam, Telugu, and Kannada in a number of in-
tegrated multilingual corpora (Gala et al., 2023;
Hagq et al., 2024; Urlana et al., 2023; Philip et al.,
2021) for NLP tasks, such as diglossia classifica-
tion, machine translation, and hate speech detec-
tion (Prasanna and Arora, 2024; Kumaresan et al.,
2024; K et al., 2024). However, many Dravidian
languages, including Kodava, Toda, and Irula, are
absent from major data resources and benchmarks.
A rare exception is Tulu, which is included in a re-
cently developed parallel corpus for machine trans-
lation (Narayanan and Aepli, 2024). The language
resources are relatively smaller sizes than Indo-
Aryan Languages (e.g., Hindi) and cover much
fewer application domains, such as healthcare.

Tibeto-Burman and Iranian Languages are
critically underrepresented. Manipuri, Mizo are



Data L s) Size NLP Task Year Source Domain Acc
INDIC-MARCO Multiple (11) 8.8M Neural IR 2024  Haqetal. General Yes
BPCC Multiple( 22) 230M Machine Translation 2023 Gala et al. General Yes
TransMuCoRes Multiple (31) 1.8M Coreference Resolution 2024 Mishra et al. General Yes
Homophobia Data Telugu, Kannada, Gujarati 38,904 Homophobia Detection 2024  Kumaresan et al. Social Media No

Fake News Detection Malayalam 1,682 Fake News Detection/ Classification 2024 Ketal. News Media No

MultiCoNER Multiple (11) 26M NER 2022 Malmasi et al. Wiki&Search Yes
POS Tagging Dataset Angika, Magahi, Bhojpuri 2124 POS tagging 2024  Kumar et al. News,Conversations ~ Yes
Assamese BackTranslit Assamese 60K Back transliteration 2024  Baruahetal. Social Media Yes
IruMozhi Tamil 1,497 Diglossia Classification 2024  Prasanna and Arora Wikipedia Yes
Paraphrase Corpus Pashto 6,727 Paraphrase detection 2024 Alietal News Media Yes
Hate Speech Data Bengali, Hindi, Urdu - Sentiment Analysis, Hate Detection 2024  Hasanetal. Social Media No

AS-CS Dataset Hindi, Bengali 5,062 Counter Speech Generation 2024 Das et al. Social Media Yes
CoPara 4 Dravidian Languages 2856 Paragraph-level alignment 2023 Eetal News Media Yes
PMIndiaSum Multiple (14) 697K Multilingual Summarization 2023 Urlana et al. Government Yes
CVIT-PIB v1.3 Multiple(11) 2.78M Multilingual NMT 2021 Philip et al. Government Yes
CaLMQA Multiple (23) 1.5K LFQA 2024  Aroraetal. Culture&Society Yes
NP Chunking Data Persian 3,091 Noun Phrase Chunking 2022  Kavehzadeh et al. News Media No

Punctuation Dataset Bengali 1.3M Punctuation Restoration 2020  Alametal. News&Stories Yes
L3Cube-MahaCorpus Marathi 289M Classification & NER 2022 Joshi. News/Non-news Yes
Flickr30K (EN-(hi-IN)) Hindi 156,915 Multimodal Machine Translation 2018 Chowdhury et al. Image Captions Req
SENTIMOIJI Hindi(code-mixed) 20k Emoji Prediction 2024  Singh et al. Social Media Yes
Suman Kadodi,Marathi 942 Machine Translation 2024 Dabre et al. Conversation Yes
‘WMT24 En-Hi Data Hindi 1500 Machine Translation 2024  Bhattacharjee et al. Mutlidomain Yes
AGhi Hindi 36,670 Al-generated text detection 2024  Kavathekar et al. News Yes
Mizo News Summariztion Dataset Mizo 500 News Summarization 2024 (Bala et al., 2024) News Yes
ADIhi Hindi 36,670 Ranking LLMs on Al Detectability 2024  Kavathekar et al. News Yes
En-Tcy test dataset Tulu 1300 Machine Translation 2024  Narayanan and Aepli ~ Wiki,FLORES Yes
MMCQS dataset Hindi(code-mixed) 3,015 Multimodal Ques. Summarization 2024 Ghosh et al. Healthcare Yes
IN22 Benchmark Multiple (22) 2527 Machine Translation 2023 Galaet al. General Yes
En-Hi Chat Translation Hindi 16,249 Chat Translation 2022 Gain et al. Customer Service Yes
BELEBELE Multiple (122 variants) 900 Multilingual Reading Comp. 2024  Bandarkar et al. Web Articles Yes
Multilingual DisCo Multiple(6) 84 Geneder Bias Evaluation 2023 Vashishtha et al. General Yes
CounterTuringTest(CT2) Hindi 26 Benchmarking AGTD techniques 2024  Kavathekar et al. News Yes
MMFCM Hindi(code-mixed) - Multimodal Ques. Summarization 2024 Ghosh et al. Healthcare Yes
IndicNLG Benchmark Multiple (11) 8.5M Various Generative Tasks 2022 Kumar et al. News, Wiki Yes

Table 2: Available Datasets and Benchmarks for Low-Resource South Asian Languages Across Tasks and Domains.
We denote ‘Req’ as Available on Request; ‘Acc’ as Public Accessibility.

Tibeto-Burman languages in our retrieved studies,
such as summarization data (Urlana et al., 2023;
Bala et al., 2024), however, the other languages
including Bodo and Dzonkgkhe (the national lan-
guage of Bhutan) are not covered. Iranian Lan-
guages including Pashto, Persian, and Balochi are
available in our data collections, such as a para-
phrase detection corpus in Pashto (Ali et al., 2024),
a noun phrase chunking data in Persian (Kave-
hzadeh et al., 2022), and a question answering
data in Balochi (Arora et al., 2024). While the
IndicNLG provide one of the largest benchmark,
those Tibeto-Burman and Iranian languages (e.g.,
Dari and Wakhi) are largely missing (Kumar et al.,
2022b) besides the benchmark.

2.2 NLP Tasks

The availability of NLP tasks vary by languages
in Table 2. For example, Indo-Aryan languages
cover all major NLP tasks, such as machine trans-
lation, information extraction, and sentiment anal-
ysis, while the other languages only cover very
few NLP tasks. This section summarizes major
tasks of the South Asian languages from the data
aspects in two major direction, 1) generative and 2)
discriminative tasks, and we refer the models and
approaches to Section 3.

Generative NLP tasks cover three major tasks,
machine translation, text generation, and summa-

rization. Machine translation is the most repre-
sented task in Table 1 and includes parallel cor-
pora such as BPCC (Gala et al., 2023) and domain-
specific datasets like CVIT-PIB v1.3 and Suman
(Philip et al., 2021; Dabre et al., 2024). However,
Kashmiri, Sindhi, and Tulu lack sufficient bilin-
gual corpora—relying on back-translation (Haq
et al., 2024) and cross-lingual transfer (Narayanan
and Aepli, 2024). The studies indicate that
the scarcity of consistent annotations and high-
quality datasets may hinder translation quality.
Text Summarization is mainly in general and news
domains for Indo-Aryan languages, such as PMIn-
diaSum (Urlana et al., 2023), while missing in
Dravidian and Tibeto-Burman languages. The
MedSumm dataset aids in multimodal summariza-
tion for Hindi-English code-mixed clinical queries,
specifically for the healthcare domain (Ghosh et al.,
2024), while domain-specific summarizations are
not available in other languages. Text Generation
are available in two major benchmarks, IndicNLG
benchmark (Kumar et al., 2022a), dialogue genera-
tion (Gain et al., 2022), and QA (question answer-
ing) (Arora et al., 2024), including biography gen-
eration, news headline generation, sentence sum-
marization, paraphrase generation, and question
generation across 11 Indic languages.

Discriminative NLP tasks mainly focus on se-
quential classifications, such as Named entity
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Figure 1: Language families regarding Speaker population and Resource availability. The bubble size means speaker
size per language and color scale means retrieved NLP resources. Darker refers to more resources, and vice versa.

recognition (NER) and sentiment predictions. Clas-
sification data count major discriminative NLP
tasks in our study, such as sentiment analysis and
hate speech detection. For example, SENTIMOJI
dataset is a sentiment prediction task for Hindi-
English code-mixed texts (Singh et al., 2024), and
hate speech detection resources are available for
Hindi, Tamil, Bengali, (Hasan et al., 2024), Kan-
nada, and Telugu (K et al., 2024). However, senti-
ment analysis and hate speech detection datasets re-
main nearly absent for Tibeto-Burman and Iranian
languages. MultiCoNER (Malmasi et al., 2022) is
an NER benchmark for Hindi, Bengali, Marathi,
and Farsi. While POS tagging and syntactic pars-
ing has been well explored in English, the tasks
are only available with small sizes for Universal
Dependencies (UD) parsing (Baruah et al., 2024)
and some low-resource Indo-Aryan languages such
as Angika, Magahi, and Bhojpuri (Kumar et al.,
2024). Coreference resolution datasets are almost
nonexistent, and limited resources are available
for Hindi, where most datasets focus on sentence-
level tasks rather than document-level coherence
modeling (Mishra et al., 2024). Similarly, recently
new data releases are primarily for Hindi, such as
detectability of Al-generated text by the Counter-
Turing test (Kavathekar et al., 2024).

3 Model Advances

We summarize recent model advances of South
Asian languages in Table 3—covering three major
topics, multilingual language models, training and

fine-tuning methods, and model evaluations.

31

Code-Mixed Tokenizer is the fundamental step
to encode input text containing more than mul-
tiple languages characters and usually starts by
fine-tuning on existing language model tokeniz-
ers. For example, fine-tuning BERT-base to detect
positive hope speech in Kannada-English (Hande
et al., 2022) or predict Hindi-English emoji and
sentiments (Singh et al., 2024). BUQRNN and PN-
BUQRNN (Yu et al., 2024) integrated a pre-trained
multilingual BERT for encoding texts, followed by
quantum recurrent neural networks (QRNNs). The
Overlap BPE method (Patil et al., 2022) improves
tokenization consistency across Marathi, Punjabi,
and Gujarati on subword-level processing for or-
thographically similar languages.

Multilingual Language Models

Transformer-based models (Vaswani et al.,
2017) have dominated recent model developments
for both monolingual and multilingual settings.
BERT-style architecture is a common model archi-
tecture on multi-domain and several monolingual
tasks, such as AxomiyaBERTa (Nath et al., 2023)
for Assamese, Nepali DistilBERT and Nepali De-
BERTa for Nepali (Maskey et al., 2022), and Ma-
haBERT (Joshi, 2022) for Marathi. For multilin-
gual models, IndicTrans2 (Gala et al., 2023) covers
translation across 22 South Asian languages and
IndicBART (Dabre et al., 2022) supports summa-
rization across 2 language families, making them
one of the most comprehensive multilingual mod-



Model Architecture L Training Strategy Parameter Size Year Source
AxomiyaBERTa BERT Assamese Continuous Pre-train + Supervised Fine-tuning 66M 2023 Nath et al.
IndicBART BART Multiple (11) Continuous Pre-train on IndicCorp + Supervised Fine-tuning 244M 2022 Dabre et al.
BUQRNN LSTM+BERT  Bengali Supervised Training NA 2024 Yuetal.
PN-BUQRNN LSTM+BERT  Bengali Supervised Training NA 2024 Yuetal.
IndicTrans2 Transformer Multiple (22) Pre-train + Supervised Fine-tuning 1.1B 2023 Gala et al.
DC-LM BERT Kannada Supervised Fine-tuning 110M 2022 Hande et al.
Lambani NMT Transformer Lambani Pre-train + Supervised Fine-tuning 380M 2022 Chowdhury et al.
Indic-ColBERT BERT Multiple (11) Supervised Fine-tuning 42M 2023 Hagq et al.
MedSumm Multiple LLMs  Hindi (Code-mixed) Supervised Fine-tuning 7B-13B 2024 Ghosh et al.
Tri-Distil-BERT BERT Bengali, Hindi Continuous Pre-train 8.3B 2024 Raihan et al.
Mixed-Distil-BERT BERT Bengali, Hindi Continuous Pre-train + Supervised Finetuning 8.3B 2024 Raihan et al.
CPT-R Llama Multiple (5) Continuous Pre-train 7B 2024 Jetal.
IFT-R Llama Multiple (5) Instruction Fine-tuning 7B 2024 Jetal.
BASE GRU Hindi Supervised Training NA 2023 Lal et al.
MED Bi-GRU Hindi Supervised Training NA 2023 Lal etal.
RETRAIN™ Bi-GRU Hindi English Gigaword Pre-train + Supervised Fine-tuning NA 2023 Lal etal.
Nepali DistilBERT ~ BERT Nepali Nepali corpora Pre-train by Progressive Mask 66M 2022 Maskey et al.
Nepali DeBERTa BERT Nepali Nepali Corpora Pre-train by Mask-LM 110M 2022 Maskey et al.
TPPoet Transformer Persian Persian poetry Pretrain + Supervised Fine-tuning 33M 2023  Panahandeh et al.
MahaBERT BERT Marathi L3Cube-MahaCorpus Pre-train 110M 2020 Joshi
Emoji Predictor Transformer Hindi (Code-mixed) Supervised Fine-tuning NA 2024 Singh et al.
RelateLM BERT Multiple (5) ‘Wiki/CFILT Pre-train + Supervised Fine-tuning 110M 2021 Khemchandani et al.
Multi-FAct Mistral-7B Bengali Supervised Fine-tuning 7B 2024 Shafayat et al.
Al-Tutor Transformer Pali, Ardhamagadhi ~ Pre-train + Supervised Training 1.1B 2024 Dalal et al.

Table 3: Model summary by language, architecture, training strategies, and others.

els. Chowdhury et al. trained Transformer models
for the machine translation from scratch on related
languages (e.g., Kannada, Marathi, and Gujarati)
of the target Lambani. Indic-ColBERT (Haq et al.,
2024) employs retrieval-augmented supervision for
multilingual search to improve document retrieval
and ranking across 11 Indic languages. The com-
mon strategy mainly take supervised fine-tuning on
pre-trained BERT models.

Large language models (LLMs) are being
rapidly adopted for South Asian languages in the
recent 3 years. MedSumm (Ghosh et al., 2024)
fine-tuned 5 LLMs as base models (LLlama 2 (Tou-
vron et al., 2023), FLAN TS5 (Chung et al., 2022),
Mistral (Jiang et al., 2023), Vicuna (Zheng et al.,
2023), and Zephyr (Tunstall et al., 2023)) on med-
ical question summarization with visual cues for
code-mixed Hindi-English patient queries. Multi-
FAct (Shafayat et al., 2024) uses Mistral-7B (Jiang
et al., 2023) to extract facts from LLM-generated
texts. CPT-R and IFT-R (J et al., 2024a) fine-tune
7B-parameter LLaMA-2 models on romanized In-
dic corpora to improve transliteration-aware and
mixed-script text processing. Additionally, Al-
Tutor (Dalal et al., 2024) applied IndicTrans2 (Gala
et al., 2023) to Pali and Ardhamagadhi. Due to
LLM sizes, fine-tuning partial parameters are more
practical, which are detailed in the later section of
distillation and parameter-efficient fine-tuning.

3.2

Code-mixed and script-specific adaptations en-
able model understanding on text inputs with mixed
languages. For example, LLMs struggled with Ben-

Training and Fine-tuning Methods

gali script generation due to inefficient tokeniza-
tion (Mahfuz et al., 2025). (Kumar et al., 2022a)
introduced the largest Indic language paraphras-
ing dataset across 11 languages, IndicParaphrase,
highlight that script-specific adaptations enhance
paraphrase generation and improve multilingual un-
derstanding in code-mixed settings. Huzaifah et al.
(2024) found the large model and diverse data may
help code-switching translation by showing that
GPT-4 and GPT-3.5 outperform traditional NMT
models. Transliterating Indic languages into a com-
mon script could effectively improves cross-lingual
transfer for NER and sentiment analysis Moosa
et al. (2023). Domain-specific applications ben-
efit from code-mixed adaptation. For example,
MedSumm (Ghosh et al., 2024) integrated Hindi-
English code-mixed processing for medical NLP.
The Overlap BPE Algorithm (Patil et al., 2022)
facilitates shared subword representations across
Punjabi, Gujarati, and Marathi, which enhances
consistency for orthographically similar languages.
(Kirov et al., 2024) aligned transliteration patterns
with phonetic structures in Tamil and Malayalam,
which further improves multilingual representation.
Continual pre-training strategies (Arif et al., 2024;
Rajpoot et al., 2024) improve adaptation without
degrading prior performance, and continual learn-
ing in NMT (Koehn, 2024) prevents catastrophic
forgetting by iteratively fine-tuning with new lan-
guage translation (Ramesh et al., 2023).

Supervised multilingual transfer learning.
Given the linguistic similarities among South Asian
languages, cross-lingual transfer learning has be-



come a key adaptation strategy. IndicBART (NMT-
Adapt) (Narayanan and Aepli, 2024), IndicBART
Dabre et al., and IndicTrans2 (Gala et al., 2023)
show that pre-training on large multilingual corpora
of related languages (that can be mapped to a single
script) significantly improves translation. Llama 2-
based models (CPT-R, IFT-R) (J et al., 2024a) were
fine-tune on task-specific corpora, however, effec-
tiveness varies based on linguistic proximity, with
underrepresented languages facing performance de-
clines (Hasan et al., 2024). Sabane et al. found that
jointly trained NER models on Hindi-Marathi cor-
pora outperformed monolingual ones due to shared
script and grammar. Multilingual NER with Shared
Neural Layers (Murthy et al., 2018) benefits from
shared representations across Bengali, Tamil, and
Malayalam. Back-translation and synthetic data
augmentation improved Hindi, Sinhala, and Tamil
NMT (Chowdhury et al., 2018).

Several studies explored finetuning approaches.
Adaptive multilingual finetuning (Das et al., 2023)
leverages subword embedding alignment to en-
hance transferability across related languages. Cul-
tural adaptation (Zhou et al., 2023) integrated so-
ciolinguistic factors into offensive language detec-
tion. In-context learning (ICL) and cross-lingual
ICL (Cahyawijaya et al., 2024) improve general-
ization through query alignment, and Poudel et al.
(2024) showed that domain-specific fine-tuning en-
hances legal English-Nepali translation.

Distillation and parameter-efficient finetuning
(PEFT) reduce computational costs (Philip et al.,
2021) of LLMs for the low-resource languages.
For example, parameter-efficient finetuning (PEFT)
methods includes the widely adopted method of
low-rank adaptation (LoRA) (Hu et al., 2022).
Khade et al. utilizes LoRA PEFT tuning on multi-
lingual Gemma models for Marathi, and find that
while target language generation improves, reason-
ing capabilities decline post finetuning. Petrov et al.
introduces a multi-step PEFT approach that outper-
forms standard finetuning methods for languages
with limited labeled data. Gurgurov et al. integrate
linguistic knowledge from ConceptNet to improve
sentiment analysis and NER performance.
Feature-based finetuning focus on representa-
tion learning. Bhatt et al. refine internal repre-
sentations rather than updating all model weights,
enabling incremental knowledge transfer from
high-resource to low-resource languages. Progres-
sive finetuning (Perera et al., 2022) incrementally

adapts smaller models before transferring knowl-
edge to larger architectures. Yadav et al. explored
rank-adaptive LoRA finetuning that balanced ef-
ficiency and model performance. BenLLM-Eval
(Kabir et al., 2024) finds that zero-shot LLMs like
LLaMA-2-13b-chat perform significantly worse
than fine-tuned models on Bengali NLP tasks. Iyer
et al. (2024) demonstrate that LoRA-based finetun-
ing improves translation tasks while maintaining
efficiency, and Nag et al. show that adapter-based
finetuning enhances model performance while pre-
venting catastrophic forgetting. MedSumm (Ghosh
etal., 2024) utilized QLoRA (Dettmers et al., 2023)
to reduce memory overhead while enabling effec-
tive finetuning on the MMCQS dataset.

Other methods including augmentation, Zero-
shot, and few-shot learning are also examined. Indi-
Text Boost Litake et al. (2024) integrates data aug-
mentation techniques, including Easy Data Aug-
mentation (EDA), back-translation, and text expan-
sion to improve text classification of 6 languages,
such as Sindhi, Marathi, and Telugu. Nag et al.
(2024) find that few-shot learning benefits morpho-
logically rich languages but struggles with syntac-
tic complexity, requiring further finetuning. Instruc-
tion tuning (Pal et al., 2024) improves multilingual
translation with a few examples for LLMs.

3.3 Model Evaluations

Evaluation of multilingual models for South Asian
languages varies by task, relying on metrics such as
BLEU, and more recently, chrF++, COMET, and
human evaluation (Gala et al., 2023; Narayanan and
Aepli, 2024). Table 2 and 3 include various NLP
data and tasks such as FLORES for machine trans-
lation (Goyal et al., 2022; Gala et al., 2023) with
specific evaluation metrics. For NER (Venkatesh
et al., 2022; Khemchandani et al., 2021) and sen-
timent analysis (Hande et al., 2022; Singh et al.,
2024) benchmarks, accuracy, F1-score, precision,
and recall are commonly evaluation metrics. For
example, CPT-R and IFT-R (J et al., 2024b) with
7B parameters achieve strong zero-shot accuracy
(72.5% on sentiment analysis, 78.2% F1 on NER)
due to extensive pretraining. MRR (Mean Recipro-
cal Rank) and NDCG (Normalized Discounted Cu-
mulative Gain) are common evaluation approaches
for retrieval and ranking tasks (Haq et al., 2024).
BLEU, ROUGE, METEOR, and human evalua-
tions are popular metrics for text generation tasks,
such as summarization, machine translation, and
question answering (Lal et al., 2023). For example,



Challenge
POS Tagging

Example
“e2le1t” should be tagged as NOUN

Inconsistency in “eafeft tfy” (I am watching a
game) and VERB in “@iet $4f@”
(I am playing)

Lexical Vari- Bengali (India): “SUSQ” (today);

ability Bengali (Bangladesh): “%aI&w(si”
(today)

Diglossia “Where are you going?” in Literary
Tamil:  “6TRIG OFO&TTsH6T”;
Spoken Tamil: “sT& GUNHHIS”

Romanization Hindi: “I am fine” can be romanized

as “main theek hoon” or “mai thik
hu”

“BLBS®HSEDS”  (nadanthiruki-
rathu, “has happened”) can be bro-
ken into [“BL” (nada, ‘“walk”)
+ “b&” (nthu, past suffix) +
“@mé&E DS~ (irukirathu, auxiliary
verb)

Hinglish: “Mujhe ek idea aaya” (I
have an idea)

Morphological
Segmentation

Code mixing

Table 4: Linguistic Challenges in Low-Resource South
Asian Languages for NLP

IndicTrans2 (1.1B params; Gala et al. (2023)) re-
ported BLEU scores of 35.2 (Hindi-English) and
28.7 (Tamil-English). Recent new metrics such as
COMET (Rei et al., 2020) and chrF++ (Popovié,
2017) complement existing ones (e.g., BLEU) in
several recent studies (Gala et al., 2023; Costa-
jussa et al., 2024; Gajakos et al., 2024).

4 Trends and Challenges

Data Scarcity and Quality Issues for low-
resource languages like Manipuri, Santali, and
Sindhi affects model generalizability and applica-
bility (Gala et al., 2023). Sourcing online data of
the languages is constrained by limited digital con-
tent and copyright restrictions (Gain et al., 2022;
Ali et al., 2024). Existing resources, especially
small data, are often domain-specific (e.g., gov-
ernment or political) may potential introduce cul-
tural or political biases in downstream applications
(Urlana et al., 2023; Kumar et al., 2024). lacking
gold-annotated resources complicates tasks, such
as co-reference resolution (Mishra et al., 2024), and
the rapidly evolving online discourse Bandarkar
et al. (2024), hurts model long-term sustainability,
such as hate speech (Kumaresan et al., 2024).
Transliteration and representation of South
Asian languages are not standardized, causing bi-
ases as annotators often rely on phonetic judgment
(Baruah et al., 2024). Bhattacharjee et al. (2024)
noted inconsistencies in language identification and

translation quality due to style and dialect differ-
ences within translations and translated text is most
often not subject to human verification (Hasan et al.,
2024). Also, datasets translated from English to a
South Asian language can be culturally misaligned
(Das et al., 2024). For culturally nuanced languages
Arora et al. (2024), the requirement for proficient
annotators restricts the scalability of data collec-
tion efforts. Biases due to labeler interpretation
hinder sensitive tasks like hate speech detection
(Kumaresan et al., 2024).

Further, certain datasets exhibit class imbalances,
which lead to bias toward majority classes; solu-
tions such as cost-sensitive learning and oversam-
pling have been proposed (K et al., 2024), but they
have not been examined in the low-resourced lan-
guages. Languages exhibiting strong diglossia (the
spoken and written forms differ substantially), such
as Tamil, need additional efforts as literary text
cannot be used for tasks in all settings (Prasanna
and Arora, 2024). Limited computing resources
further restrict improvements in the curation of
high-quality datasets (Philip et al., 2021).

Transliteration and Tokenization Inconsisten-
cies reduce generalizability of multilingual mod-
els on code-mixed languages, such as Hinglish,
Tanglish, and Romanized Bengali (Narayanan and
Aepli, 2024; Maddu and Sanapala, 2024). These
models often learn script-dependent embeddings
and fail to transfer across different writing systems
(Koehn, 2024). For example, transliteration ambi-
guity easily affects NER and speech-text alignment
in ASR models (Ramesh et al., 2023).

Existing tokenization strategies such as Byte-
Pair Encoding (BPE) and WordPiece frequently
fragment morphologically rich words in Dravid-
ian and Indo-Aryan languages, leading to over-
segmentation and loss of meaning (Wang et al.,
2024). In Devanagari-based languages like Hindi
and Marathi, vowel markers (matras) are often
split incorrectly (Doddapaneni et al., 2023). Sim-
ilarly, agglutinative languages like Tamil and Ma-
nipuri form complex word structures that are in-
consistently tokenized, affecting syntactic parsing
and NMT (Narayanan and Aepli, 2024). For ex-
tremely low-resource languages, pre-trained tok-
enizers (Kumar et al., 2024) fail to adapt effectively
as they fragment words into multiple sub-word to-
kens, sometimes even individual characters, intro-
ducing noise to tasks like POS tagging.

Morphological segmentation is particularly chal-



lenging for Dravidian languages since words are
formed by adding multiple suffixes, as seen in Tulu
(Narayanan and Aepli, 2024). Hindi, Assamese
and Bengali exhibit different and complex inflec-
tional systems complicating parsing (Chowdhury
et al., 2018; Nath et al., 2023). Most Indo-Aryan
languages rely heavily on dependent vowel signs
(matras) and nasalization markers, where BERT
tokenizers often fail to preserve and cause ambi-
guities (Maskey et al., 2022). For instance, the
word “Tel” can be incorrectly tokenized as “hel”.
Assamese also possess unique sound patterns and
the use of alveolar stops, which adds to the com-
plexity of tokenization (Nath et al., 2023). Besides
structural differences, administrative vocabulary in
Hindi and Tamil includes Persian-origin words like
“farman” (order), alongside English-origin terms
(Pramodya, 2023). Additionally, Lambani, spoken
by a nomadic tribe, shares linguistic features with
multiple Southern Indian languages, an evident of
tribal migration (Chowdhury et al., 2022).

Code mixing, Diglossia, and Ambiguity. Code-
mixing, a highly domain-dependent issue, inte-
grates English or other language words and phrases
and results in hybrid forms, such as Hinglish and
Tanglish (Das et al., 2024). Diglossia show sub-
stantial differences in speaking and writing. For
example, Literary Tamil has retained its formal vo-
cabulary, but spoken Tamil incorporates loanwords
and phonetic simplifications (Prasanna and Arora,
2024). Additionally, polysemy and contextual am-
biguities can fail many models on tasks like NER
(Bhatt et al., 2022). For example, Indic languages
do not capitalize proper nouns, making it difficult
to distinguish named entities from common words
(Philip et al., 2021). Further, entity disambiguation
is context-dependent; for instance, the word “Hin-
dustan” (%@ﬂﬂ) can refer to a location, a person,
or an organization depending on its usage (Mishra
et al., 2024). Many languages are grammatically
gendered, and even inanimate objects are referred
to with gendered nouns (Ramesh et al., 2023).

Standard evaluation benchmarks exist, but
gaps have remained in evaluating multilingual mod-
els for South Asian languages. Fine-tuned multilin-
gual models often overfit high-resource languages
(e.g., Hindi) and degrade lower-resource languages
due to shared embeddings (Pal et al., 2024). Catas-
trophic forgetting happens when adapting models
to new languages or tasks, such as in LoRA and
adapter-based finetuning (Nag et al., 2024). Pho-

netic variation across dialects within the same lan-
guage family (e.g., Bengali and Assamese) results
in inconsistencies in phoneme-based word embed-
dings (Arif et al., 2024).

Model evaluation from our collected studies in
Table 3 rely on English-origin benchmarks, which
can misinterpret model performance (Haq et al.,
2024). Mishra et al. (2024) demonstrate how bi-
ases in back-translated datasets cause skewed re-
sults and compromise model evaluation across
languages. For nuance tasks (e.g., paragraph-
level translation), sentence-level evaluation meth-
ods may not be insufficient (E et al., 2023; Hasan
et al., 2024). Without culturally relevant and task-
specific benchmarks, evaluations fail to capture
model performance accurately, especially for lan-
guages with unique structural and cultural varia-
tions (Vashishtha et al., 2023). FLORES-200 is
comprehensive but lacks sufficient representation
for code-mixed and dialectal variations (Gala et al.,
2023). Tibeto-Burman and Austroasiatic evalua-
tion data are almost non-existent and most studies
for very low-resourced languages use manually cu-
rated datasets (Dalal et al., 2024; Chowdhury et al.,
2022).

5 Conclusion

In this paper, we provide a comprehensive analysis
of the current NLP research on low-resource South
Asian languages. Our survey highlights recent ad-
vancements and examines persisting challenges at
every stage of resource development.

One of our key takeaways is the highly uneven
representation of South Asian languages in both
multilingual corpora and model pre-training. While
some languages have received relatively more atten-
tion, challenges remain in collecting and process-
ing data, and adapting models to specific orthogra-
phies. Additionally, existing evaluation metrics
fall short due to a lack of script- and task-specific
benchmarks, as well as unaddressed demographic
and sociocultural biases.

Unlike prior work, we have examined LLMs and
tuning strategies, and we emphasize community-
driven data collection for various tasks and do-
mains. We call for South Asian-specific evaluation
frameworks and script-specific model adaptation
techniques to improve resources. We hope this sur-
vey serves as a valuable resource for researchers,
and encourages further research and broader partic-
ipation in advancing NLP for these languages.



Limitations

Research and development of resources for South
Asian languages have been steadily advancing. Sig-
nificant progress has been made in multilingual
datasets and modeling, and many advancements
in high-resource languages are now being adapted
for low-resource South Asian languages. Since we
aimed for a thorough and balanced analysis, below
are some key limitations and certain measures we
took to address them.

e Enumerating all studies on low-resource
South Asian languages is challenging, as re-
search is dispersed across multiple venues.
Many studies are not indexed in widely used
repositories like the ACL Anthology. Ad-
dressing this, we have conducted an exten-
sive search across various sources, including
Google Scholar and Semantic Scholar, and
have cross-referenced key papers to ensure
proper coverage.

Identifying relevant studies is complicated due
to inconsistent terminology. Papers often use
non-standard or domain-specific keywords to
describe work on low-resource languages. For
instance, some studies refer to ‘low-resource
languages,” while others use ‘under-resourced
languages,” ‘resource-scarce languages,” or
‘marginalized languages.” To account for this,
we have tested multiple keyword variations
and have manually reviewed the related work
sections of key papers to identify additional
references.

* Some studies on considerably low resourced
languages remain inaccessible due to their
publication in regional or less widely indexed
venues. We have, to our best efforts, in-
cluded such publications by searching sources
outside of major repositories, especially for
Tibeto-Burman and Iranian languages.
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A Appendix

A.1 Potential Directions

Research on code-mixing Code-mixing is very
commonly observed in South Asian communica-
tion (Huzaifah et al., 2024), yet most existing re-
sources focus on English-Hindi or English-Tamil
interactions. Future work should involve code-
mixing with very low-resource languages, as well
as instances where speakers switch between three
or more languages. Understanding which scenarios
prompt code-mixing (e.g., informal communica-
tion) could improve model generalization across
multilingual contexts.

Utilizing the region’s Bilingualism for Data Col-
lection Many South Asians language speakers
are bilingual (Bhatia and Ritchie, 2006), which
presents an opportunity for efficient data collec-
tion efforts. We recommend building parallel
datasets that pair low-resource languages with
better-resourced counterparts like Hindi, Urdu,
Bengali or Tamil. Since English-Hindi and
English-Tamil translation models are already well-
developed, they could serve as pivots for translating
very low-resource languages into English.

Additionally, given the script and vocabulary
overlap among closely-related or geographically
proximate languages (Patil et al., 2022; Chowd-
hury et al., 2022), future work could explore cross-
lingual data augmentation techniques, particularly
for regional dialects.
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Addressing Bias and Improving Evaluation
There are existing biases related to gender, caste,
and sociocultural representation in multilingual cor-
pora and models (Bhatt et al., 2022; Ramesh et al.,
2023). However, there are no South-Asian spe-
cific large-scale bias evaluation resources. Many
datasets rely on translations from English, often re-
sulting in cultural misalignment. To address these
issues, we recommend greater involvement of na-
tive speakers in dataset curation and annotation,
as well as reduced reliance on English-origin re-
sources.

Beyond bias, many widely used metrics such as
BLEU and COMET do not sufficiently cover many
South Asian languages. Future research should fo-
cus on developing comprehensive evaluation frame-
works for these languages.

Developing Computationally Efficient NLP
Models Given the computational constraints in
many South Asian research facilities (Philip et al.,
2021), future work should prioritize efficient fine-
tuning strategies such as adapter-based tuning and
LoRA. Additionally, reasoning and logical infer-
ence is being explored in multilingual contexts
(Ghosh et al., 2025), but remains under-explored
in South Asian NLP. Further research would im-
prove the decision-making capabilities of models
catering to South Asian languages.
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