Comparison of a VR Stylus with a Controller, Hand Tracking and a Mouse
for Object Manipulation and Medical Marking Tasks in Virtual Reality

ABSTRACT

For medical surgery planning, virtual reality (VR) provides a new
kind of user experience, where 3D images of the operation area can
be utilized. Using VR, it is possible to view the 3D models in a
more realistic 3D environment, which would reduce the perception
problems and increase spatial understanding. In the present experi-
ment, We compared a mouse, hand tracking, and a combination of a
VR stylus and a VR controller as interaction methods in VR. The
purpose was to study the viability of the methods for tasks conducted
in medical surgery planning in VR. The tasks required interaction
with 3D objects and high marking accuracy. The stylus and con-
troller combination was the most preferred interaction method. In
subjective results, it was considered as the most appropriate, while
in objective results, the mouse interaction method was the most
accurate.

Index Terms: Human-centered computing—Human com-
puter interaction (HCI)—Interaction devices—Pointing devices;
Human-centered computing—Human computer interaction (HCI)—
Empirical studies in HCI; Human-centered computing—Human
computer interaction (HCI)—Interaction paradigms—Virtual reality

1 INTRODUCTION

Virtual reality makes it possible to create computer-generated en-
vironments that replace the real world. For example, the user can
interact with virtual object models more flexibly using various in-
teraction methods than with real objects in the real environment.
VR has become a standard technology in research, but it has not
been fully exploited in professional use even if its potential has been
demonstrated.

In the field of medicine, x-ray imaging is routinely used to di-
agnose diseases and anatomical changes as well as for scientific
surveys [31]. In many cases 2D medical images are satisfactory,
but they can be complemented with 3D images for more complex
operations where detailed understanding of the 3D structures is
needed.

When planning surgeries, medical doctors, surgeons, and radiolo-
gists study 3D images. Viewing the 3D images in 2D displays can
present issues to control object position, orientation, and scaling. Us-
ing VR devices, like head mounted displays (HMD), 3D images can
be more easily perceived when viewed and interacted with in a 3D
environment than with a 2D display. For the medical professionals
to be able to do the same tasks in VR as they do in 2D, the interac-
tion methods need to be studied properly. The interaction method
needs to be accurate, reasonable, and suitable for the medical tasks.
Because we talk about medical work, the accuracy is crucial to avoid
as many mistakes as possible. Konig et al. [21] studied an adaptive
pointing for the accuracy problems caused by hand tremor when
pointing distant objects. The used interaction method needs also to
be natural so that the doctors would use it in their daily work and so
that they still can focus on their primary tasks without paying too
much attention to the interaction method. One typical task for the
doctors is marking anatomical structures and areas on the surface of

the 3D model. The marked points create the operative area, or they
can be used for training.

For 2D content, a mouse is one of the best options for interaction
due to its capability to point at small targets with high accuracy
and the fact that many users are already very experienced with this
device [27]. Mouse cursor can be used for 3D pointing with ray-
casting [34] which allows pointing of the distant objects as well. The
familiarity and accuracy make the mouse a worthy input method in
VR, even though it is not a 3D input device. In addition, controllers
have been identified as an accurate interaction method [13, 17] and
they are typically used in VR environments [22]. Controllers enable
direct manipulation, and the reach of distant objects is different
than with the mouse with ray-casting. Other devices, like styluses
have been studied in pointing tasks previously [27,40]. Therefore
we aimed to investigate performance of a stylus together with a
controller in selected tasks.

The cameras and sensors on HMD devices also allow hand track-
ing without hand-held input devices. Pointing at objects with a
finger is natural way of acting for humans, so hand interaction can
be expected to be received well. Hand interaction was selected as
one of the conditions based on interviews of medical professionals
and their expectations for the supporting technology.

We decided to use a marking task to assess the three interaction
conditions. The conditions were a standard mouse, bare hands, and a
handheld controller with VR stylus. All methods were used in a VR
environment to minimise additional variation between methods and
to focus the comparison on interaction techniques. The use of the
HMD also allowed the participants to easily study the target from
different directions by moving their head. In the medical marking
task the doctor will observe the anatomical structures by turning
and moving the 3D object and at the same time looking for the
best location for the mark. The time spent for the manipulation is
not easily separated from the time spent in the final marking. The
doctor decides during the manipulation from which angle and how
the marking will be done, which will affect the marking time. This
made application of Fitts’ law [11] not possible in our study, as it
requires that a participant cannot influence target locations.

We had 12 participants who were asked to do simplified medical
surgery marking tasks. To study the accuracy of the interaction
methods, we created an experiment where in the 3D model there
was a predefined target that was marked (pointed+selected). In the
real medical case, the doctor would define the target, but then the
accuracy cannot be easily measured. This study focused mainly
on subjective evaluations of interaction methods, but also included
objective measurements.

The paper is organized as follows: First, we go through back-
ground of object manipulation and marking, interaction methods in
3D environment, and jaw osteotomy surgery planning (Section 2).
Then, we introduce the compared interaction methods and used
measurements (Section 3), as well as go through the experiment
(Section 4) including apparatus, participants, and study task. In the
end the results are presented (Section 5) and discussed (Section 6).

2 BACKGROUND

2.1 Object manipulation and marking

Object manipulation, i.e. rotating and translating the object in 3D
space, and object marking, i.e. putting a small mark on the surface



of an object, have been used as separate task when different VR
interaction methods have been studied. Sun ez al. [32] had 3D posi-
tioning task that involved object manipulation. When a mouse and a
controller were compared for precise 3D positioning the mouse was
found as the more precise input device. Object marking has been
studied without manipulation in [27]. Argelaguet and Andujar [1]
studied 3D object selection techniques in VR and Dang et al. [9]
have studied 3D pointing techniques. As there are no clear standard
techniques for 3D object selection nor 3D pointing technique, Arge-
laguet and Andujar and Dang et al. attempt to bring practices in
studying new techniques in 3D Uls.

In earlier work using bimanual techniques, Balakrishnan and
Kurtenbach [5] presented a study where dominant and non-dominant
hand had their own tasks in a virtual 3D scene. The bimanual
technique was found as faster and preferable. People typically use
their both hands to cooperatively perform the most skilled tasks [5,
12] where the dominant hand is used for the more accurate functions,
and the non-dominant hand sets the context such as holding a canvas
when dominant hand is used to draw. The result is optimal when
bimanual techniques are designed by utilizing the strengths of both
dominant and non-dominant hands.

2.2 Input devices for object manipulation and marking
2.2.1 Mouse

A mouse is a common, familiar, and accurate device for 2D content
to point at small targets with high accuracy [27]. The mouse is
also a common device to do medical surgery planning [22]. Many
studies have used a mouse cursor for 3D pointing with ray-casting
[6,8,22,27,34]. Ray-casting technique is easily understood, and it
is a solution for reaching objects at a distance [25].

Compared to other interaction methods in VR, the issue of the
discrepancy between the 2D mouse and a 3D environment has been
reported [1], and manipulation in 3D requires a way to switch be-
tween dimensions [4]. Balakrishnan et al. presented Rocking’Mouse
to select in 3D environment while avoiding a hand fatigue. Kim
and Choi [20] mentioned that the discrepancy creates a low user
immersion. In addition, use of a mouse usually forces the user to sit
down next to a table instead of standing. The user can rest their arms
on the table while interacting with the mouse which decrease hand
fatigue. Johnson et al. [18] stated that fatigue with mouse interaction
will appear only after 3 hours.

Bachmann et al. [3] found that Leap Motion controller has a
higher error rate and higher movement time than the mouse. Kim
and Choi [20] showed in their study that 2D mouse have high per-
formance in working time, accuracy, ease of learning, and ease of
use in VR. Both Bachmann et al. and Kim and Choi found the
mouse to be accurate but on the other hand Li et al. [22] pointed
that with difficult marking tasks small displacement of a physical
mouse would lead to a large displacement on the 3D model in the
3D environment.

2.2.2 Hands

Hand interaction is a common VR interaction method. Voigt-Antons
et al. [39] compared free hand interaction and controller interaction
with different visualizations. Huang et al. [17] compared different
interaction combinations between free hands and controllers. Both
found that hand interaction has lower precision than the controller
interaction. With alternative solutions like a Leap Motion controller
[28,41] or using wearable gloves [42] the hand interaction can be
done more accurately. Physical hand movements create a natural
and realistic experience of interaction [10, 17], and therefore hand
interaction is still an area of interest.

2.2.3 Controllers

Controllers are the leading control inputs for VR [17]. When us-
ing controllers as the interaction method, marking, and selecting

are usually made with some of the triggers or buttons on the con-
troller. Handheld controllers are described as stable and accurate
devices [13,17]. However, holding extra devices in hands may be-
come inconvenient, if the hands are needed for other tasks between
different actions. When interacting with hands or controllers in VR,
the fatigue in arms is one of the main issues [1, 15]. Upholding arms
and carrying the devices also increase the arm fatigue.

2.24 VR stylus

A VR stylus is penlike handheld device that is used in VR envi-
ronment as a controller. The physical appearance of Logitech VR
Ink stylus [23] is close to a regular pen except it has buttons which
enables different interaction e.g., selecting, in VR. Batmaz et al. [7]
have studied Logitech VR Ink stylus for a selection method in virtual
reality. They found that using a precision grip there is no statistical
differences on the marking if the distance of the target is changing.
Wacker et al. [40] presented as one of their design VR stylus for mid-
air pointing and selection happened pressing a button. For object
selection, the users preferred a 3D pen over a controller in VR [27].

2.3 Jaw osteotomy surgery planning

Cone Beam Computed Tomography (CBCT) is a medical imag-
ing technique that produce 3D images that can be used in virtual
surgery planning. Compared to previous techniques that were used
in medical surgery planning like cast models, virtual planning with
CBCT images has extra costs and time requirements [14]. How-
ever, the technique offers several advantages for planning accuracy
and reliability [31]. CBCT images can be used as 3D objects in
VR for surgery planning with excellent match to real objects [14].
Ayoub and Pulijala [2] reviewed different studies about virtual and
augmented reality applications in oral and maxillofacial surgeries.

In virtual surgery planning, the procedures for surgery are imple-
mented and planned beforehand. The real surgery is done based on
the virtual plan. Common tasks in dental planning are specifying the
location of impacted teeth, preventing nerve injuries, or preparing
guiding flanges [31]. In VR this can be done by marking critical
areas or drawing cutting lines on to the models. Virtual planning
can be used in student education as well, where the procedures can
be realistically practiced. Reymus et al. [29] found that students un-
derstood the mouth anatomy better after studying 3D models in VR
environment than from regular 2D image. The objects can be closer,
bigger, and they can move in depth direction in 3D environment
compared to 2D environment [19].

Tasks, like understanding the 3D object and marking critical areas
on it need to be done in medical surgery planning. However, working
with 3D objects in 2D environment makes the task more difficult.
Hinckley et al. [16] studied issues for developing effective free-space
3D user interfaces. Appropriate interaction and marking methods
help to understand 3D objects and perform the required tasks in VR.
In this study, we evaluated three methods for VR object manipulation
and marking and examined the performances in simplified medical
surgery planning tasks.

3 METHOD
3.1 Mouse

In the first interaction method a regular mouse was used inside a VR
environment (Figure 1). In VR environment there was a visualized
mouse model that the participant was able to move by manipulating
the physical mouse and to control the direction of a ray starting from
the model. The ray was always visible in Mouse interaction.

Mouse was used one-handed when the other two methods were
two-handed. Mouse was used to perform two functions, manipula-
tion and marking, while these functions had been separated in other
methods into different hands. In addition, Mouse used ray-casting,
ray from the mouse, while the two other methods did not use it. The
other methods used direct mid-air object manipulation.



Figure 1: Mouse interaction method outside VR (left). Mouse marking method inside VR and the study task (right).

The participant could rotate the object in 3 dimensions using
the mouse movements with right click. For the 3D translations the
participant used the scroll button. Using the scroll wheel, the user
can zoom in and out (translate in Z) and when the user presses
the scroll button and moves the mouse, the user can translate up-
down and sideways (translate in X and Y). Markings were made by
pointing the target with the ray and pressing the left button.

For the real-world mouse to be visible inside VR, pass through is
not really required even though the mouse was visible in our study.
After wearing the headset, the user could see the virtual mouse that
is positioned to where the physical mouse is located to be able to
find and reach the device. When the user moved the physical mouse
sideways, the movement was converted to a horizontal rotation of
the beam from the virtual mouse, and when the mouse was moved
back and forth, the movement was converted to a vertical rotation
of the beam. This way the user can cover a large space similar to
using mouse in 2D displays. To improve ergonomics, the user could
configure the desk and chair for their comfort.

3.2 Hands

As the second interaction method, the participant used bare hands.
The left hand was for object manipulation and the right hand for
object marking. The participant could pick up the 3D object by a
pinch gesture with their left hand, to rotate and move the object.
Marking was done with a virtual pen. In the VR environment the
participant had the virtual pen attached to their right palm, near
to the index finger (Figure 2 right). As the palm was moved the
pen moved accordingly. When the virtual pen tip was close to the
target, the tip changed its color to green to show that the pen was
touching the surface of the object. The mark was put on the surface
by bending the index finger and pressing the pen’s virtual button.
The participant had to keep their palm steady when pressing the
button to prevent the pen from moving.

3.3 Controller and VR stylus

The third interaction method was based on having a controller on
participant’s left hand for the object manipulation and a VR stylus on
the right hand for the marking (Figure 3). The participant grabbed
the 3D object with hand grab gesture around the controller to rotate
and move the object. The markings were made with the physical VR
stylus. The VR stylus was visualized in VR as was the mouse, so
the participant knew where the device was located. The participant
pointed the target with the stylus and pressed its physical button to
make the mark. The act of press was identical to the virtual pen
press in Hands method. There was a passive haptic feedback when

touching the physical VR stylus, which did not happen with the
virtual pen.

There have been some supporting results for using mouse in
VR [3,20,22,25] but 2D mouse is not fully compatible with the 3D
environment [20]. We studied the ray method with Mouse to com-
pare it against Hands and Controller+Stylus for 3D object marking.
We also compared Hands without any devices to a method with a
device in one or two hands. The marking gesture was designed to
be similar in Hands and Controller+Stylus methods to be able to
compare the effect of the devices.

3.4 Measurements and the pilot study

The participant was asked to make a marking as close to the target
location as possible. We used Euclidean distance to measure the
distance between the target and the participant’s marking. The
task completion times were measured. The participant was able to
remark the target if s/he was dissatisfied with the current marking.
We counted how many remarkings were made to see if any of the
interaction methods required more remarking than the other methods.
We measured accuracy in these two ways, as a distance from the
target and as the number of dissatisfied markings.

A satisfaction questionnaire was filled after each interaction
method trial. There were a question and seven satisfaction statements
that were evaluated on a Likert scale from 1 (strongly disagree) to
5 (strongly agree). The statements were grouped so that the ques-
tion and the first statement were about the overall feeling and the
rest of the statements were about object manipulation and marking
separately. The statements were:

* Would you think to use this method daily?
* Your hands are NOT tired.

¢ It was natural to perform the given tasks with this interaction
method.

* It was easy to handle the 3D objects with this interaction
method.

* The interaction method was accurate.
* The marking method was natural.
It was easy to make the marking with this marking method.

¢ The marking method was accurate.



Figure 2: Hands interaction method outside VR (left). Hands marking method inside VR and the study task (right).

Figure 3: Controller interaction method outside VR (left). Stylus marking method inside VR and the study task (right).

The statements were designed to measure fatigue, naturalness,
and accuracy as they have been measured in earlier studies [1,10,17]
as well. Accuracy was measured also from data to see if the objective
and subjective results are consistent. With these statements, it was
possible to measure the easiness and ability to use the method daily
unlike from objective data.

In the questionnaire there were also open-ended questions about
positive and negative aspects of the interaction method. In the end
the participant was asked to rank the interaction methods in order
from the most liked to the least liked.

A pilot study was arranged to ensure that tasks and the study
procedure were feasible. Based on the findings in the pilot study, we
modified the introduction to be more specific and added a mention
about the measured features. We also added the ability to rotate the
3D object even after the mouse ray moved out of the object. The
speed of the mouse ray in VR environment was increased to better
match the movements of the real mouse.

3.5 Statistical measures

We used two different statistical tests to analyze possible statistically
significant differences between different parameter sets. For ob-
jective data (completion times, number of markings, and accuracy)
we used the paired t-test. For data from evaluation questionnaires
(fatigue, daily use, naturalness, easiness, and subjective accuracy)
we first used Friedman test to see if any statistically significant dif-
ferences appeared, and then we used the Wilcoxon signed rank test

as it does not assume the numbers to be in ratio scale or to have
normal distribution.

The study software saved the resolution of time in milliseconds
and the resolution of distances in meters. To clarify the analysis, we
transferred these to seconds and millimeters.

4 EXPERIMENT
4.1 Participants

We recruited 12 participants for the study. The number of partici-
pants was decided based on a power analysis for paired t-test and the
Wilcoxon signed rank test, assuming large effect size, a power level
of 0.8 and an alpha level of 0.05. The post hoc calculated effect sizes
(Cohen’s d or R value, for paired t-test or Wilcoxon signed rank
test, respectively) are reported together with the p-values in Results
Section 5 for comparison to the assumption of large effect size. 10
of the participants were university students and two were full time
employees, on the field not related to medicine or dentistry. The
ages varied from 21 to 30 years, mean age was 25 years. There were
6 female participants and 6 male participants. Earlier VR experience
was asked on a scale from O to 5, and the mean was 1.75. Two
participants did not have any earlier experience. One participant was
left-handed but was used to use the mouse with the right hand. Other
participants were right-handed.



4.2 Apparatus
421 Software, hardware, and hand tracking

The experiment software was built using the Unity software [35].
With all methods we used Varjo VR2 Pro headset [37], which has
an integrated vision based hand tracking system that was used for
Hands interaction. Hands were tracked by Ultraleap Stereo IR 170
sensor mounted on a Varjo VR2 Pro. For the Controller+Stylus, we
used Valve Index Controller [36] together with Logitech VR Ink
stylus [23]. These were tracked by SteamVR 2.0 base stations [38]
around the experiment area.

4.2.2 Object manipulation and object marking

The study task combined two phases: object manipulation phase
where the object was rotated and translated in 3D space and object
marking phase where a small mark was put on the surface of an
object. In object manipulation phase the participant either selected
the 3D object by mouse ray or pinched or grabbed the 3D object
with hand gesture. The 3D objects did not have any physics and laid
in mid-air. By rotating and translating the object the participant can
view the object from different angles. The participant can also use
head moves to change their point-of-view.

Instead of only pointing the target, the marking needs to be con-
firmed. This allows us to measure the marking accuracy and if the
user understood the 3D target’s location related to the pointing de-
vice. The participant could either release the 3D object in mid-air
or hold it in their hand when Hands or Controller+Stylus was used
in object marking task. The marking was done either pointing by
mouse ray and clicking with Left click, touching the target with vir-
tual pen, and marked with a hand gesture, or touching and marking
with the VR stylus.

4.3 Procedure

First, the participant was introduced to the study, s/he was asked
to read and sign a consent form, and fill in a background infor-
mation form. For all conditions the facilitator would demonstrate
him/herself the system functions and the controls. Each participant
had an opportunity to practice before every condition. The practice
task was to move and rotate a cube having several target spheres, and
to mark those targets as many times as needed to get to know both
the interaction and the marking methods. After the participant felt
confident with the used method, s/he was asked to press the Done
button, and the real study task appeared.

The participant was asked to find and mark a hidden target on the
surface of each 3D object model. The target was visible all the time
whereas the participant’s marking was created by the participant.
When the target was found it was first pointed and then marked. The
aim was to place the participant’s mark (a yellow sphere) inside
the target sphere (red) (see Figures 1 right, 2 right, and 3 right).
Each 3D object had one target on it and the task was repeated
five times per each condition. The order of 3D objects was the
same to all participants: lower jaw, heart, skull, tooth, and skull.
The order of interaction methods was counter-balanced between
the participants using balanced Latin Squares. This was done to
compensate possible learning effects. The target locations on the
3D object were predefined and presented in the same order for the
participants.

The used task needed both object manipulation (rotating and
translating) and marking (pointing and selecting). By combining
the manipulation and marking tasks together, we wanted to create a
task that simulates a task that medical professionals would do during
virtual surgery planning. Both the object manipulation and marking
are needed by the medical professionals. The marking is relevant
when selecting specific locations and areas of a 3D model and it
requires accuracy to make the marks in relevant locations. This
medical marking task does not differ from regular marking tasks in
other contexts as such, but the accuracy requirements are higher. By

manipulating the 3D model, the professional has an option to look at
the pointed area from different angles to verify its specific location
in 3D environment.

A satisfaction questionnaire was filled after each interaction
method trial, and after all three trials, a questionnaire was used
to rank the conditions.

5 RESULTS

In this section, we report the findings of the study. First, we present
the objective results from data collected during the experiment, and
then the subjective results from the questionnaires.

5.1 Objective results

The task completion times (Figure 4, top left) include both object
manipulation and marking, and it had some variation, but the distri-
butions of median values for each interaction method were similar
and there were no significant differences. The completion time var-
ied slightly depending on how much VR experience the participant
had before, but there were no statistically significant differences.

The number of markings done before the task completion varied
between the interaction methods (Figure 4, top right). The median
values for Mouse, Hands, and Controller+Stylus conditions were 6.5,
12, and 7 markings, respectively. However, there were no statistically
significant differences. Some participants did many markings in a
fast pace (2-3 markings per second) leading to a high number of
total markings.

There were some clear differences in final marking accuracy
between the interaction methods (Figure 4, bottom). The median
values for Mouse, Hands, and Controller+Stylus methods were 3.2,
5.9, and 4.2 millimeters, respectively. The variability between par-
ticipants was highest with Hands method. We found statistically
significant difference between the Mouse and Hands methods (p-
value 0.004, Cohen’s d 1.178") using a paired t-test and Bonferroni
corrected p-value limit 0.017 (= 0.05 / 3). There were no statistically
significant differences between the Mouse and Controller+Stylus
methods or Hands and Controller+Stylus methods.

5.2 Subjective data

Friedman tests showed statistically significant differences in daily
use (p-value 0.002), interaction naturalness (p-value 0.000), interac-
tion easiness (p-value 0.001), interaction accuracy (p-value 0.007),
marking easiness (p-value 0.039), and ranking (p-value 0.000).
There were no significant differences in marking naturalness or
marking accuracy. In evaluations for tiredness there were no signifi-
cant differences (Figure 5, left). Most participants did not feel tired
using any of the methods, but the experiment was rather short.

In pairwise tests of everyday use using Wilcoxon signed rank
test we found significant differences (Figure 5, right). We found
statistically significant differences between the Mouse and Con-
troller+Stylus methods (p-value 0.015, R 0.7732%) and between Hands
and Controller+Stylus methods (p-value 0.003, R 1.000). There were
no statistically significant differences between the Hands and Mouse
methods or Hands and Controller+Stylus methods.

We asked the participants to evaluate both object manipulation
and marking separately. In object manipulation evaluation, there
were statistically significant differences in naturalness between
Controller+Stylus and Mouse (p-value 0.003, R 1.000) and Con-
troller+Stylus and Hands (p-value 0.009, R 0.879). There was no
statistically significant difference between Mouse and Hands. In
object manipulation easiness Controller+Stylus had statistically sig-
nificant difference between Mouse and Hands (p-values 0.003, R
1.000 in both methods), see Figure 6. There were no no statisti-
cally significant differences between Mouse and Controller+Stylus

'Cohen’s d > 0.8 is considered a large effect size
2R value > 0.5 is considered a large effect size
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Figure 5: The evaluation of fatigue (left). None of the methods were found to be particularly tiring. The evaluation of possible daily use (right).
Controller+Stylus was significantly more usable for daily use than the other methods.

or Hands and Controller+Stylus. In manipulation accuracy eval-
uation we found statistically significant difference between Con-
troller+Stylus method and Hands method (p-value 0.003, R 1.000).
There were no no statistically significant differences between Mouse
and Controller+Stylus or Hands and Mouse. In the object marking
evaluation (Figure 7), the only significant difference was measured
between Controller+Stylus method and Mouse method in easiness
(p-value 0.009, R 1.000). There were no no statistically significant
differences between Hands and Controller+Stylus or Hands and
Mouse.

Multiple participants commented that the controller interaction

felt stable and that it was easy to move and rotate the 3D model with
the controller. The participants also commented that holding a phys-
ical device in hand so that its weight could be felt increased the feel
of naturalness. Not all comments agreed, when one participant felt
VR stylus as accurate while another participant said it felt clumsy.

When asked 11 out of 12 participants ranked Controller+Stylus
the most liked method. The distribution of ranking values is shown
in Table 1. The ranking values of Controller+Stylus method were
statistically significantly different to Mouse (p-value 0.008, R 0.885)
and Hands (p-value 0.003, R 1.000). There was no statistically
significant difference between Mouse and Hands.



Evaluations

Figure 6: The evaluation of interaction method naturalness (left), easiness (middle), and accuracy (right). Controller+Stylus was the most liked
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similar, and significant difference was found only in marking easiness.

Table 1: The number of mentions of different rankings of the interaction
methods when asked for the most liked (1*'), the second most liked
(2"), and the least liked (3"¢) method.

cal stylus device cannot be seen when wearing the VR headset and
the button could not be felt clearly. Even though Controller+Stylus
combination was evaluated as natural and the most liked method in

Condition Ranking this study, the hand-held devices may feel inconvenient [17]. In our

15 ‘ ond ‘ 3rd study, some participants liked the physical feel of devices. However,

Mouse ‘ 1 ‘ 7 ‘ 4 our result was based on the subjective opinions of participants, and
that might change depending on the use case or devices.

Hands | 0 | 4 | 8 There are many possible reasons for the low hand tracking accu-

Controller+Stylus ‘ 11 ‘ 1 ‘ 0 racy. Hand inaccuracy can be seen in the large number of markings

and large distribution in task completion times with Hands as the
participants were not satisfied with their first marking. Hands were
the only method where only one participant succeeded with a min-
imum of 5 markings, when by other methods, several participants
succeeded in the task with 5 markings. One explanatory factor can
be the lack of hand tracking fidelity that also has been noticed in
other studies [17,42]. In addition, inaccuracy in human motor sys-
tem leads to the inaccuracy of hands [15]. The vision based hand
tracking system that uses camera on HMD does not recognize the
hand gesture well enough and as a result, the participant must repeat
the same gesture or movement multiple times to succeed. This extra
work also increases the fatigue in Hands. Even though the fatigue
were low with all interaction methods, this study did not measure
the fatigue of long-term activity. These are clear indications that
Hands interaction needs further development before it can be used in
tasks that needs high marking accuracy. Several earlier studies have
reported the hands inaccuracy compared to controllers [15,17,42].

Passive haptics were available with Mouse and when marking

6 DiscussION

In this study, we were looking for the most feasible interaction
method in VR for object manipulation and marking in a medical
context. Controller+Stylus method was overall the most suitable
for a task that requires both object manipulation and marking. Con-
troller+Stylus method was the most liked in all subjective features,
while Mouse and Hands conditions were evaluated very similarly.
The smallest number of markings were done with Controller+Stylus,
but no significant differences were found. There were statistically
significant differences between the methods in daily use, interaction
naturalness, and easiness. Controller+Stylus was statistically signif-
icantly more accurate in object manipulation than Hands (p-value
0.003), and easier to use than Mouse (p-value 0.003). Without earlier
experience with the VR stylus, the participants had difficulties in
finding the correct button when marking with the stylus. The physi-



with VR stylus. With Hands there was only visual feedback. The
lack of any haptic feedback might have affected the marking accu-
racy as well because the accuracy was much better with the physical
stylus. Li er al. [22] found that with the low marking difficulty,
the mouse with 2D display was faster than the kinesthetic force
feedback device in VR. For high marking difficulty the other VR
interface that used a VR controller with vibrotactile feedback was
better than the 2D interface. They found that mouse in 2D display
has fast pointing capability but in our study, the task completion
times did not vary between Mouse and the other methods. Li et al.
described the fact that manipulating viewing angle is more flexible
when wearing HMD than with a mouse in 2D display. In VR in-
terfaces the participant can rotate the 3D object while changing the
viewing angle by moving their head. In our study, all methods used
HMD, so change of viewing angle was as equally flexible.

Mouse was statistically significantly more accurate marking
method than Hands. Mouse was not affected by some of the issues
that were noticed with Hands or Controller+Stylus. With Mouse it
was not felt problematic that the device cannot be seen during the
use. There were no sensor fidelity issues with Mouse, and Mouse
was a familiar device to all participants. Only the ray that replaced
the cursor was an unfamiliar feature and caused some problems. We
found that the ray worked well with simple 3D models but there
were a lot of difficulties with complex models where the viewing
angle needed to be exactly right to reach the target. If any part of
the 3D model blocked the ray, the target could not be marked. When
the target was easy to mark the accuracy using Mouse was high. It
can be stated that Mouse was an accurate method in VR but for all
other measured properties of Controller+Stylus were measured to
be better.

Both the target and the marking were spheres in 3D environment.
During the study, it was noticed that when a participant made their
marking in the same location as the target, the marking sphere
disappeared inside the target sphere. This caused uncertainty if
the marking was lost or if it was in the center of the target. This
may have affected the results when the participants needed to make
remarking to be able to see their marking that was not in the center
of the target anymore. In future studies the marking sphere should
be designed bigger size than the target and transparent so that the
participant can be sure about the location of both spheres.

Our focus was in comparing three different interaction and mark-
ing methods and their suitability for the medical marking task. To
simplify the experimental setup, the experiment was conducted with
simplified medical images, which may have led to optimistic results
for the viability of the methods. Even then, there were some prob-
lems with Mouse interaction method. To further confirm that the
results are similar also for more realistic content, a similar study
should be conducted in future work with authentic material utilizing,
for example, original CBCT images in VR instead of the simplified
ones.

Future research may investigate multimodal interaction methods
to support even more natural alternatives. Speech is the primary
mode for human communication [30]. Suresh ef al. [33] used three
voice commands to control gestures of a robotic arm in VR. Voice
is a well suitable input method in cases where hands and eyes are
continuously busy [15]. Pfeuffer et al. [26] studied gaze as an
interaction method together with hand gestures but found that both
hand and gaze tracking still lack tracking fidelity. More work is still
needed, as Nukarinen ef al. [24] stated that human factor issues made
the gaze as the least preferred input method in an object selection
task in VR.

7 CONCLUSION

The 3D medical images can be viewed in VR environments to plan
for surgeries with expected results. During the planning process one
needs to interact with the 3D models and be able to make markings

of high accuracy on them. In this study, we evaluated the feasibility
of three different VR interaction methods Mouse, Hands, and Con-
troller+Stylus combination in virtual reality. Based on the results,
we can state that Valve Index controller and Logitech VR Ink stylus
combination was the most feasible for tasks that require both 3D
object manipulation and high marking accuracy in VR. This com-
bination did not have issues with complex 3D models and sensor
fidelity was better than with Hands interaction. Statistically signifi-
cant differences were found between the controller combination and
the other methods.

Hand-based interaction was the least feasible for this kind of
use according to the collected data. Hands and Mouse methods
were evaluated almost equal in the feasibility by participants. With
the current technology, free hands usage cannot be proposed for
accurate marking tasks. Mouse interaction was more accurate than
Controller+Stylus. In detailed tasks Mouse could replace the free
hands interaction. The discrepancy between the 2D mouse and
the 3D environment needs to be solved before Mouse could be
considered a viable interaction method in VR.

REFERENCES

[1] F. Argelaguet and C. Andujar. A survey of 3d object selection tech-
niques for virtual environments. Computers & Graphics, 37(3):121—
136, 2013.

[2] A. Ayoub and Y. Pulijala. The application of virtual reality and aug-
mented reality in oral & maxillofacial surgery. BMC Oral Health,
19(1):1-8, 2019.

[3] D. Bachmann, F. Weichert, and G. Rinkenauer. Evaluation of the
leap motion controller as a new contact-free pointing device. Sensors,
15(1):214-233, 2015.

[4] R. Balakrishnan, T. Baudel, G. Kurtenbach, and G. Fitzmaurice. The
rockin’mouse: integral 3d manipulation on a plane. In Proceedings of
the ACM SIGCHI Conference on Human factors in computing systems,
pp. 311-318, 1997.

[5] R. Balakrishnan and G. Kurtenbach. Exploring bimanual camera con-
trol and object manipulation in 3d graphics interfaces. In Proceedings
of the SIGCHI conference on Human Factors in Computing Systems,
pp. 56-62, 1999.

[6] M. Baloup, T. Pietrzak, and G. Casiez. Raycursor: A 3d pointing
facilitation technique based on raycasting. In Proceedings of the 2019
CHI Conference on Human Factors in Computing Systems, pp. 1-12,
2019.

[7]1 A.U.Batmaz, A. K. Mutasim, and W. Stuerzlinger. Precision vs. power
grip: A comparison of pen grip styles for selection in virtual reality.
In 2020 IEEE Conference on Virtual Reality and 3D User Interfaces
Abstracts and Workshops (VRW), pp. 23-28. IEEE, 2020.

[8] J.C. Coelho and F. J. Verbeek. Pointing task evaluation of leap motion
controller in 3d virtual environment. Creating the difference, 78:78-85,
2014.

[9] N.-T. Dang. A survey and classification of 3d pointing techniques. In
2007 IEEE international conference on research, innovation and vision
for the future, pp. 71-80. IEEE, 2007.

[10] S. Esmaeili, B. Benda, and E. D. Ragan. Detection of scaled hand
interactions in virtual reality: The effects of motion direction and task
complexity. In 2020 IEEE Conference on Virtual Reality and 3D User
Interfaces (VR), pp. 453—462. IEEE, 2020.

[11] P. M. Fitts. The information capacity of the human motor system
in controlling the amplitude of movement. Journal of experimental
psychology, 47(6):381, 1954.

[12] Y. Guiard. Asymmetric division of labor in human skilled bimanual
action: The kinematic chain as a model. Journal of motor behavior,
19(4):486-517, 1987.

[13] E. Gusai, C. Bassano, F. Solari, and M. Chessa. Interaction in an
immersive collaborative virtual reality environment: a comparison
between leap motion and htc controllers. In International Conference
on Image Analysis and Processing, pp. 290-300. Springer, 2017.

[14] H. Hanken, C. Schablowsky, R. Smeets, M. Heiland, S. Sehner,
B. Riecke, 1. Nourwali, O. Vorwig, A. Grobe, and A. Al-Dam. Virtual
planning of complex head and neck reconstruction results in satisfac-



[15]

[16]

(17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25

[26]

[27]

(28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

tory match between real outcomes and virtual models. Clinical oral
investigations, 19(3):647-656, 2015.

D. Hannema. Interaction in virtual reality. Interaction in Virtual Reality,
2001.

K. Hinckley, R. Pausch, J. C. Goble, and N. F. Kassell. A survey of
design issues in spatial input. In Proceedings of the 7th annual ACM
symposium on User interface software and technology, pp. 213-222,
1994.

Y.-J. Huang, K.-Y. Liu, S.-S. Lee, and 1.-C. Yeh. Evaluation of a hybrid
of hand gesture and controller inputs in virtual reality. International
Journal of Human—Computer Interaction, 37(2):169-180, 2021.

P. W. Johnson, S. L. Lehman, and D. M. Rempel. Measuring muscle
fatigue during computer mouse use. In Proceedings of 18th Annual
International Conference of the IEEE Engineering in Medicine and
Biology Society, vol. 4, pp. 1454—1455. IEEE, 1996.

M. Khamis, C. Oechsner, F. Alt, and A. Bulling. Vrpursuits: interaction
in virtual reality using smooth pursuit eye movements. In Proceedings
of the 2018 International Conference on Advanced Visual Interfaces,
pp. 1-8, 2018.

H. Kim and Y. Choi. Performance comparison of user interface devices
for controlling mining software in virtual reality environments. Applied
Sciences, 9(13):2584, 2019.

W. A. Konig, J. Gerken, S. Dierdorf, and H. Reiterer. Adaptive pointing:
implicit gain adaptation for absolute pointing devices. In CHI’09
Extended Abstracts on Human Factors in Computing Systems, pp.
4171-4176. 20009.

Z. Li, M. Kiiveri, J. Rantala, and R. Raisamo. Evaluation of hap-
tic virtual reality user interfaces for medical marking on 3d models.
International Journal of Human-Computer Studies, 147:102561, 2021.
Logitech. Vr ink pilot edition, 2021.

T. Nukarinen, J. Kangas, J. Rantala, O. Koskinen, and R. Raisamo.
Evaluating ray casting and two gaze-based pointing techniques for
object selection in virtual reality. In Proceedings of the 24th ACM
Symposium on Virtual Reality Software and Technology, pp. 1-2, 2018.
J. Petford, M. A. Nacenta, and C. Gutwin. Pointing all around you:
selection performance of mouse and ray-cast pointing in full-coverage
displays. In Proceedings of the 2018 CHI Conference on Human
Factors in Computing Systems, pp. 1-14, 2018.

K. Pfeuffer, B. Mayer, D. Mardanbegi, and H. Gellersen. Gaze+ pinch
interaction in virtual reality. In Proceedings of the 5th Symposium on
Spatial User Interaction, pp. 99-108, 2017.

D.-M. Pham and W. Stuerzlinger. Is the pen mightier than the con-
troller? a comparison of input devices for selection in virtual and
augmented reality. In 25th ACM Symposium on Virtual Reality Soft-
ware and Technology, pp. 1-11, 2019.

L. E. Potter, J. Araullo, and L. Carter. The leap motion controller: a
view on sign language. In Proceedings of the 25th Australian computer-
human interaction conference: augmentation, application, innovation,
collaboration, pp. 175-178, 2013.

M. Reymus, A. Liebermann, and C. Diegritz. Virtual reality: an
effective tool for teaching root canal anatomy to undergraduate den-
tal students—a preliminary study. International Endodontic Journal,
53(11):1581-1587, 2020.

K. Samudravijaya. Automatic speech recognition. Tata Institute of
Fundamental Research Archives, 2004.

A. Shokri, K. Ramezani, F. Vahdatinia, E. Karkazis, and L. Tayebi.
3d imaging in dentistry and oral tissue engineering. Applications of
Biomedical Engineering in Dentistry, pp. 43-87, 2020.

J. Sun, W. Stuerzlinger, and B. E. Riecke. Comparing input methods
and cursors for 3d positioning with head-mounted displays. In Pro-
ceedings of the 15th ACM Symposium on Applied Perception, pp. 1-8,
2018.

A. Suresh, D. Gaba, S. Bhambri, and D. Laha. Intelligent multi-fingered
dexterous hand using virtual reality (vr) and robot operating system
(ros). In International Conference on Robot Intelligence Technology
and Applications, pp. 459-474. Springer, 2017.

R.J. Teather and W. Stuerzlinger. Pointing at 3d target projections with
one-eyed and stereo cursors. In Proceedings of the SIGCHI Conference
on Human Factors in Computing Systems, pp. 159-168, 2013.

Unity. Unity real-time development platform, 2020. https://unity.com/.

(36]

(371
[38]

[39]

[40]

[41]

[42]

Valve. The valve index controller, 2021.
https://www.valvesoftware.com/en/index/controllers.

Varjo. Varjo vr-2 pro, 2020. https://varjo.com/products/vr-2-pro/.
Vive. Steamvr base station 2.0, 2021.
https://www.vive.com/eu/accessory/base-station2/.

J.-N. Voigt-Antons, T. Kojic, D. Ali, and S. Méller. Influence of hand
tracking as a way of interaction in virtual reality on user experience.
In 2020 Twelfth International Conference on Quality of Multimedia
Experience (QoMEX), pp. 1-4. IEEE, 2020.

P. Wacker, O. Nowak, S. Voelker, and J. Borchers. Evaluating menu
techniques for handheld ar with a smartphone & mid-air pen. In 22nd
International Conference on Human-Computer Interaction with Mobile
Devices and Services, pp. 1-10, 2020.

F. Weichert, D. Bachmann, B. Rudak, and D. Fisseler. Analysis of
the accuracy and robustness of the leap motion controller. Sensors,
13(5):6380-6393, 2013.

L. Yang, J. Huang, T. Feng, W. Hong-An, and D. Guo-Zhong. Gesture
interaction in virtual reality. Virtual Reality & Intelligent Hardware,
1(1):84-112,2019.



	Introduction
	Background
	Object manipulation and marking
	Input devices for object manipulation and marking
	Mouse
	Hands
	Controllers
	VR stylus

	Jaw osteotomy surgery planning

	Method
	Mouse
	Hands
	Controller and VR stylus
	Measurements and the pilot study 
	Statistical measures

	Experiment
	Participants
	Apparatus
	Software, hardware, and hand tracking
	Object manipulation and object marking

	Procedure

	Results
	Objective results
	Subjective data

	Discussion
	Conclusion

