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Abstract

We introduce bioacoustic datasets for training and evaluation of audio-language
foundation models. The training dataset aggregates 22,000 hours of audio across
44 different tasks, and includes animal vocalizations, human speech, music, and
environmental sounds from public sources. The benchmark dataset tests zero-
shot transfer on species classification and detection, call-type classification, and
other bioacoustic tasks. Most models for conservation, biodiversity monitoring,
and ethology are predictive models trained on small datasets with limited species
coverage. Our large-scale, cross-taxa multimodal datasets enable the transition
to foundational generative models that demonstrate exceptional ability to handle
novel data and tasks, exhibit in-context learning, and produce unconstrained output,
capabilities that greatly benefit bioacoustics research. These datasets were used to
train and evaluate the NatureLM-audio model, the first audio-text language model
for bioacoustics that demonstrates effective zero-shot transfer across species and
tasks. We explore several possibilities for extending these datasets and furthering
the use of generative models in bioacoustics.

1 Introduction

Many vital research questions in behavioral ecology, conservation, and biodiversity monitoring
center on analyzing the sounds produced by animals in an ecosystem, also known as bioacoustics
[Bradbury and Vehrencamp| [1998|, Rutz et al., [2023| |Stevens et al., 2024]]. Animal vocalizations
provide biologists and conservationists with essential information about the health of an ecosystem,
and are crucial to understand animal communication, behavioral patterns in response to threats, effects
of environmental noise, etc. To do so, researchers must identify and extract the vocalizations from
long, noisy audio recordings, which can be an arduous manual task. A classical machine learning
approach is to develop specialized models for sound event detection and classification of species,
call-types, and many more (Stowell|[2022]], Dufourq et al.|[2021])). These task-specific models may
speed up analysis; however, their scope is limited, and they often require fine-tuning, demanding
machine learning expertise and compute resources.

Observing the recent developments in multimodal foundation models, we believe that jointly modeling
diverse taxa and tasks is better than training specialized models in silos. The ability to monitor species
across taxa, with finer granularity (call types, lifestage, etc.), and with fewer barriers to entry, would
bring the progress LLMs have brought to other fields into conservation. Our solution to these issues
is to: (1) massively scale up the size of audio datasets relevant to bioacoustic tasks, to improve
both the in-domain and out-of-domain generalization of any model, and (2) employ audio-language
generative models that can be queried via text and audio, without machine learning knowledge. In
this work, we build on the datasets used in training NatureLM-audio (Robinson et al.|[2025])). In
particular, we focus on enhancing the usability and scalability of such a large dataset (= 157" B) by
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extensively validating and reformatting the data and also integrating it with an existing Python library,
https://huggingface.co/datasets/EarthSpeciesProject/.

2 Datasets

NatureLLM-audio-training is a large and diverse audio-language dataset designed for training bioa-
coustic models that can generate a natural language answer to a natural language query on a reference
audio recording. The dataset can be used for both generative and predictive modeling. Public sources
such as Xeno-canto (Vellinga and Planqué| [2015]]), iNaturalist (Chasmai et al.| [2024]]), Watkins
(Sayigh et al.|[2016]]), Animal Sound Archive (Museum fiir Naturkunde Berlin) and others were
curated to obtain more than 26 million (audio, text) pairs including animal vocalizations, insects,
human speech, music, and environmental sounds. The dataset contains more than 2 million audio files
totaling 22,100 hours and 44 bioacoustic tasks. NatureLM-audio model trained on this dataset (Robin{
son et al.|[2025]]) shows strong transfer to unseen species and taxonomies in classification as well as
call type classification and lifestage estimation. These tasks are part of BEANS-Zero benchmark
which contains natural language queries and new bioacoustic tasks and datasets. Both are publicly
available on the https://huggingface.co/datasets/EarthSpeciesProject/|library.

3 Conclusion: the generative model data flywheel

Building and releasing large-scale datasets affords the following iterative refinement loop: (1) train a
large generative model such as NatureLM-audio-training, evaluate on BEANS-Zero benchmark. (2)
Apply it to a new, unreleased research dataset to obtain a weakly labeled dataset. (3) Use the weak
labels in an active learning loop: fine-tune the large model (e.g., using adapters like LoRA |Hu et al.
[2021]]) on the weakly labeled dataset. Use active learning methods (Tamkin et al.|[2022]) to retrain
the model, then label the dataset. Repeat this process until satisfactory performance is achieved on
a small, held-out annotated set. (4) Finally, publish the research and contribute the dataset to the
NatureLM-audio project, increasing its size and diversity, and building a robust data flywheel.

Extensions Several extensions can be made to NatureLM-audio-training and BEANS-Zero bench-
mark (see Appendix [A]for data sources). First, NatureLM-audio-training is biased towards the Aves
group (birds) due to sampling biases in field recordings in citizen science databases like Xeno-canto
and iNaturalist. This needs to be resolved by increasing the proportion of other taxonomic groups. A
large number of unannotated Passive Acoustic Monitoring data (Gibb et al.|[2019]) are available and
need to be parsed and labeled with the procedure described earlier. Second, both NatureLM-audio-
training and BEANS-Zero benchmark do not contain in-context learning formatted data (Brown
et al.| [2020])), to aid a model in performing a new task in a few-shot setting. Third, the released
NatureLM-audio-training is a single sampling rate dataset, and ideally the next version will provide
original sampling rates despite the increase in size. Fourth, generative models can also be trained
with reinforcement learning (RL) to "think" longer (Snell et al.| [2024]]) and generate better, more
interpretive answers, which opens another path towards greater test-time performance. To do so, we
need to create training data that incorporate verifiable rewards for RL.

Impact Progress in the bioacoustic foundation data front should also lead to improvements in
general large audio-language models like Qwen2-Audio (Chu et al.|[2024]) due to cross-domain
transfer (Ghani et al.|[2023]]). Foundation models for biodiversity and ecosystem monitoring will
significantly impact research in climate science and ecology due to their interconnected nature
(Portner et al.|[2023]], with positive spillover effects on urban planning, environmental policy, and
the legal rights of nature (Epstein et al.|[2023]) effectively reducing biodiversity loss due to human
activity. Foundation datasets can (and should) be further extended to include other modalities such
as videos, images, and biologger motion data such that a more comprehensive picture of animal
behavior and ecosystem health can be obtained beyond bioacoustics.
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A Data creation pathway

Bioacoustic data can be aggregated from various sources with creative commons or similarly permis-
sive licenses:

* Primary sources with excellent metadata are citizen science databases such as Xeno-canto
and iNaturalist. A large portion of our datasets, and of other bioacoustic datasets such as
BirdSet (Rauch et al.|[2025]]) and iNatSounds (Chasmai et al.| [2025]]) also derive their data
from these primary sources. We standardized these data sources into a single format and
added generated natural language prompts derived from the metadata.

* Soundscape recordings via passive acoustic monitoring are excellent resources for very
long, high sampling-rate recordings of bioacoustics and environmental sounds. Datasets
such as Barkley Canyon for marine mammals (Kanes| [2021]]) and Sapsucker Woods (Kahl
et al.| [2022])) for birds were included in NatureLM-audio-training. More sources such
as Sanctsound (https://sanctsound.ioos.us/)) and Orcasound (https://registry!
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opendata.aws/orcasound/)) are available for aggregation. These petabyte-scale datasets
have a mix of annotated and unannotated recordings requiring significant preprocessing and
standardization.

Large research datasets from lab environments focusing on single species (such as MarmAu-
dio for the common marmoset|Lamothe et al.| [[2025]]) with very fine-grained annotations
of vocalization types, timing, etc., can be a very important addition to NatureLM-audio-
training.

General purpose, non-bioacoustic audio datasets such as FSD50K (Fonseca et al.[[2021])),
AudioCaps (Gemmeke et al.|[2017]]), Clotho (Drossos et al.[[2020]) were added to NatureLM-
audio-training. Larger datasets such as AudioSet (Gemmeke et al.|[2017]]) would be excellent
additions to perform noise augmentations during training and to promote cross-domain
transfer.

Generative audio models (Lei et al.| [2025]) have the ability to synthesize audio when
conditioned on text or other audio. We could utilize these models to augment a dataset for
rare taxa. Caution is needed when using synthetic data because too much synthetic data in
the training mix can lead to degeneracy (Seddik et al. [2024])
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