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Abstract

Humour, as complex language form, is derived001
from myriad aspects of life, whilst existing work002
on computational humour has focussed almost003
exclusively on short pun-based jokes. In this004
work, we investigate whether the ability of Large005
Language Models (LLMs) to explain humour006
depends on the particular humour form. We com-007
pare models on simple puns and more complex008
topical humour that requires knowledge of real-009
world entities and events. In doing so, we curate a010
dataset of 600 jokes split across 4 joke types and011
manually write high-quality explanations. These012
jokes include heterographic and homographic013
puns, contemporary internet humour, and topical014
jokes, where understanding relies on reasoning015
beyond "common sense", rooted instead in world016
knowledge regarding news events and pop culture.017
Using this dataset, we compare the zero-shot018
abilities of a range of LLMs to accurately and019
comprehensively explain jokes of different types,020
identifying key research gaps in the task of021
humour explanation. We find that none of the022
tested models (inc. reasoning models) are capable023
of reliably generating adequate explanations of024
all joke types, further highlighting the narrow025
focus of most works in computational humour026
on overly simple joke forms.1027

1 Introduction028

The perception and understanding of humour is029

essential to human interaction and entertainment.030

Consequently, the ability to correctly process jokes is031

paramount to achieving a human-like understanding032

of ambiguity and social context in language. However,033

most existing work on computational humour have034

narrowly focussed on the simpler task of humour035

detection (Loakman et al., 2023a; Meaney et al.,036

2021; Miller et al., 2017), which allows models to037

learn from confounding signals to detect certain joke038

types (Lima Inácio et al., 2023). On the other hand,039

1CONTENT WARNING: Some of the presented jokes may
be considered offensive or distasteful to different individuals.

humour explanation tasks a computational model 040

with the more challenging objective of explicitly 041

outlining how and why a presented text is humorous 042

(Hessel et al., 2023). 043

In addition to the general focus on joke detection, 044

existing works on all humour processing tasks (i.e., 045

detection, explanation, and generation) have mostly 046

focussed on short-form puns such as "Yesterday I 047

accidentally swallowed some food colouring. The 048

doctor says I’m OK, but I feel like I’ve dyed a little 049

inside" (He et al., 2019), where humour arises from 050

the interpretation of the punning word (i.e., "dyed") 051

with a phonetically similar word with different 052

meaning (i.e., "died") in the case of heterographic 053

puns, or the polysemy of a word for homographic 054

puns (Attardo, 2008). Whilst puns are commonplace, 055

the humour is primarily self-contained, requiring only 056

a common-sense understanding of the world (e.g., that 057

food colouring "dyes" things) and an understanding of 058

the semantics of dictionary words (e.g., "dye"/"die"). 059

On the other hand, much of the humour encountered 060

online, on TV panel shows, and in stand-up comedy 061

routines, is based on contemporary topical knowledge 062

of evolving pop-culture phenomena and news events, 063

where a full appreciation of the humour relies on 064

potentially esoteric knowledge, rather than common- 065

sense (Highfield, 2015; Laineste, 2002), requiring 066

highly complex reasoning and knowledge retrieval. 067

We present examples of each joke type in Figure 1. 068

The homographic pun exploits the dual meaning of 069

"croaked" as speech and a euphemism for dying; the 070

heterographic pun relies on the phonetic similarity 071

between "lint" and "leant"; the non-topical joke plays 072

on the trope of an absentee father (not) returning like 073

a boomerang; and the topical joke refers to the animal 074

welfare organisation PETA’s high euthanasia rates and 075

a reference to the movie Forrest Gump. Each joke 076

type plays on polysemy, phonetics, social constructs, 077

and esoteric knowledge, respectively. 078

To address the research gap, we perform an 079

assessment of the ability of Large Language Models 080
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(LLMs) to explain a range of joke forms in a zero-shot081

setting, from commonly studied homographic and082

heterographic puns, to non-topical incongruity-based083

jokes and topical humour seen on Reddit. As a result,084

we present the first work on assessing whether state-085

of-the-art LLMs are equally able to explain different086

joke formats, from those that require an understanding087

of basic semantics and phonetics, to those that require088

esoteric knowledge of pop-culture and news events,089

therefore assessing the models’ abilities to perform090

complex reasoning and knowledge retrieval.091

We summarise our main contributions below.2 In092

presenting these contributions, we address the primary093

research questions of (RQ1) whether different joke094

formats have an impact on the ability of LLMs to095

explain humour and (RQ2) by extension, whether ex-096

isting works on computational humour representative097

of the different joke formats found in everyday life.098

• We present a novel, balanced dataset of099

600 jokes, categorised into traditional100

puns (homographic/polysemous and hetero-101

graphic/phonetic), non-topical Reddit jokes102

(irony, stereotypes, cultural norms, etc.), and top-103

ical Reddit jokes (pop culture, news events, etc.).104

Each joke is paired with a high-quality, succinct,105

human-authored reference explanation, enabling106

the first empirical assessment of how joke format107

affects the ability of LLMs to explain humour.108

• We use the aforementioned dataset to assess109

the accuracy and completeness of 4800 joke110

explanations from 8 state-of-the-art open- and111

closed-source LLMs of various sizes, including112

reasoning models (600 jokes * 8 models).113

We analyse these explanations using human114

evaluation and automatic metrics, including115

using an LLM judge.116

• We qualitatively evaluate the models’ abilities117

to understand complex humour through LLM-118

generated explanations of a topical online joke119

in the form of a case study.120

2 Related Works121

Humour Generation Early humour generation ef-122

forts relied on simple template-based systems to create123

puns (Valitutti et al., 2013; Ritchie, 2005), whilst con-124

temporary works fine-tune deep learning models on125

extensive datasets of existing jokes (Garimella et al.,126

2We will release all of our code on GitHub. The central
dataset has been supplied as supplementary material.

2020; Weller et al., 2020; He et al., 2019; Petrović and 127

Matthews, 2013). More recently, the use of LLMs 128

has become the primary paradigm (Chen et al., 2024; 129

Mittal et al., 2022). Furthermore, Sun et al. (2022b) 130

presented CUP, which turned the focus away from 131

standalone joke generation to context-situated gen- 132

eration. Additionally, work has also been performed 133

on humour-adjacent language forms such as tongue- 134

twisters (Loakman et al., 2023b; Keh et al., 2023). 135

Humour Detection Similarly, humour detection 136

has evolved from using lexical and syntactic feature- 137

based methods (van den Beukel and Aroyo, 2018) to 138

training language-model-based classifiers (Meaney 139

et al., 2021; Wang et al., 2020; Weller and Seppi, 140

2019). Ao et al. (2022) additionally present work us- 141

ing humour to aid in the detection of political parody, 142

whilst Meaney (2020) and Loakman et al. (2023a) 143

investigated the impact of demographic variables on 144

humour perception. Furthermore, some works have 145

approached humour detection from a multimodal 146

standpoint, using elements such as audience laughter 147

to aid in detection (Hasan et al., 2019). 148

Humour Explanation Lastly, humour explanation 149

provides an account for why a given text is funny. 150

Consequently, this task requires models to exhibit 151

extensive reasoning capabilities. Whilst explaining 152

standalone puns usually only requires a model to iden- 153

tify the pun word and its alternative interpretations 154

in the given context, more complex jokes require an 155

understanding of common sense, social constructs, 156

and esoteric knowledge to identify key incongruities. 157

Unlike the task of detection, explanation requires 158

models to not only be able to identify humour, but 159

also "understand" it to provide a textual explanation. 160

Miller et al. (2017) presented a shared task concerning 161

humour, in which subtask 3 pertains to humour 162

interpretation by tasking models with assigning the 163

correct WordNet sense keys to given instances of pun 164

words. Lima Inácio et al. (2023) tackle the humour 165

explanation task indirectly by investigating what 166

specific elements humour classifiers learn. Regarding 167

the production of natural language explanations, 168

Hessel et al. (2023) perform the task of humour 169

explanation on multimodal data from caption contests 170

in The New Yorker, generating explanations as to 171

why a particular best-rated caption is funny. 172

Our work empirically investigates the performance 173

gap for joke explanation on different types of humour, 174

assessing the challenges presented by contemporary 175

topical jokes in particular. 176
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Figure 1: Examples of the 4 broad categories of joke compared in this work.

Figure 2: Average joke lengths by subset (with standard
deviations presented on top of each bar).

3 Dataset Compilation177

3.1 Existing Datasets178

Many existing datasets focus on size, rather than179

annotation depth and consistency. For example,180

r/Jokes (Weller and Seppi, 2020) presents 550k jokes181

taken from Reddit with metadata such as upvote182

count, whilst SemEval 2017 Task 7 (Miller et al.,183

2017) consists of 3387 simple puns. Whilst Miller184

et al. (2017) add annotation of the puns’ meanings185

via WordNet senses, there are no natural language186

explanations. Sun et al. (2022a) improve upon the187

SemEval dataset by crowdsourcing textual explana-188

tions for a subset, but remains limited to only puns.189

Furthermore, Hessel et al. (2023) present a dataset190

of multimodal humour from The New Yorker cartoon191

caption contest, providing written explanations and192

Wikipedia links to required world knowledge. Finally,193

whilst ExplainTheJoke.com3 contains detailed joke194

explanations, the majority are simple puns, in addition195

to the explanations lacking objectivity, being highly196

editorialised for entertainment purposes.197

3https://explainthejoke.com/

3.2 Our Dataset 198

In the following section, we outline the process of 199

creating our own dataset with a larger variation of joke 200

types and concise, objective explanations to form the 201

backbone of our humour analysis. Overall, our dataset 202

consists of 600 jokes, containing 150 of each type: 203

homographic puns, heterographic puns, non-topical 204

Reddit humour, and topical Reddit humour. Figure 2 205

presents the average joke lengths within each subset, 206

whilst Figure 1 presents examples of each subtype 207

(see Appendix A.6 for further examples). 208

3.3 Topical Online Humour 209

To identify jokes that require knowledge of real-world 210

entities and events, we use a subset of r/Jokes (Weller 211

and Seppi, 2020). Whilst Reddit contains potentially 212

unsavoury material, the presence of strong opinions 213

on topics such as politics and pop culture phenomena 214

results in a rich array of topical humour. Whilst 215

r/Jokes contains a plethora of different topics, not all 216

joke instances rely on contemporary world knowledge. 217

We therefore perform filtering based on upvotes and 218

the presence of named entities (see Appendix A.2 219

for more details). Of the filtered jokes, we take the 220

top 150 with the most upvotes. We removed jokes 221

that did not require external knowledge, in addition 222

to meta-level humour that relied on knowing that the 223

joke came from Reddit (where this is not explicit). 224

3.4 Non-topical Online Humour 225

We additionally desire to compare the results of 226

topical humour explanation with other common 227

forms of internet humour that do not require esoteric 228

world knowledge. These jokes often present different 229

forms of humour than the simple puns that have been 230

the focus of most existing works on automatic joke 231

explanation, but require less esoteric knowledge than 232

topical jokes. Consequently, we select another 150 233

top-scoring jokes from the r/Jokes dataset that do not 234

require knowledge beyond what may be considered 235

3
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"common sense" (e.g., cultural norms). Both the236

topical and non-topical subsets are checked by237

another linguist, who is not an author of this work, to238

ensure their correct categorisation. In effect, the 300239

jokes that form the topical and non-topical categories240

are the top 300 highest-scoring jokes based on241

upvote-downvote ratio, categorised by their content.242

3.5 Traditional Puns243

We source an additional 300 simple pun-based jokes244

from SemEval 2017 Task 7 (Miller et al., 2017)),245

which has acted as the source data for many works246

on computational humour. Specifically, we take247

the first 150 jokes from both the homographic and248

heterographic training data for Subtask 3 as the basis249

of the homographic and heterographic joke subsets.250

The jokes contained within the topical and251

non-topical subsets from Reddit may rely on the252

features of heterographic or homographic puns.253

However, the interpretation of these puns requires254

additional real-world knowledge besides the meaning255

of the pun words. For example, "New Teslas don’t256

come with a new car smell. They come with an Elon257

Musk.", requires knowledge regarding Elon Musk’s258

relationship to Tesla.259

3.6 Ground Truth Joke Explanations260

As a central contribution, we write ground-truth261

explanations for all jokes. Due to being written by an262

author of this work, we perform quality control using263

3 native English-speaking computer science students.264

Each evaluator assessed 200 joke explanations (50 per265

type), each seeing different jokes.4 We evaluate these266

explanations using the same evaluation criteria used267

for human evaluation in §5 (with the rubric presented268

in Appendix A.1), using a 0-5 Likert scale on the269

criteria of explanation accuracy and completeness.270

All evaluators scored all human-authored explanations271

a maximum score of 5 on both criteria or commented272

on required improvements, which were implemented.273

Minor explanation post-editing was required for274

less than 1% of explanations. Further details are in275

Appendix A.2.276

3.7 Additional Dataset Features277

We also present URLs to webpages containing the278

relevant knowledge required to understand jokes279

from the topical subset, including Wikipedia pages,280

news articles, and blog posts. We include phonetic281

transcriptions of all jokes after identifying model282

4Participants were given a 30 GBP Amazon voucher for
approximately 1.5 hours of evaluation.

hallucinations stemming from a lack of phonetic 283

knowledge (details in Appendix A.3). Neither of 284

these fields are used in the following analyses. 285

4 Methodology 286

In the following section, we present our hypotheses 287

relating to the research questions posed in §1, in 288

addition to the models that we evaluate and our 289

scoring criteria for the explanations. 290

4.1 Hypotheses 291

To answer the research questions presented in the 292

introduction, we pose the following hypotheses: 293

• H1. Traditional puns (homographic and 294

heterographic) will be easier for LLMs to 295

explain than high-rated jokes from Reddit, 296

owing to the former’s frequent reliance on the 297

semantics and phonetics of common words. 298

• H2. Heterographic puns will be more difficult 299

for models to explain than homographic 300

puns due to the former’s reliance on phonetic 301

similarity, which is not explicitly encoded in 302

orthographic text. 303

• H3. Topical humour will be more difficult 304

for models to explain than non-topical Reddit 305

humour, due to the former’s reliance on subtle 306

references to contemporary pop culture and 307

events, rather than common sense reasoning and 308

general knowledge. 309

• H4. Larger model variants will perform better 310

than smaller variants, particularly for topical 311

humour, due to being able to store larger 312

amounts of information in their parameters 313

regarding specific events and individuals, whilst 314

smaller models focus on retaining common 315

general knowledge. 316

4.2 Models 317

To assess the ability of state-of-the-art LLMs in 318

this task, we select the following suite of open- and 319

closed-source models: Llama 3.1 (8B and 70B) 320

(Dubey et al., 2024), Gemini 1.5 (Pro and Flash) 321

(Georgiev et al., 2024), GPT-4o (standard and Mini) 322

(Achiam et al., 2024). These models represent a 323

range of sizes, using both the flagship large variants 324

and their lightweight counterparts, allowing the 325

investigation of model size on performance in this 326

task. We additionally use variants of DeepSeek-R1 327

to identify the abilities of reasoning-specific models. 328

Specifically, we use the 8B and 70B variants based 329

upon Llama 3.1 and 3.3, respectively. 330
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Importantly, all of the selected models were trained331

on data pertaining to events up to at least 2023, with332

all jokes in the non-topical and topical subsets being333

posted to Reddit between 2008 and 2019. Therefore,334

we are fairly assessing the ability of these models to335

explain jokes that reference events contained within336

their training data, investigating the models’ ability337

to correctly associate this knowledge with the abstract338

references made within topical jokes.339

All models were tasked with producing an340

explanation around 100 words (based on the lengths341

of the gold standard explanations). Additional details,342

including the full prompt and specific models used,343

are presented in Appendix A.2.344

4.3 Evaluation Criteria345

To assess the quality of joke explanations generated346

by the models, we propose a scoring rubric with347

two core criteria, accuracy and completeness, each348

evaluated on a 6-point scale (0-5). Focusing on such349

criteria allows the application of the scoring rubric to350

all assessed joke types (such as real-world references351

in the topical subset constituting completeness, or352

pun word definitions in traditional puns). The full353

rubric can be found in Appendix A.1.354

Accuracy entails whether or not the joke expla-355

nation contains correct material, which does not356

negatively score content where parts of the joke have357

not been explained but rather assesses the presence or358

absence of hallucinations and misunderstandings in359

a response. On the other hand, Completeness covers360

whether the fundamental elements of a joke have361

been addressed. Consequently, a joke may be fully362

explained (i.e., Completeness = 5), but additional363

information has been included which is incorrect364

(Accuracy ≈ 3). Conversely, an explanation may365

identify that a joke is a pun based on a specific word366

(i.e., Accuracy = 5), but omit explanations of the367

pun’s meanings or other required information for368

understanding (i.e., Completeness ≈ 2).369

Due to the significant amount of time required for370

rating 4800 explanations (≈ 40 hours), 1 author (who371

is a native speaker of English and holds degrees in Lin-372

guistics) rated all explanations. However, a subset of373

320 explanations (10 jokes * 4 joke types * 8 models)374

were re-annotated by 2 third-party computer science375

students (also native English speakers).5 These anno-376

tations were used exclusively to verify the primary377

evaluator’s reliability. The results showed moderate378

levels of agreement for both accuracy (α = .574)379

5Participants were given a 60 GBP Amazon voucher for
approximately 3 hours of evaluation.

and completeness (α = .553) using Krippendorff’s 380

alpha (Krippendorff, 2019), as well as high positive 381

Pearson’s correlations (Pearson, 1895) for accuracy (r 382

= .765) and completeness (r = .795), with p<.001, be- 383

tween the scores assigned by the primary human eval- 384

uator and third-party evaluators. Overall, 82% of the 385

Accuracy scores and 84% of the Completeness scores 386

from the primary evaluator and the 2 third-party eval- 387

uators differed by 1 or 0 points, resulting in an 80.5% 388

agreement between the main evaluator and third-party 389

evaluators when converted to a binary pass/fail (as in 390

§5.1). Across the whole dataset, we additionally lever- 391

age the LLM as a Judge paradigm, using Qwen2.5- 392

72B-Instruct, finding agreement for accuracy (α = 393

.565) and completeness (α = .519) to also be substan- 394

tial, additionally supported by Pearson’s correlations 395

of .641 and .602, both with p<.001, respectively. See 396

Appendix A.7 for details on the LLM judge set up, 397

and Appendix A.4 for a deeper analysis of the ratings 398

from the third-party evaluators and LLM judge. 399

5 Human Evaluation 400

Average explanation lengths alongside accuracy and 401

completeness scores can be seen in Figure 3. Firstly, 402

the lengths of explanations remain consistent within 403

models regardless of joke type, suggesting that the 404

length of a joke does not necessarily impact the 405

required explanation length. Notably, the Gemini- 406

based models produce the shortest explanations 407

across all joke types, whilst GPT-4o-based models 408

consistently generate the longest explanations, opting 409

for more verbose outputs. However, the shorter 410

explanations produced by the Gemini models do not 411

seem to negatively impact their performance in terms 412

of accuracy or completeness. Despite being more 413

concise, the Gemini models appear to be efficient, 414

focusing on the essential elements of an explanation 415

without adding superfluous detail. 416

In terms of overall performance, completeness 417

scores are generally lower than accuracy scores 418

across all models. This difference indicates that the 419

models are more likely to miss key details in their 420

explanations than to hallucinate incorrect information 421

or misinterpret jokes entirely. This trend suggests that 422

whilst the LLMs may recognise the core components 423

of a joke, they often fail to fully elaborate on all 424

relevant aspects that contribute to humour. 425

When comparing model performance, GPT-4o 426

consistently outperforms all others, demonstrating 427

the highest accuracy and completeness scores across 428

joke types. Interestingly, GPT-4o Mini outperforms 429
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Figure 3: (a) Average joke lengths, (b) Average Accuracy score, (c) Average Completeness score, by model and joke type.

Gemini Pro in some specific cases, such as in430

accuracy on homographic jokes, as well as in both431

accuracy and completeness for non-topical and432

topical jokes. Additionally, open-source Llama 70B,433

outperforms most other models except GPT-4o,434

whilst the R1 models underperform.435

5.1 Explanation Success Rate436

For an explanation to be useful, it must be both437

accurate and complete, rather than scoring highly on438

only one criterion. As a result, in Figure 4 we present439

a binary categorisation of explanations, treating440

scores of 4 or above on both criteria as being "good"441

quality explanations (i.e., containing only minimal,442

non-intrusive errors, and/or omitting minor details).443

This facilitates a clear comparison of the challenges444

different joke types pose.445

As illustrated in Figure 4, the success rate of446

explanations varies significantly across different joke447

types. Homographic jokes, where a word has multiple448

meanings but identical spelling, consistently yield the449

highest proportion of successful explanations across450

nearly all models. This suggests that it is easier to451

navigate the ambiguity of homographs, likely due to452

language models being aware of the polysemy of the453

different pun words. In contrast, heterographic jokes,454

which involve words that sound the same but are455

spelt differently, pose more difficulty for all models.456

GPT-4o is the only model that maintains a relatively457

high success rate in this category. The challenge likely 458

stems from the additional complexity introduced by 459

needing to recognise the phonetic similarity of the 460

pun word whilst being trained on orthographic tokens. 461

Non-topical jokes also show varying levels of perfor- 462

mance. The non-topical subset consists of jokes from 463

Reddit, including puns, incongruities and situational 464

irony that cover a wide range of joke forms that have 465

been rated highly by the Reddit userbase, causing 466

the LLMs to struggle more severely than traditional 467

puns. Lastly, topical jokes, which require contextual 468

awareness of specific events, present the most notable 469

challenges. While GPT-4o generates a relatively high 470

proportion of "good" explanations, other models are 471

substantially less successful. This is likely due to 472

the subtle references to pop culture and real-world 473

entities in the "topical" subset presenting a significant 474

challenge to current state-of-the-art LLMs, requiring 475

both high levels of reasoning in addition to a form 476

of information retrieval where the information that 477

needs retrieving is not always explicitly referred to. 478

We see a unique pattern of performance by the 479

Deepseek R1 models. Whilst R1 70B performs well 480

overall, the model’s reasoning capabilities do not 481

result in it outperforming any other tested model. On 482

the other hand, the 8B variant is the worst-performing 483

model. We hypothesise that this is due to the focus 484

on "reasoning" surrounding mathematical and coding 485
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Figure 4: Proportion of "good" and "poor" joke explanations by model and joke type. A "good" explanation is defined
as one that scores at least 4 on both Accuracy and Completeness.

problems, rather than "reasoning" in the general sense,486

such as identifying the common-sense incongruities487

that frequently cause humour, or "overthinking" the488

humour in simple puns. Furthermore, due to the489

reasoning steps taken, it may be the case that R1 8B490

begins with a moderately good answer (in line with491

the other models tested), but due to its uncertainty in492

explaining the jokes, the reasoning steps introduce493

many opportunities for hallucination, resulting in494

the smaller 8B model continuing to follow incorrect495

reasoning before presenting its final answer, therefore496

becoming progressively worse.497

We perform a logistic regression analysis, which498

further supports our hypotheses. Model size has499

a strong and significant impact on explanation500

quality, with larger variants being far more likely501

to generate "good" explanations (β = 1.707, p <502

0.001). This reinforces our finding that larger models503

significantly outperform smaller ones. Regarding joke504

difficulty, the results align with the predicted ordering.505

Homographic jokes are the easiest to explain (β =506

0.583, p < 0.001), while non-topical (β = -0.511, p507

< 0.001) and topical jokes (β = -0.574, p < 0.001)508

are significantly harder. This confirms that jokes509

requiring external context pose a greater challenge510

to LLMs than those based on simple semantics511

and phonetics alone. Overall, the model is highly512

significant (p < 0.001) and explains a meaningful513

portion of the variance (pseudo R² = 0.138).514

6 Automatic Evaluation515

In addition to the previously presented human516

evaluation, we present the results of automatic517

metrics in Table 1. Whilst existing reference-based518

automatic metrics are not well designed for this519

task, we do confirm our originally hypothesised 520

ordering of joke difficulties, with the explanations 521

of homographic/heterographic puns scoring higher 522

than the non-topical joke subset, which in turn scores 523

higher than the topical jokes subset on most metrics. 524

Het. Hom. Non-Topical Topical

SacreBLEU 7.53 8.91 6.26 5.62
ROUGE-1 0.39 0.41 0.38 0.36
ROUGE-2 0.11 0.13 0.11 0.10
ROUGE-L 0.24 0.27 0.24 0.22
METEOR 0.32 0.34 0.28 0.27
BERTScore 0.88 0.89 0.87 0.87

Table 1: Automatic evaluation of LLM explanations by
joke type, with human explanations as the reference. Het
and Hom refer to homographic and homographic puns,
respectively. Further breakdown by model and joke type
can be found in Appendix A.5.

7 Case Study 525

Example LLM explanations of a randomly selected 526

joke from the topical subset are shown in Figure 5. 527

We omit the R1 reasoning models for space. The joke 528

of interest refers to a 2018 internet phenomenon called 529

the "Tide Pod Challenge," where teenagers would dare 530

each other to consume the toxic laundry pods. The 531

central element to the joke’s explanation is the sug- 532

gestion that this new "teenage snack food market" in- 533

creased sales, ergo generating enough revenue for the 534

company to afford advertising at the Super Bowl event. 535

Interestingly, all of the full-size models inferred the 536

reference to this challenge in their explanations. How- 537

ever, the smaller counterparts consistently omitted this 538

information or presented misinterpretations in their 539

explanations. GPT-4o Mini, for example, explains 540
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Figure 5: Case study of LLM explanations of a topical joke surrounding the "Tide Pod Challenge". From left to right:
GPT-4o, Gemini 1.5, and Llama 3.1. The larger models are along the top, with the smaller variants along the bottom.

the joke by suggesting that "teenagers are known for541

being messy eaters", which caused increased sales.542

On the other hand, Llama 8B and Gemini Flash focus543

on the idea that the humour stems from "absurdity",544

without making any explicit mention of the real-world545

phenomenon, thereby failing to inform the user of546

important context. Further discussion of explanation547

characteristics can be found in Appendix A.6.548

8 Discussion549

Firstly, regarding H1, that traditional puns will550

be easier for models to explain than highly-rated551

jokes from Reddit, we found this to be true, with552

the non-topical and topical subsets significantly553

impacting explanation success rates.554

Similarly, H2 concerned the hypothesis that555

homographic puns (which rely on polysemy) are556

easier to explain than heterographic puns, which was557

found to be the case in our tests. We observed that het-558

erographic puns more frequently lead to hallucination,559

owing to their reliance on phonetic characteristics,560

with LLMs having only implicit knowledge of how561

similar different words may "sound".562

H3 posited that, of the online Reddit humour,563

the topical subset would present the most difficulty564

for LLMs. Our testing revealed a statistically565

significant decrease in explanation success rates for566

topical humour compared to all other joke formats,567

with many explanations falling short of correctly568

identifying contemporary real-world references.569

Finally, H4 stated that the larger models would570

outperform smaller variants. Our results showed571

that this was the case, with R1 70B outperforming572

R1 8B, GPT-4o outperforming Mini, Gemini Pro 573

outperforming Gemini Flash, and Llama 70B 574

outperforming Llama 8B. 575

As predicted, the performance discrepancy was 576

most noticeable within the topical subset. Whilst 577

these jokes were significantly shorter than the non- 578

topical subset (see Figure 2), their reliance on subtle 579

references to esoteric entities and events required the 580

models to identify information that was not explicitly 581

stated if they were to correctly identify the humour. 582

This creates an environment ripe for hallucinations, 583

as the models attempt to generate an explanation for 584

a joke where they often cannot identify the location 585

of the punchline without additional information. We 586

further hypothesise that the larger models struggled 587

less with topical jokes, relative to smaller models, 588

due to the additional parameters allowing the storage 589

of more specific knowledge that does not appear 590

in the training data as frequently as common sense 591

concepts (e.g., that hot things cause burns, or that 592

sexual relations with a blood relative are taboo). 593

9 Conclusion 594

We presented the first empirical assessment of how 595

well LLMs are able to explain the humour found 596

within jokes of varying types, including simple puns 597

and jokes that rely on contemporary topical knowl- 598

edge. Our findings demonstrate that the primary focus 599

on puns in prior work is not representative of the 600

abilities of LLMs to accurately and comprehensively 601

explain a more broad array of joke types. Furthermore, 602

we also observe that no existing state-of-the-art mod- 603

els can consistently explain jokes of any type correctly. 604
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Limitations605

In this work, we investigated the extent to which joke606

format and complexity affect the ability of LLMs607

to generate accurate and complete explanations.608

However, the nature of topical humour is that it is609

ever-evolving, with jokes relating to developing news610

stories and pop culture events continuously appearing.611

Consequently, our work focuses only on a subset of612

possible jokes and does not assess the ability of mod-613

els to explain highly recent jokes, of which there may614

be only limited knowledge contained within a given615

model’s training data (as the volume of reporting and616

discussion on a given topic grows over time).617

Additionally, we performed a comparatively small-618

scale analysis of 600 jokes (150 per type). Whilst619

this is necessary to enable manual human assessment620

of the generated explanations as well as facilitate the621

authoring of gold-standard reference explanations, a622

wider range of jokes would allow deeper insight.623

Due to the jokes being from secondary sources (i.e.,624

not novel jokes written for the purpose of this work), it625

is likely that the majority of the jokes have been seen626

before by the LLMs. However, explanations relating627

to these jokes are much less likely to be present. For628

the Reddit jokes in particular, the presence of explana-629

tions in the training data is reliant on individual Reddit630

users asking for an explanation within the relevant631

thread, and someone replying. Whilst this is possible,632

we sorted the r/Jokes dataset based on upvotes,633

and intuitively it is less likely that popular jokes634

require explanations, with Reddit’s userbase already635

possessing the required knowledge in most cases636

(hence the jokes receiving a significant amount of637

upvotes). We manually verified a subset of the jokes638

and found readily available explanations to be rare.639

Whilst a substantial portion of our evaluation is per-640

formed by 1 author, we robustly prove the reliability641

of the evaluation through comparisons with third-party642

annotators and an LLM-judge. Owing to using643

Likert scales with a degree of inherent subjectivity,644

agreement statistics in the interval between 0.4 and 0.6645

are considered good, whilst our general correlations646

among the different methods are very high.647

Finally, myriad joke formats exist, and more648

fine-grained categorisation of joke types is possible.649

Ethics Statement650

We believe in and firmly adhere to the Code of Con-651

duct in the performance of this work and the methods652

involved. Whilst the dataset element of our benchmark653

contains potentially offensive materials (reflecting the654

often controversial nature of humour found on Red- 655

dit), the aim of this resource is to offer explanations 656

of potentially esoteric jokes in order to clarify where 657

particular parties may be perceiving humour from. 658

In this work, we do not create novel humour, nor 659

present the included dataset as appropriate for training 660

humour generation models. Whilst detoxifying and 661

debiasing language models is a growing interest 662

in the NLP community, humans are fundamentally 663

opinionated and biased in ways that others may take 664

offence at. Whilst we agree language models should 665

not perpetuate these biases, the authors of this work 666

believe that, if queried, language models should be 667

able to make use of knowledge pertaining to human 668

beliefs and opinions in offering impartial, objective 669

explanations of phenomena such as humour. We 670

therefore do not view the creation of an explanation 671

for a joke to be equatable with an endorsement of said 672

joke, but rather as an ideologically neutral task. We ad- 673

ditionally consciously write our humour explanations 674

in an objective manner, not lending unjust credence 675

to unverified scandals or presenting opinions as facts. 676
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• 2 points: The explanation is largely inaccu-931

rate, with only a few correct points amidst932

significant errors.933

• 1 point: The explanation is mostly incorrect,934

with minimal recognition of the joke’s intent.935

• 0 points: The explanation is entirely incorrect,936

failing to identify the humour or context937

correctly.938

2. Explanation Completeness (0-5 points)939

• 5 points: The explanation is comprehensive,940

covering all relevant aspects and nuances.941

• 4 points: The explanation covers most aspects942

but misses minor details.943

• 3 points: The explanation addresses the944

central humorous element but omits some945

important details that maximise understanding.946

• 2 points: The explanation is incomplete,947

addressing only basic aspects while missing948

significant details.949

• 1 point: The explanation is minimal, covering950

only a small part of the joke.951

• 0 points: The explanation is entirely superfi-952

cial or irrelevant, failing to address any key953

components.954

A.2 Implementation Details955

r/Jokes Filtering In order to select 150 jokes from956

the r/Jokes dataset to represent the topical subset.957

we sort the original dataset by the assigned "score"958

field (calculated by Weller and Seppi (2020) based on959

the upvote-downvote ratio) to find the most popular960

jokes. Following this, we performed Named Entity961

Recognition (NER) via SpaCy, keeping jokes if they962

were found to contain entities of the following types963

from the SpaCy NER taxonomy: ORG (organisation),964

FAC (facility), WORK_OF_ART, LAW, ORG965

(organisations), PROD (products), EVENT, and966

PERSON. With these entity types consisting mainly967

of proper nouns of people, places and events, this968

filtering allows us to easily identify r/Jokes entries969

that are likely to require potentially esoteric world970

knowledge to perceive the humour within, as opposed971

to common sense or definitions of dictionary terms.972

This process reduced the dataset to just over 153k973

samples, of which we then take the top 150 highest974

scoring following manual verification.975

Prompt For all models, we used the follow-976

ing prompt: "Explain the following joke977

(presented in square brackets) in approx-978

imately 100 words.\n\n[JOKE]\n\n". This is979

based on good practice for clearly marking the 980

boundaries between the task and the joke instance, 981

whilst the 100-word length is based on the average 982

length of the human-authored explanations. 983

Models In our work, we specifically made use of 984

the following model variants: GPT-4o (gpt-4o-2024- 985

05-13), GPT-4o Mini (gpt-4o-mini-2024-07-18), 986

Gemini 1.5 Pro (gemini-1.5-pro-001), Gemini 987

1.5 Flash (gemini-1.5-flash-001), Llama 3.1 8B 988

(Meta-Llama-3.1-8B-Instruct), Llama 3.1 70B 989

(Meta-Llama-3.1-70B-Instruct), Deepseek R1 8B 990

(DeepSeek-R1-Distill-Llama-8B), and DeepSeek R1 991

70B (DeepSeek-R1-Distill-Llama-8B). For GPT and 992

Gemini, these refer to the stable releases available at 993

the time (August 2024). All models had their settings 994

(e.g., temperature) at default. We use the Google API 995

with all user-accessible safety limits disabled, due to 996

the potentially offensive content of some of the jokes. 997

Inference OpenAI models were prompted via the 998

OpenAI API, whilst the Google models used the 999

Google GenerativeAI API. Llama 8B was run on a 1000

desktop PC with an RTX 4080 Super, whilst Llama 1001

70B, both R1 models, and the LLM Judge was run 1002

on an HPC node using two A100s. 1003

Participants We recruited 2 third-party participants 1004

(i.e., not authors of this work) to perform evaluation 1005

on a subset of 240 explanations to calculate agreement. 1006

In compensation, they received a 60 GBP Amazon 1007

voucher for approximately 3 hours of work. Further- 1008

more, 3 participants also evaluated the gold standard 1009

reference explanations (200 each), for which they 1010

received a 30 GBP Amazon voucher. Their involve- 1011

ment was conducted with the full ethical approval of 1012

the institution that the authors represent, with consent 1013

forms signed and a participant information sheet pro- 1014

vided. The third-party checks of joke categorisation 1015

did not involve monetary compensation. 1016

A.3 Dataset Enhancement 1017

We additionally provide phonetic transcriptions in the 1018

International Phonetic Alphabet (IPA) of all jokes in 1019

the dataset. To do so, we utilise Anthropic’s Claude 1020

Sonnet 3.5 (20241022), owing to advanced han- 1021

dling of factors such as abbreviations over traditional 1022

grapheme-to-phoneme (G2P) models. A subset of 1023

these transcriptions were manually verified by an au- 1024

thor of this work who is a trained phonetician. We ad- 1025

ditionally present a test phrase of "The pikachu weighs 1026

45 lbs and is 5ft 9". He works at the CIA but previ- 1027

ously worked at NASA", in order to verify its handling 1028
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of non-dictionary terms, abbreviations, initialisms and1029

acronyms, which it did successfully. Specifically,1030

we request transcriptions of the General American1031

(GenAm) accent, owing to the primary userbase of1032

Reddit with L1 English being North Americans.1033

When constructing the prompt, we provided a1034

clear task description, also to Claude Sonnet, and1035

requested that it construct its own prompt. Prior work1036

has shown this to be an effective strategy (Zhou et al.,1037

2023). The resulting prompt is as follows:1038

You are a linguistic transcription tool. For any1039

text samples provided:\n\n 1. Convert EVERY1040

sample into IPA format without exception - no1041

samples should be skipped or partially transcribed\n1042

2. Use General American (GenAm) pronunciation1043

standards consistently\n 3. If uncertain about any1044

transcription, ask for clarification rather than making1045

assumptions\n 4. Do not proceed without transcrib-1046

ing ALL text samples provided\n\n Example input:\n1047

’Hello world’\n\n Expected output:\n h@"loU1048

w@~ld\n\n Please proceed with the transcription."1049

A.4 Additional Annotator & LLM Judge Results1050

Figure 6 and Figure 7 present the results of the1051

evaluation from the 2 third-party evaluators we recruit1052

to analyse a subset of joke explanations. Overall, the1053

same trend that was viewed in Figure 3 and Figure 41054

can be seen, with the order of joke difficulty being1055

the same for these evaluators on the tested subset.1056

Owing to the smaller subsets (10 jokes per type),1057

some minor differences can be seen in the ordering of1058

performance for some model/joke type combinations.1059

The same is provided in Figure 8 and Figure 9 for our1060

use of Qwen 72B Instruct as an LLM judge.1061

A.5 Additional Automatic Evaluation1062

Full results of automatic evaluation, broken down by1063

both model and joke type, can be seen in Table 2.1064

A.6 Additional Qualitative Analysis1065

Reddit Joke Types Table 3 and Table 4 present ex-1066

amples of non-topical and topical jokes from the Red-1067

dit subsets, respectively. Regarding the non-topical1068

jokes, the first example plays on common knowledge1069

regarding religious practices and the focus of churches1070

on the bible. Joke 2 is a form of deadpan humour that1071

refers to the higher mortality rates of children who are1072

not vaccinated against preventable diseases. The third1073

joke presents phonetic wordplay, requiring the reader1074

to interpret "12345678" as "one 2, 3 fours..." and so1075

on. Finally, joke 4 plays on the mathematical concept1076

of imaginary numbers. On the other hand, regarding1077

the topical jokes, joke 1 makes reference to the me- 1078

dia franchise of Alien v. Predator, whilst additionally 1079

referring to the 2019 news phenomena where a Face- 1080

book event was created to convince people to storm 1081

Area 51 to find aliens. The second joke refers to the 1082

Marvel film franchise and their penchant for extended 1083

scenes following the credits, in addition to Stan Lee’s 1084

real-life death. On the other hand, joke 3 makes light 1085

of a celebrity scandal involving R Kelly and sexual 1086

assault, performing wordplay that requires the letters 1087

"art" to be removed from "rap artist" to identify the par- 1088

ticular scandal involving R Kelly. Finally, the fourth 1089

joke refers to Barack Obama losing his presidency 1090

to Donald Trump, and therefore being "unemployed" 1091

and "recently evicted" (from the White House). 1092

Explanation Characteristics During the process 1093

of evaluating LLM responses, several unique response 1094

characteristics were observed. Firstly, the Google 1095

API refused to allow the Gemini models to produce 1096

explanations for some jokes, likely due to triggering 1097

content safeguards (5 explanations across 3 jokes, 1098

one of which the request was only blocked by Flash). 1099

Such instances were not notably any more/less offen- 1100

sive than other humour found within the Reddit joke 1101

subsets. In some instances, models provided textual re- 1102

sponses regarding their refusal to address a particular 1103

joke (however, both cases only account for ≈1% of all 1104

jokes). Furthermore, in some instances, we observed 1105

that explanations contained subjective judgments 1106

as to the appropriateness of a particular joke, with 1107

the humour being deemed "unacceptable", without 1108

acknowledging the nuance and subjectivity of such a 1109

claim. Importantly, potentially offensive content was 1110

not exclusively found in the non-topical and topical 1111

Reddit joke subsets, with many of the traditional 1112

puns containing sexual innuendo and derogatory 1113

terms. Furthermore, whilst all of the models tested 1114

are capable of producing high-quality coherent text, 1115

we observed some instances of the Llama models 1116

resorting to degenerate patterns, such as being stuck in 1117

repetitive loops. Again, these account for a very small 1118

number of jokes (<1%). Regarding the heterographic 1119

pun subset of jokes, we noticed many instances of 1120

hallucination whereby the LLMs would explain that 1121

a punning word is phonetically similar to a word that 1122

shares little phonetic similarity. This is demonstrative 1123

of the challenge that heterographic puns present to 1124

LLMs, relying on phonetic characteristics of words, 1125

whilst such models are trained on orthographic text 1126

and therefore have limited phonetic knowledge. 1127
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Figure 6: Human evaluation results on the metrics of accuracy and completeness on a subset of 320 explanations (10
jokes * 4 types * 8 models). A1 and A2 refer to two different annotators.

A.7 LLM as a Judge Models and Prompts1128

When selecting our model judge for automatic evalua-1129

tion, we required that candidates not be from the same1130

model family as any of those under evaluation or from1131

the same family as each other. Our first model is the1132

Mistral Mixture-of-Experts (Jiang et al., 2024) deriva-1133

tive, Prometheus 2 8x7B (Kim et al., 2024), which1134

was specifically developed for LLM-based evaluation.1135

The other two models are Qwen 72B Instruct (Qwen1136

et al., 2025) and Gemma 2 9B Instruct (Riviere et al.,1137

2024). These were selected as the highest performing1138

models in the Hugging Face Judge Arena6 (with1139

6https://huggingface.co/spaces/AtlaAI/
judge-arena

preliminary results disabled) that met our previously 1140

outlined criteria. At the time of selection (04/02/2025). 1141

Qwen was ranked 6th with 1203 ELO and Gemma 1142

13th with 1157. The weights for the models were 1143

obtained from their respective Hugging Face model 1144

repositories. Overall, we found Qwen alone to demon- 1145

strate the higher alignment with our human evaluation 1146

(versus a jury ensemble or any other individual judge). 1147

Judge hyperparameters were all set to the model 1148

default except for temperature which was fixed to 0.1 1149

for all models rather than zero based on prior work 1150

(Sanh et al., 2022). 1151

To obtain scores from each judge, we used the 1152

following prompt. The scoring criteria was the same 1153
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Figure 7: Binary evaluation results on a subset of 320 explanations (10 jokes * 4 types * 8 models). A1 and A2 refer
to two different annotators.

Figure 8: LLM-judge results from Qwen 72B on the metrics of Accuracy and Completeness across model and joke type.
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Figure 9: Binary explanation success results from the LLM-judge of Qwen 72B across model and joke type.

as given to the human annotators with the exception1154

of score categories which were listed in ascending1155

order rather than descending. This was done to better1156

align with the training prompt of Prometheus.1157

You are an expert judge evaluating expla-1158

nations of jokes. You will be given a joke, a1159

reference explanation (human-authored), and a1160

model-generated explanation to evaluate.\n\n1161

You must evaluate the model’s explanation on1162

the matter of {criteria} using only the following1163

scoring criteria:\n\n {scoring_criteria}\n\n The1164

joke:\n {joke}\n\n Reference explanation:\n1165

{reference_explanation}\n\n Model explanation to1166

evaluate:\n {model_explanation}\n\n Provide a1167

score for this joke using only the scoring criteria1168

provided. You must only respond with a single number1169

between 0 and 5. You must produce no other output.1170
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Model Metric Hom. Het. Non-Topical Topical

GPT-4o SacreBLEU 8.51 10.15 7.85 7.09
ROUGE-1 0.41 0.43 0.41 0.40
ROUGE-2 0.12 0.15 0.13 0.12
ROUGE-L 0.25 0.28 0.25 0.23
METEOR 0.37 0.39 0.32 0.32
BERTScore 0.88 0.89 0.88 0.87

GPT-4o Mini SacreBLEU 7.06 9.27 6.12 5.30
ROUGE-1 0.38 0.42 0.38 0.37
ROUGE-2 0.10 0.14 0.11 0.10
ROUGE-L 0.23 0.27 0.23 0.22
METEOR 0.33 0.37 0.30 0.30
BERTScore 0.88 0.89 0.87 0.87

Gemini Pro SacreBLEU 7.02 8.15 4.71 4.54
ROUGE-1 0.40 0.41 0.33 0.35
ROUGE-2 0.10 0.13 0.09 0.09
ROUGE-L 0.25 0.28 0.22 0.21
METEOR 0.30 0.32 0.22 0.24
BERTScore 0.88 0.88 0.87 0.87

Llama 70B SacreBLEU 9.13 10.60 7.95 7.27
ROUGE-1 0.42 0.43 0.41 0.39
ROUGE-2 0.13 0.14 0.14 0.12
ROUGE-L 0.25 0.27 0.26 0.23
METEOR 0.36 0.37 0.31 0.30
BERTScore 0.88 0.89 0.88 0.87

Llama 8B SacreBLEU 8.41 9.76 7.16 5.83
ROUGE-1 0.39 0.42 0.40 0.36
ROUGE-2 0.12 0.14 0.12 0.10
ROUGE-L 0.24 0.27 0.24 0.22
METEOR 0.34 0.36 0.30 0.28
BERTScore 0.88 0.89 0.87 0.87

R1 70B SacreBLEU 7.73 8.47 6.27 5.89
ROUGE-1 0.39 0.41 0.37 0.36
ROUGE-2 0.10 0.12 0.11 0.10
ROUGE-L 0.22 0.24 0.23 0.21
METEOR 0.33 0.34 0.28 0.27
BERTScore 0.88 0.88 0.87 0.87

R1 8B SacreBLEU 5.25 6.48 4.85 4.12
ROUGE-1 0.35 0.37 0.36 0.33
ROUGE-2 0.08 0.10 0.09 0.08
ROUGE-L 0.21 0.23 0.22 0.20
METEOR 0.25 0.28 0.24 0.23
BERTScore 0.87 0.88 0.87 0.86

Table 2: Automatic evaluation results for each tested model, broken down by joke type. We use human-authored
explanations as the ground truth reference.

Non-topical Joke Examples

1 "What do you call a book club that’s been stuck on one book for years? Church."

2 "TIL unvaccinated children are less likely to be autistic. Because they are more likely to be dead."

3 "Set your wifi password to 2444666668888888. So when someone asks tell them it’s 12345678."

4 "My girlfriend is like the square root of -100. A solid 10, but also imaginary."

Table 3: Examples of jokes from the non-topical subset with different types of common sense knowledge.

Topical Joke Examples

1 "If America is storming Area 51 then the Europeans can storm the Vatican. We’ll take the aliens, you get the predators."

2 "For anyone attending Stan Lee’s funeral... Make sure you stay after the ceremony is finished."

3 "R Kelly is really changing the rap game. He takes the art out of rap artist."

4 "Obama smoked weed growing up, and now look where he is today. Unemployed with two kids and recently evicted."

Table 4: Examples of jokes from the topical subset with different types of assumed world knowledge.
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