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Abstract

Recent studies have shown that LLM agents ex-
cel in simple tasks like writing and coding using
various reasoning strategies. However, they strug-
gle with tasks requiring comprehensive planning,
a critical research issue. This study focuses on
travel planning, a Multi-Phase problem involving
outlining, information gathering, and planning,
which requires managing various constraints and
uncertainties. Existing approaches have struggled
with this complexity (Xie et al., 2024b). Our
research aims to address this challenge by devel-
oping a human-like planning framework for LLM
agents, guiding them through the steps humans
take to solve Multi-Phase problems. We imple-
ment strategies enabling LLM agents to generate
coherent outlines for travel queries, mirroring hu-
man planning patterns. The framework integrates
a Strategy Block for information collection and
a Knowledge Block for detailed planning. Exten-
sive experiments demonstrate that our framework
significantly enhances the planning capabilities of
LLM agents, improving efficiency and effective-
ness in travel planning tasks. Our experimental
results show exceptional performance, with GPT-
4-Turbo achieving 10× the performance gains
compared to the baseline framework.

1. Introduction
Recently, large language models (LLMs) like GPTs
(Achiam et al., 2023; Ouyang et al., 2022) and LLaMAs
(Touvron et al., 2023) have shown remarkable potential
across various domains, demonstrating impressive general-
ization capabilities. Studies (Wang et al., 2023b; Mukobi
et al., 2023; , FAIR) have shown LLM agents can play card
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games with human-like proficiency, sometimes outperform-
ing human players. Moreover, research (Zhang et al., 2023;
Dasgupta et al., 2023; Fu et al., 2024) revealed LLM agents
can handle daily tasks such as cooking and door-opening,
and establish complex software systems through collabora-
tive roles (Qian et al., 2023; Huang et al., 2023a).

Nevertheless, LLM agents still struggle with certain tasks
(Wang et al., 2023a; Wu et al., 2023b; Jimenez et al., 2023),
which are relatively solvable to humans. We categorize
these challenges as Multi-Phases Planning Tasks. These
tasks are difficult because their solutions can be divided
into multiple interconnected phases, each requiring shared
information and having dependencies with each other.

We categorize the stages of solving such tasks into three
main phases, detailed as follows: Outline Generation
Phase: When confronted with a Multi-Phase Problem, indi-
viduals typically begin by sketching a preliminary outline
outlining the path toward a solution. Information Col-
lection Phase: Generally, to solve this type of task, indi-
viduals must proactively identify the required information
and ascertain how to obtain it effectively. Plan Making
Phase: Armed with the necessary information, individuals
proceed to formulate a plan. Given the challenges posed
by Multi-Phase Problems, we have chosen travel planning
as our focal point for several reasons. Firstly, it is a time-
consuming and often challenging problem for many people.
Secondly, travel planning inherently involves a multitude of
constraints, requires long-term strategizing, and demands
significant travel-related information gathering.

Previous reasoning strategies (Yao et al., 2022; Wei et al.,
2022; Shinn et al., 2024) have shown limited effectiveness
in addressing the complexities of travel planning (Xie et al.,
2024b). However, by understanding and emulating the pro-
cesses humans use to tackle Multi-Phases Problems, we can
develop more robust planning frameworks to enable LLM
agents to tackle such challenges effectively. Our proposed
framework aims to capture the essence of human reason-
ing processes, particularly in the context of Multi-Phase
Problems, to enhance the performance of LLM agents.

Our framework consists of three main components. First,
Outline Generation: we generate a travel planning out-
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Figure 1. Our human-like planning framework has three key parts: Outline Generation, where LLM agents produce rough plans and
identify key information; Information Collection, where agents gather essential data for comprehensive planning; and Plan Making,
where agents explore potential plans and return a well-structured, reasonable plan.

line using multi-agent collaboration, establishing a founda-
tional guide. Second, Information Collection: LLM agents
gather relevant travel data to ensure they have the necessary
details for making informed decisions. Third, Plan Making:
after collecting sufficient information, the LLM agent cre-
ates detailed daily plans using a plan search and evaluation
method. Multiple plans are generated, and an evaluation
agent selects the best plan and flags errors. This structured
approach significantly improves LLM agents’ ability to han-
dle complex travel planning tasks. Our major findings are
summarized as follows:

• Our work underscores the challenges LLM agents face
with Multi-Phase Planning tasks, highlighting the neces-
sity of employing a novel reasoning framework for effec-
tive problem-solving.

• We found that utilizing a human reasoning framework for
complex tasks is a key factor in enhancing LLM agents’
performance on these tasks.

• By identifying key factors contributing to effective
problem-solving and integrating them into a human-like
planning framework, we enable LLM agents to exhibit
human-like reasoning, resulting in impressive perfor-
mance improvements.

• Through extensive experimentation, we validate the ef-
fectiveness of our approach, demonstrating its capability
to tackle complex planning problems with remarkable
success.

2. Method
2.1. Task Description:

We introduce the TravelPlanner task setting (Xie et al.,
2024b), where LLM agents must create reasonable travel
plans based on given queries, adhering to constraints (See
Appendix A.9 for examples). An initial analysis of GPT-4-
Turbo’s performance revealed struggles with efficient infor-
mation collection and valid plan making. To address these
issues, we employ the Outline Generation phase (Section
2.3) to create logical outlines, enhance the Information
Collection phase (Section 2.4) to ensure accurate data gath-
ering, and utilize the Plan Making phase (Section 2.5) to
develop correct and comprehensive plans.

2.2. Framework Overview

Our framework, as shown in Fig 1, employs a human-like
reasoning approach to address travel planning problems.
Based on the specific query, we first generate an outline for
the query (Section 2.3). Following the Outline Generation,
LLM agents equipped with Strategy block and Knowledge
Block proceed with Information Collection (Section 2.4).
During this stage, once sufficient information is gathered
for a single day’s plan, the agent creates the daily plan in
Plan Making phase (Section 2.5). The final travel plan is
composed of each daily plan.
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The First Day: from Charlotte to Newark. 
Exploring Newark.
The Second Day: Exploring Newark.
The Third Day: from Newark to Atlantic City. 
Exploring Newark or Atlantic City.
The Fourth Day: Exploring Atlantic City.
The Fifth Day: from Atlantic City to Charlotte.

The First Day: from Albuquerque to El Paso. 
Exploring El Paso.
The Second Day: Exploring El Paso.
The Third Day: from El Paso to San Antonio. 
Exploring El Paso or San Antonio.
The Fourth Day: Exploring San Antonio.
The Fifth Day: from San Antonio to Albuquerque.

The First Day: from Omaha to Seattle. 
Exploring Seattle.
The Second Day: Exploring Seattle.
The Third Day: from Seattle to Spokane. 
Exploring Seattle or Spokane.
The Fourth Day: Exploring Spokane.
The Fifth Day: from Spokane to Omaha.

No Limitation No Limitation Limitation: Can’t take flight

Transportation Evaluation Transportation Evaluation Transportation Evaluation

Can’t drive from El Paso to San Antonio

You can’t choose self-driving method

Can’t drive from Seattle to Spokane

Invalid Route, 
Redo the Route

Figure 2. This is our transportation evaluation process for each
route generated by the PathFinder Agent. We assess if the route is
reasonable under the specific travel planning query’s constraints
(e.g., no flights allowed). If unreasonable, we provide feedback and
redo the route. If specific transportation methods are unreasonable,
we add constraints accordingly.

2.3. Outline Generation

When humans tackle such tasks, they start with a rough
outline, including the route, transportation options, and key
points (see Appendix A.10). To replicate this, we introduce
the Route Generation phase, which incorporates transporta-
tion evaluation and additional agents to generate key points,
enhancing the outline’s usefulness.

Route Generation: We’ve developed the Route Generation
component of Outline Generation. Firstly, the query is first
passed to the PathFinder Agent. This agent generates
a rough route for the entire trip, including city transfers
and exploratory travel information. This preliminary route
serves as a guide for the subsequent Information Collection
and Plan Making phases, providing a clear roadmap for the
journey and making the planning process more structured
and transparent.

Transportation Evaluation: We’ve observed that LLM
agents may generate invalid routes due to a lack of detailed
transportation information between cities. To address this
issue, we propose adding an evaluation stage after route
generation. As shown in Fig 2, during this stage, each route
is evaluated to determine its rationality from a transportation
perspective.

Keypoints Generation: We introduced the Keypoints
Agent (Fig 1 left) to identify the critical points in the query
that need to be considered by the Plan Agent. Moreover,
as (Xie et al., 2024b) demonstrated, LLM agents tend to
overlook common sense when planning, such as navigating
the same restaurant or attraction. To address this issue, the
Commonsense Agent (Fig 1 left) generates basic guides
related to travel planning.

2.4. Information Collection
After the Outline Generation phase, humans proceed to
collect necessary travel-related information, such as specific
attractions and restaurants. In our framework, the Infor-

Planning Process
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Day 1 
Knowledge

Day 2 
Knowledge

Day x
Knowledge

... 

... ... 
... 

Knowledge 
Write

Pop Out 
Threshold ... 

Knowledge
in 2 days

Knowledge 
Read

Pop out Pop out

Figure 3. The left part is the Knowledge Write process, where
a function’s result is written to the top of the Knowledge Block.
About Knowledge Read, when the knowledge needs to be popped
out but is below the threshold, the Knowledge Block pops out
enough items to meet the threshold. If the number exceeds the
threshold, the items in past two days are popped out.

mation Collection process begins with the Thought Agent
generating the next steps based on the Strategy Block. Sub-
sequently, the Tool Agent utilizes the output of the Thought
Agent to generate a function expression. The result of this
function is then recorded in the Knowledge Block with a
description from the Description Agent.

Strategy Block: In the information collection process, hu-
mans typically remember the types of information they have
gathered, which guides their subsequent steps. To emulate
this procedure, we introduce a component called the Strat-
egy Block (Fig 1), primarily used by the Thought Agent.
First, the outline is stored in the Strategy Block to guide
information collection. The Strategy Block also informs the
Thought Agent which day it is in the travel plan and short
descriptions of the collected data. Besides, we streamline
the prompts for better workflow management.

Tool Agent: We’ve observed that as the planning process
progresses, the context length can become too long, lead-
ing to potential oversight of tool documents placed at the
beginning of input messages. Thus, we introduce the Tool
Agent tasked with generating the correct function expression
format messages.

Knowledge Block: We introduce the Knowledge Block,
primarily used by the Plan Agent, to obtain detailed in-
formation (Fig 1). This block automatically records all
information and descriptions generated by the Description
Agent (Fig 3, left). For long-term travel plans, extracting
pertinent details can be challenging. To address this, the
block "pops out" information collected over the past two
days, restricted by a minimal threshold (Fig 3).

2.5. Plan Making
When humans make plans, they typically do not plan every-
thing at once; instead, they approach it step by step. There-
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Table 1. Our experimental results on the validation dataset of the
TravelPlanner benchmark demonstrate that our framework enables
GPT-3.5 to surpass previous GPT-4’s performance.

Model
Delivery Rate

Commonsense Pass Rate Hard Constraint Pass Rate
Final Pass Rate

Micro Macro Micro Macro

TravelPlanner Result

Mistral-7B-32K (Jiang et al., 2023) 8.9 5.9 0 0 0 0
Mixtral-8×7B-MoE (Jiang et al., 2024) 49.4 30.0 0 1.2 0.6 0
GPT-3.5-Turbo (Ouyang et al., 2022) 86.7 54.0 0 0 0 0
GPT-4-Turbo (Achiam et al., 2023) 89.4 61.1 2.8 15.2 10.6 0.6

Our Results

Mistral-7B-32K (Jiang et al., 2023) 39.4 24.0 1.1 0.5 0.6 0.6
Mixtral-8×7B-MoE (Jiang et al., 2024) 67.8 40.2 0 0 0 0
GPT-3.5-Turbo (Ouyang et al., 2022) 100.0 75.1 15.6 15.5 4.4 2.2
GPT-4-Turbo (Achiam et al., 2023) 91.7 74.6 24.4 35.7 16.7 6.7

fore, unlike the approach in (Xie et al., 2024b) that plans
the entire trip at once, we adopt a daily planning strategy.
This method requires less information at each step, making
the planning process easier. Each time the Thought Agent
determines that sufficient information has been collected for
a specific day, the Tool Agent calls the DailyPlanner tool,
and the Plan Agent creates the daily plan.

Plan Search: When examining the results of Plan Agent,
we observe that creating a plan often introduces various
errors. These errors can stem from insufficient information
collected during the information collection stage or from
oversights during the planning stage. To address this issue,
we propose a plan search method. Each time the Plan Agent
generates a daily plan, it creates several plans. An Evaluate
Agent reviews each plan, converting them into JSON format
and using code to identify and rank errors. Based on these
evaluations, we select the best plan.

3. Experiment
3.1. Experiment Setup

We utilize the TravelPlanner benchmark proposed by (Xie
et al., 2024b), which includes a variety of travel queries with
different travel lengths and difficulty levels. We use gpt-3.5-
turbo-1106, gpt-4-1106-preview, mixtral, mistral-7B-32K
in our experiments on validation set(Achiam et al., 2023;
Jiang et al., 2024; 2023; Ouyang et al., 2022). Metrics: We
use the same metrics proposed in TravelPlanner (Xie et al.,
2024b).

• Delivery Rate: Measures if agents can successfully de-
liver a final plan within a set number of steps (max 45).
Failure includes dead loops, numerous failed attempts, or
exceeding the step limit.

• Commonsense Constraint Pass Rate: Assesses if agents
can incorporate commonsense into their plans without
explicit instructions, across eight dimensions.

• Hard Constraint Pass Rate: Evaluates if a plan meets
all explicitly given hard constraints, testing agents’ adapt-
ability to diverse user queries.

• Final Pass Rate: Indicates the proportion of plans that

t

14.3%

78.6%

7.1%

FlightSearch
AccommodationSearch

RestaurantSearch

Figure 4. The error distribution about GPT-4-Turbo’s Delivery
Rate Failure.

.
meet all constraints (delivery, commonsense, and hard
constraints), reflecting agents’ overall proficiency in pro-
ducing practical plans.

• Micro Pass Rate: The Micro Pass Rate evaluates the
proportion of constraints that are successfully passed by
an agent’s plans, as shown in Formula 2. It is calculated
by taking the total number of successfully met constraints
across all plans and dividing it by the total number of
constraints applied to all plans.

• Macro Pass Rate: The Macro Pass Rate assesses the
proportion of plans that satisfy all of their constraints. It
calculates the ratio of the number of plans that meet all
applicable commonsense or hard constraints to the total
number of plans evaluated.

Micro Pass Rate =

∑
p∈P

∑
c∈Cp

1passed(c,p)∑
p∈P |Cp|

,

Macro Pass Rate =

∑
p∈P 1passed(Cp,p)

|P |

(1)

P is the set of all plans. Cp is the set of constraints
applicable to a specific plan p. 1passed(c,p) is an indicator
function that returns 1 if constraint c is passed in plan p,
and 0 otherwise. 1passed(Cp,p) is an indicator function that
returns 1 if all constraints in Cp are passed in plan p, and
0 otherwise.

3.2. Experiment Result
As shown in Table 1, we tested four LLMs on the dataset to
verify our framework’s effectiveness. All models exhibited
increased Delivery Rate, GPT-3.5-Turbo achieving 100%
Delivery Rate. This indicates that GPT-3.5-Turbo can gen-
erate a travel plan for every query, strongly demonstrating
that our framework enables better planning for the task.

However, we observed limited improvement for GPT-4-
Turbo on Delivery Rate. To understand the reason, we
visualized the error distribution from GPT-4-Turbo in Fig
4. We found that the primary issue was the repeated use of
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GPT-3.5-Turbo GPT-4-Turbo

Commonsense Errors Distribution

Error Types
Hallucination Information
Necessary Infomation Absent
Invalid Accommodation

Transportation Conflicts
Not Returning to Origin City
City Conflicts

Repeated Restaurants
Repeated Attractions

GPT-3.5-Turbo GPT-4-Turbo

Hard Errors Distribution

Error Types
Conflict Room Rule Not Satisfied Cuisine Conflict Room Type

Figure 5. The error distribution of GPT-3.5-Turbo and GPT-4-
Turbo.

the same function three times, with the most frequent being
AccommodationSearch. The agent repeatedly attempted
to find the ’correct’ room type, often overlooking some
information, which led to redundancy. Additionally, GPT-
4-Turbo aimed to find accommodations that could fit all
travelers in one room, ignoring the possibility of booking
multiple rooms. The lower Delivery Rate will cause a lower
Micro Commonsense pass rate. We conjecture that GPT-4-
Turbo’s stronger reasoning capabilities hindered its progress
by overcomplicating the task.

Commonsense Pass Rate: Our framework demonstrates
impressive improvements in the Commonsense Pass Rate.
For GPT-3.5-Turbo, the Micro Pass Rate increased from
54.0% to 75.1%, and the Macro Pass Rate increased from
0% to 15.6%. For GPT-4-Turbo, the Micro Pass Rate in-
creased from 61.1% to 74.6%, while the Macro Pass Rate
saw a significant boost from 2.8% to 24.4%. Although
Mistral and Mixtral showed improvements in their Micro
Pass Rates, their Macro Pass Rates did not see significant
increases.

Analyzing the commonsense error distribution in Fig 5,
we find that GPT-3.5-Turbo and GPT-4-Turbo exhibit very
similar error patterns. The top three errors are Hallucinated
Information, Necessary Information Absent, and Invalid
Accommodation, accounting for nearly 60% of all errors.
Hallucinated Information indicates that the LLM agents
still generate unreal information. Necessary Information
Absent suggests that the Plan Agent might not strictly follow

Table 2. Ablation study results on GPT-3.5-Turbo.
Delivery Rate

Commonsense Pass Rate Hard Constraint Pass Rate
Final Pass Rate

Micro Macro Micro Macro

Original Result (Xie et al., 2024b) 86.7 54.0 0 0 0 0
No Outlines 93.3 59.2 1.1 3.8 1.1 0
No Strategy 100 74.9 13.9 12.1 2.2 0.6
No Knowledge 99.4 66.0 8.3 10.2 1.1 0
No Plan Search 99.4 67.4 0.6 1.9 0 0
Our Framework 100.0 75.1 15.6 15.5 4.4 2.2

instructions or the information collection phase misses key
details. Invalid Accommodation implies that some points in
the accommodation data are overlooked.

Hard Constraints Pass Rate: Additionally, our framework
enhances the Pass Rate for Hard Constraints. For GPT-4-
Turbo, the Micro Pass Rate increased from 15.2% to 35.7%,
and the Macro Pass Rate increased from 10.6% to 16.7%.
For GPT-3.5-Turbo, the improvements were slightly lower,
with increases from 0% to 15.5% for the Micro Pass Rate
and from 0% to 4.4% for the Macro Pass Rate.

Regarding the Final Pass Rate, GPT-3.5-Turbo’s result using
our framework surpasses the GPT-4-Turbo’s result in the
previous algorithm. Notably, GPT-4-Turbo’s Final Pass Rate
increased 10× compared to the previous algorithm.

3.3. Ablation Study
We analyzed the impact of each component of our frame-
work by removing them one at a time, as shown in Table 2.
Removing the outline generation component resulted in a
significant drop in all metrics, underscoring its importance.
For the Strategy Block, we removed specific elements such
as daytime guidance, Knowledge Block information, budget
requirements, and key query points. Although the remain-
ing components are necessary for the information collection
process, we observed decreases in all metrics, particularly in
plan quality rather than feasibility. The Knowledge Block’s
removal, managed through a maximum length limitation
to avoid exceeding token limits, caused notable declines
in all metrics except Delivery Rate, emphasizing its criti-
cal role. Similarly, removing the Plan Search component
led to a dramatic drop in all metrics, especially the Macro
Commonsense Pass Rate, highlighting its significance. Our
ablation study results confirm that each block is essential for
managing information and enhancing plan quality, ensuring
a robust and efficient planning process.

4. Conclusion
In this paper, we presented a novel human-like reasoning
framework for travel planning using LLM Agents. Our
approach integrates several key components: Outline Gener-
ation, Information Collection with blocks, and Plan Search.
These components synergistically mimic human problem-
solving strategies, enabling LLM agents to handle multi-
phase tasks more effectively. Extensive experiments on the
TravelPlanner benchmark demonstrated significant improve-
ments across multiple models with our framework.
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A. Related Works
A.1. Reasoning Strategy for LLM Agents

Planning without Additional Components: In recent times, the development of large language models (LLMs) agents has
enabled numerous tasks to be addressed by directly inputting questions into these models. However, LLM agents often
struggle with some problem-solving, particularly in areas like mathematics and other intricate planning tasks. To address
this limitation, recent research has developed various reasoning strategies aimed at enhancing the problem-solving abilities
of LLM agents (Huang et al., 2024). One common strategy, employed by works like (Wei et al., 2022; Yao et al., 2022;
Shen et al., 2024), leverages the divide-and-conquer approach. This involves breaking down a complex task into simpler
subtasks and allowing the LLM agents to tackle each subtask sequentially. This method has shown improved performance
across a range of tasks. Other works (Wang et al., 2022; Yao et al., 2024; Besta et al., 2024; Zhao et al., 2024; Xiao &
Wang, 2023; Hao et al., 2023) employ similar strategies using tree searches, such as Monte Carlo Tree Search (MCTS), A*,
Breadth-First Search (BFS), and Depth-First Search (DFS). They generate multiple alternative plans via various sampling
methods and select the optimal plan through different selection techniques. Reflecting on and refining plans based on prior
experiences also significantly improves the planning process of LLM agents (Shinn et al., 2024; Gou et al., 2023; Madaan
et al., 2024; Huang et al., 2023b). By reevaluating their plans, LLM agents can avoid recurring errors, thereby enhancing
their problem-solving capabilities.

Planning with Addition Components: The planning capabilities of LLM agents can also be improved through interactions
with other components. For instance, (Liu et al., 2023a), (Guan et al., 2023), (Dagan et al., 2023), and (Cheng et al., 2022)
combine symbolic planners with LLM agents, utilizing the natural language generation capabilities of LLMs to create
formalized task descriptions. Other works (Liu et al., 2023b; Lewis et al., 2020; Yang et al., 2023; Mao et al., 2020) enhance
the problem-solving ability of LLMs by integrating additional memory modules. A particularly effective approach involves
enabling LLM agents to access various APIs and tools (Parisi et al., 2022; Qin et al., 2023; Schick et al., 2024; Wang et al.,
2024; Yang et al., 2024; Liu et al., 2023c; Patil et al., 2023; Yuan et al., 2024). Some tools can be directly included in the
context (Surís et al., 2023; Shen et al., 2024; Wu et al., 2023a) as prompt. However, improving an LLM agent’s tool-using
abilities often requires generating appropriate datasets and fine-tuning the models (Schick et al., 2024; Patil et al., 2023;
Yang et al., 2024). By providing access to external tools, LLM agents can tackle tasks that are otherwise challenging, such
as computational problems and formula verification. Our planning framework integrates these diverse reasoning strategies to
improve overall planning capabilities, allowing for more sophisticated problem-solving and strengthening the effectiveness
of LLM agents in handling complex tasks.

A.2. Multi-Agents Framework

Multi-agent frameworks (Guo et al., 2024) have garnered significant interest from researchers due to their flexibility across a
broad range of tasks. These frameworks can be utilized in simulations of various kinds, including game simulations (Xu
et al., 2023; Wang et al., 2023b; Mukobi et al., 2023), economic simulations (Li et al., 2023b;c), and societal simulations
(Gao et al., 2023; Xie et al., 2024a; Park et al., 2023; Zhao et al., 2023; Aher et al., 2023). Moreover, multi-agent frameworks
demonstrate superior performance compared to single-agent systems in solving diverse tasks. For instance, (Li et al., 2023a),
(Hong et al., 2023), and (Chen et al., 2023) have developed general multi-agent frameworks that enhance task performance.
For specific tasks, works like (Qian et al., 2023; Hong et al., 2023; Huang et al., 2023a) propose specialized frameworks
that enable agents to autonomously develop software. In addition, multi-agent systems have been effectively employed for
reasoning in embodied environments (Dasgupta et al., 2023; Zhang et al., 2023) and have demonstrated their potential in
scientific research (Boiko et al., 2023; Bran et al., 2023). Our framework also incorporates a multi-agent system to enhance
overall planning capabilities, leveraging the collaborative and complementary strengths of multiple agents for more effective
problem-solving.

A.3. Limitation

Although our framework has significantly improved performance compared to previous studies, achieving a Final Pass Rate
of 100% akin to human performance remains elusive. One limitation we observed is that even when provided with detailed
information, LLM Agents still tend to overlook certain key points. Addressing this challenge may require the integration of
alternative planning strategies. Additionally, effectively utilizing extensive accommodation-related information to generate
reasonable plans remains a significant challenge, even for advanced models like GPT-4-Turbo. Furthermore, the occurrence
of hallucinations during the planning process presents another obstacle that requires attention.
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In future work, addressing these limitations could involve exploring novel planning strategies that complement the capabilities
of LLM Agents, such as incorporating heuristics or domain-specific rules. Moreover, developing more sophisticated models
that can better comprehend and utilize complex accommodation-related information could lead to more accurate and reliable
travel plans. Additionally, investigating techniques to mitigate the occurrence of hallucinations and improve the overall
robustness of LLM-based planning systems could further enhance their performance. Overall, overcoming these challenges
will be crucial for advancing the state-of-the-art in LLM-driven travel planning systems.

A.4. Impact

The social impact of our work is profound, as it pioneers a novel methodology by emulating human reasoning processes
to address Multi-Phases planning challenges. Equipping LLM agents with human-like problem-solving abilities, our
framework enhances their efficacy in applications, such as travel planning, thereby potentially revolutionizing various
industries reliant on complex decision-making. However, the advent of LLM agents with enhanced planning capabilities
also raises concerns about potential job displacement and ethical implications surrounding data privacy and algorithmic bias,
necessitating careful consideration and regulation to mitigate adverse consequences.

A.5. Ethics Statement

In our study, we introduce a novel human-like reasoning framework to enhance LLM agents’ proficiency in Multi-Phases
planning tasks, especially on traveling planning problems. While our work aims to advance the capabilities of LLM agents
for beneficial purposes, we recognize the potential for misuse or unintended consequences, such as the propagation of
inaccurate information. To address these ethical considerations, we advocate for ongoing research into methods for detecting
and mitigating biases in LLMs, as well as the promotion of responsible use and transparency in the deployment of such
frameworks. We urge users and researchers to remain vigilant of these ethical risks and prioritize the ethical considerations
in the development and application of our framework.
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A.6. Metrics:

• Delivery Rate: Measures if agents can successfully deliver a final plan within a set number of steps (max 45). Failure
includes dead loops, numerous failed attempts, or exceeding the step limit.

• Commonsense Constraint Pass Rate: Assesses if agents can incorporate commonsense into their plans without explicit
instructions, across eight dimensions.

• Hard Constraint Pass Rate: Evaluates if a plan meets all explicitly given hard constraints, testing agents’ adaptability to
diverse user queries.

• Final Pass Rate: Indicates the proportion of plans that meet all constraints (delivery, commonsense, and hard constraints),
reflecting agents’ overall proficiency in producing practical plans.

• Micro Pass Rate: The Micro Pass Rate evaluates the proportion of constraints that are successfully passed by an agent’s
plans, as shown in Formula 2. It is calculated by taking the total number of successfully met constraints across all plans
and dividing it by the total number of constraints applied to all plans.

• Macro Pass Rate: The Macro Pass Rate assesses the proportion of plans that satisfy all of their constraints. It calculates
the ratio of the number of plans that meet all applicable commonsense or hard constraints to the total number of plans
evaluated.

Micro Pass Rate =

∑
p∈P

∑
c∈Cp

1passed(c,p)∑
p∈P |Cp|

,

Macro Pass Rate =

∑
p∈P 1passed(Cp,p)

|P |

(2)

P is the set of all plans. Cp is the set of constraints applicable to a specific plan p. 1passed(c,p) is an indicator function
that returns 1 if constraint c is passed in plan p, and 0 otherwise. 1passed(Cp,p) is an indicator function that returns 1 if all
constraints in Cp are passed in plan p, and 0 otherwise.

A.7. Example

A.8. Travel Query Example:

1. Could you please create a 5-day travel itinerary for one person, starting in
Albuquerque and visiting 2 cities in Texas from March 25th to March 29th, 2022? The
travel plan should work within a budget of $2,100.
2. Could you help create a 7-day travel plan for a group of 3, departing from
Greensboro and touring 3 different cities in Georgia from March 10th to March 16th,
2022? We have a new budget of $4,000 for this trip. We’d also appreciate if our
accommodations have smoking areas.
3. Could you help create a 5-day itinerary for a travel plan departing from Grand
Junction and heading to 2 cities in Arizona from March 19th to March 23rd, 2022?
It’s a plan for two people with a budget of $2,100. Our accommodations should allow
visitors and our preference is for private rooms. Additionally, we do not require
any flight transportation.
4. Could you create a 7-day travel itinerary for 2 people, departing from
Albuquerque and visiting 3 cities in Texas from March 8th to March 14th, 2022?
Our budget is set at $5,000. We require accommodations that allow smoking and
are preferably not shared rooms. We would prefer to avoid any flights for our
transportation.

Figure 6. Few examples of the travel query
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A.9. Travel Plan Example:

"day": 1,
"current_city": "from Buffalo to Atlanta",
"transportation": "Flight Number: F3502691, from Buffalo to Atlanta, Departure
Time: 18:48, Arrival Time: 20:51",
"breakfast": "-",
"attraction": "Georgia Aquarium, Atlanta;World of Coca-Cola, Atlanta;",
"lunch": "-",
"dinner": "Chaina Ram Sindhi Confectioners, Atlanta",
"accommodation": "Spacious private room close St. Barnabas Hospital, Atlanta"
"day": 2,
"current_city": "Atlanta",
"transportation": "-",
"breakfast": "Baba Au Rhum, Atlanta",
"attraction": "Atlanta Botanical Garden, Atlanta;High Museum of Art, Atlanta;",
"lunch": "Barkat, Atlanta",
"dinner": "Taste of Vishal, Atlanta",
"accommodation": "Spacious private room close St. Barnabas Hospital, Atlanta"
"day": 3,
"current_city": "from Atlanta to Buffalo",
"transportation": "Flight Number: F3502694, from Atlanta to Buffalo, Departure
Time: 15:47, Arrival Time: 17:42",
"breakfast": "Asian Bistro, Atlanta",
"attraction": "Piedmont Park, Atlanta;",
"lunch": "Beliram Degchiwala, Atlanta",
"dinner": "-",
"accommodation": "-"

Figure 7. An example of the travel plan
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A.10. Outline Example:

The First Day: from Buffalo to Atlanta. Exploring Atlanta.
The Second Day: Exploring Atlanta.
The Third Day: from Atlanta to Buffalo.
1.Departure and Return Dates: The travel must commence on March 2nd, 2022, and
conclude with a return to Buffalo on March 4th, 2022.
2.Solo Travel: The plan should be tailored for a single traveler, ensuring
accommodations and activities are suitable for one person.
3.Budget Limit: The total cost of the trip, including transportation,
accommodation, meals, and activities, must not exceed $1,100.
4.Destination Specific: All travel arrangements must be made with Atlanta as the
sole destination for the duration of the trip.
5.Time Frame: The entire travel plan, including all experiences and bookings, must
fit within the 3-day window specified.
1. Accommodations should be booked for the correct dates corresponding to the
traveler’s stay in each city, ensuring no gaps or overlaps in lodging.
2. Dining options for breakfast, lunch, and dinner should be reasonably spaced
throughout the day and geographically convenient to either the accommodation or
planned attractions.
3. Transportation arrangements must align with the traveler’s schedule, allowing
sufficient time for check-in, security clearance at airports, and transfers
between different modes of transport.
4. Attractions should be planned with consideration of their operating hours and
any required advance reservations or tickets, avoiding scheduling conflicts.
5. The sequence of visiting attractions should be logical and efficient,
minimizing backtracking and excessive travel time between locations.
6. Ensure that the transportation method selected is appropriate for the distance
and time required to reach the scheduled activities, such as not planning
long-distance road trips between breakfast and lunch.
7. Dining reservations should be made with consideration of dietary restrictions,
restaurant capacity, and the expected duration of the meal to maintain the day’s
itinerary flow.
8. Verify that the accommodation has the necessary amenities and services required
for the traveler’s comfort and convenience, such as Wi-Fi if needed for planning or
work purposes.

Figure 8. An example of the outline
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A.10.1. STRATEGY BLOCK CONTENT:

Below is a preliminary outline of your trip, which can serve as a reference for collecting
information:
The First Day: from Ontario to Honolulu. Exploring Honolulu.
The Second Day: Exploring Honolulu.
The Third Day: from Honolulu to Ontario.
You now need to gather relevant information to specify the travel plan for the First day.
Remember that the total daily expenses of your trip (the sum of expenses for each person) do
not exceed 1066.
Hard Constraints. Total Budget: The trip must not exceed a total cost of $3,200, including
all transportation, accommodation, meals, and activities.
{Detail Omit}
Thought 1: To begin planning your first day, I will collect information on a flight from
Ontario to Honolulu for March 4th, 2022. After that, I will look for dining options,
attractions to visit, and accommodation in Honolulu. Let’s start with the flight
information.
Action 1: FlightSearch[Ontario, Honolulu, 2022-03-04]
Observation 1: Masked due to limited length. Make sure the data has been written in
Notebook. Successfully recorded in Notebook: Flight Information for Ontario to Honolulu
on March 4, 2022
Thought 2:...
{Omit Other Process}
Action 5: DailyPlanner[Please outline the plan for the first day of a 3-day trip from
Ontario to Honolulu on March 4th, 2022, including flight, dining, attractions, and
accommodation.] Observation 5: Travel Plan:
Day 1:
Current City: from Ontario to Honolulu
Transportation: Flight Number: F3584294, from Ontario to Honolulu, Departure Time: 10:11,
Arrival Time: 14:46
Breakfast: - (Assuming breakfast is eaten before departure or on the flight)
Attraction 1: Aloha Tower, Honolulu (Estimated visit time: 1 hour)
Lunch: Bait El Khetyar, Honolulu (Cuisines: Cafe, Seafood, Average Cost: 28)
Attraction 2: Iolani Palace, Honolulu (Estimated visit time: 1.5 hours)
Attraction 3: Honolulu Museum of Art (HoMA), Honolulu (Estimated visit time: 2 hours)
Dinner: Crystal Restaurant, Honolulu (Cuisines: Tea, Pizza, Bakery, Fast Food, Chinese,
Average Cost: 57)
Accommodation: Park, Subway & All Conveniences; Room type: Entire home/apt; Price: 754;
City: Honolulu
Outline:
The First Day: from Ontario to Honolulu. Exploring Honolulu.
The Second Day: Exploring Honolulu.
The Third Day: from Honolulu to Ontario.
Remember that the total daily expenses of your trip (the sum of expenses for each person) do
not exceed 1066.
You should gather the necessary information to plan your trip for the Second day.
Each time you use the DailyPlanner tool, the planner can only access information queried
during the previous 2 days. However, if the number of queries in the past 2 days is less
than 5, then it will return the last 5 queried pieces of information.
Thought 6: ...
{Omit Future Steps}

Figure 9. An example of the content of strategy block
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A.10.2. KNOWLEDGE BLOCK POP OUT CONTENT:

1: Flight Number: F3502691; Price: 240; DepTime: 18:48; ArrTime: 20:51;
OriginCityName: Buffalo; DestCityName: Atlanta
2: Flight Number: F3514187; Price: 322; DepTime: 06:51; ArrTime: 08:40;
OriginCityName: Buffalo; DestCityName: Atlanta
3: Flight Number: F3555201; Price: 265; DepTime: 12:44; ArrTime: 14:33;
OriginCityName: Buffalo; DestCityName: Atlanta
...
-------------------------
1: Attraction Name: Atlanta Botanical Garden; City: Atlanta
2: Attraction Name: World of Coca-Cola; City: Atlanta
3: Attraction Name: Georgia Aquarium; City: Atlanta
...
-------------------------
1: Restaurant: Adda; City: Atlanta; Cuisines: Tea, Mexican, Bakery;
Average Cost: 22; Rating: 3.8
2: Restaurant: Baba Au Rhum; City: Atlanta; Cuisines: Desserts, Pizza,
Mexican, BBQ, Fast Food; Average Cost: 27; Rating: 4.5
3: Restaurant: Barkat; City: Atlanta; Cuisines: Bakery, Indian,
Mediterranean, Desserts; Average Cost: 78; Rating: 3.4
...
-------------------------
1: Accommodation: Fantastic Room in Bushwick; Room type: Private room;
Price: 1069.0; Minimum number of nights stay: 2.0; review rate number:
3.0; House rules: No children under 10; One room can accommodate how many
people: 2; City: Atlanta
2: Accommodation: Sunny, Friendly, Brooklyn Apartment; Room type:
Private room; Price: 874.0; Minimum number of nights stay: 1.0; review
rate number: 4.0; House rules: No pets; One room can accommodate how many
people: 2; City: Atlanta
3: Accommodation: 1bd in a sunny 2 bd Ft. Greene Apt; Room type: Private
room; Price: 1056.0; Minimum number of nights stay: 1.0; review rate
number: 4.0; House rules: No visitors & No pets; One room can accommodate
how many people: 1; City: Atlanta
...

Figure 10. An example of format information in Knowledge Block.
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A.11. Prompt

A.11.1. PATHFINDER AGENT PROMPT:
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You are a proficient planner. Based on the provided information and query, please give me an outline for my 
whole trip. Please help me generate an outline for each day of this query, primarily including which city it 
involves, whether there's a need to travel from one city to another. Don't include any specific details like flight 
numbers, restaurant names, or attraction names. You should use 'The First', 'The Second', 'The Third', etc., to 
indicate the order of the days. You shouldn't include any city or state names which are not in the query. In your 
outline, only the cities mentioned in the query can appear; absolutely no other cities or state names are 
allowed.
Here are some examples:
* Example 1 *
Query: Could you create a travel plan for 4 people from Boston to San Francisco spanning 3 days, from 
September 21st to September 23rd, 2023, with a budget of $18,500?
Your Outline:
The First Day: from Boston to San Francisco. Exploring San Francisco.
The Second Day: Exploring San Francisco.
The Third Day: from San Francisco to Boston.
STOP
* Example 2 *
Query: Could you craft a 5-day journey itinerary for a party of 6? We'll be kicking off in Seattle and aim to 
explore 2 cities in California from April 25th to April 29th, 2023. Our budget is roughly $16,500, and we prefer to 
book whole places for our lodging.
The cities in California are here: (Omitting the detail list of cities in California in this example.)
Your Outline:
The First Day: from Seattle to San Diego. Exploring San Diego.
The Second Day: Exploring San Diego.
The Third Day: from San Diego to Butte. Exploring San Diego or Butte.
The Fourth Day: Exploring Butte
The Fifth Day: from Butte to Seattle.
STOP
* Example 3 *
Query:Could you create a 7-day travel itinerary for two, starting from Seattle and traveling to New York, where 
we will explore 3 distinct cities? The journey is planned from July 10th to July 20th, 2023. Our updated budget is 
$6,000. For our stays, we're looking for private accommodations. We plan to avoid any air travel for moving 
between locations. When it comes to dining, we're eager to try a range of food styles, including Italian, 
Japanese, Indian, and Thai.
The cities in New York are here: (Omitting the detail list of cities in New York in this example.)
Your Outline:
The First Day: from Seattle to Buffalo. Exploring Buffalo.
The Second Day: Exploring Buffalo.
The Third Day: from Buffalo to Niagara Falls. Exploring Buffalo or Niagara Falls.
The Fourth Day: Exploring Niagara Falls.
The Fifth Day: from Niagara Falls to Albany. Exploring Niagara Falls or Albany.
The Sixth Day: Exploring Albany.
The Seventh Day: from Albany to Seattle.
STOP
* Example Ends *
You must plan an outline that matches the number of days mentioned in the query.
If the trip is for three days, you must include The First day, The Second day, The Third day. If the duration is 
longer, for example, six days, then your outline must cover the content for The First Day, The Second day, 
through to the Sixth day. The transition between cities must follow the sentence pattern "from ... to ...".
{scratchpad}
Query:{query}
Your Outline:

Figure 11. PathFinder Agent Prompt17
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Planning Query Plan Guidelines
General Instructions:
- Each day's plan needs the information of transportation, dining, attractions, and accommodation. You 
should collect the FOUR parts in the order of transportation, dining, attractions, and accommodation for 
the target city.
- Information will be recorded in a Notebook, and used later in the DailyPlanner tool to create a detailed 
daily plan.
- Collect information on a day-by-day basis, ensuring each day's plan includes transportation, dining, 
attractions, and accommodation information.
- Tranformation information is only needed if there is a transfer between cities on that day. Otherwise, 
you should not collect it.
- Only you collecting information of the first day's plan, you can use the DailyPlanner tool to plan the first 
day. Don't collect the information of the second day's plan before you finish the first day's plan.

Transportation Information:
- Transportation choice: Flight, Taxi, Self-driving.
- Specify the starting and destination locations.
- Transfer Mode Rules:
  - If the initial transportation involves a flight, subsequent city transfers must also be via flight or taxi (no 
self-driving).
  - If initially self-driving, all subsequent city transfers should remain via self-driving.
- Please ensure that transportation information is collected only if there is a transfer between cities on 
that day; otherwise, it is not needed.
- Your query should clearly specify which kind of Transportation you want to know. (Flight from A to B on 
DATE or Self-driving from A to B or Taxi from A to B). You can't query for all transportation methods at 
once. You can only query for one transportation method at a time.

Dining, Attractions, and Accommodation:
- Clearly specify which type of information required, as well as the location.
- Collect dining attraction, accommodation information for the target city each day.
- You should not collect repeated information. If you have already collected information about restaurants, 
you should not collect it again.

Data Recording
- You should record the data into the Notebook immediately after FlightSearch, AccommodationSearch, 
AttractionSearch, RestaurantSearch or GoogleDistanceMatrix. Only the data stored in Notebook can be 
seen by DailyPlanner.
- You should express you need to record the data in your response after you collect information, like "I 
need to record the data into the Notebook" or "I need to write the data into the Notebook". If you don't 
express, the data will not be recorded.

Completion and Next Steps:
- Once enough information is collected, clearly state the need to proceed with the day's plan.
- You should collect dining, attractions, and accommodation information for the target city each day.
- You should explicitly state which kind of information you need to collect in each step befor you use "\n".
Gather the necessary information to plan the trip for {date} day.
Query: {query}
{scratchpad}

Figure 12. Thought Agent Prompt19
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You are an experienced tool user. You are currently assisting in planning a trip. Then, I will provide you with the 
original travel query as well as which day's plan we are now planning. Besides, I will provide you with a 'Thought', and 
then you need to generate an 'Action' based on this 'Thought. 'Action' can have 6 different types:

FlightSearch[Departure City, Destination City, Date]:
Description: A flight information retrieval tool.
Parameters:
Departure City: The city you'll be flying out from.
Destination City: The city you aim to reach.
Date: The date of your travel in YYYY-MM-DD format.
Example: FlightSearch[New York, London, 2022-10-01] would fetch flights from New York to London on October 1, 
2022.
GoogleDistanceMatrix[Origin, Destination, Mode]:
Description: Estimate the distance, time and cost between two cities.
Parameters:
Origin: The departure city of your journey.
Destination: The destination city of your journey.
Mode: The method of transportation. Choices include 'self-driving' and 'taxi'.
Example: GoogleDistanceMatrix[Paris, Lyon, self-driving] would provide driving distance, time and cost between 
Paris and Lyon.
AccommodationSearch[City]:
Description: Discover accommodations in your desired city.
Parameter: City - The name of the city where you're seeking accommodation.
Example: AccommodationSearch[Rome] would present a list of hotel rooms in Rome.
RestaurantSearch[City]:
Description: Explore dining options in a city of your choice.
Parameter: City – The name of the city where you're seeking restaurants.
Example: RestaurantSearch[Tokyo] would show a curated list of restaurants in Tokyo.
AttractionSearch[City]:
Description: Find attractions in a city of your choice.
Parameter: City – The name of the city where you're seeking attractions.
Example: AttractionSearch[London] would return attractions in London.
DailyPlanner[Query]
Description: A smart planning tool that crafts detailed Daily Travel plans. You should use this when the user wants to 
plan a travel plan.
Parameters:
Query: The query from user.
Example 1: DailyPlanner[Please outline the plan for the first day of a 3-day trip from Seattle to New York.] This 
request would yield a comprehensive plan specifically for the initial day of the journey.
Example 2: DailyPlanner[Can you detail the itinerary for the second day of a 3-day journey from Seattle to New York, 
with this day being in New York?] This prompt asks for a detailed plan for the trip's second day, with an emphasis on 
the fact that this day is spent in New York City.
Each action only calls one function once. Do not add any description in the action. Your actions shouldn't violate the 
constraints provided in the query.

Please make sure your action does not start with ['\\n', 'Thought', 'Action', 'Observation'] and assume all the actions 
are permitted in this environment.

Original Travel Plan Query:{query}
We are now planning {date} day of the trip.
Some constraints are provided for the plan: {constraints}
{outlines}
Previous Thought, Action and Observation:
{previous_react}
Thought: {thought}
Action:

Figure 13. Tool Agent Prompt21
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You are a proficient planner. Based on the provided information and query, please give me a detailed plan, including specifics 
such as flight numbers (e.g., F0123456), restaurant names, and accommodation names. Note that all the information in your plan 
should be derived from the provided data. You must adhere to the format given in the example. Additionally, all details should 
align with commonsense. The symbol '-' indicates that information is unnecessary. For example, in the provided sample, you do 
not need to plan after returning to the departure city. When you travel to two cities in one day, you should note it in the 'Current 
City' section as in the example (i.e., from A to B).
***** Example *****
Query: Could you create a travel plan for 4 people from Boston to San Francisco spanning 3 days, from September 21st to 
September 23rd, 2023, with a budget of $18,500?
Requirement: You need to plan for the third day of the trip.
Travel Plan:
Day 1:
Current City: from Boston to San Francisco
Transportation: Flight Number: B549321, from Boston to San Francisco, Departure Time: 07:00, Arrival Time: 10:22
Breakfast: The Bay View Cafe, Boston
Attraction: The San Francisco Museum of Modern Art, San Francisco
Lunch: Golden Gate Grille, San Francisco
Dinner: Alcatraz Eatery, San Francisco
Accommodation: Luxurious City View Apartment in Nob Hill!, San Francisco
Day 2:
Current City: San Francisco
Transportation: -
Breakfast: Sunrise Deli, San Francisco
Attraction: The Exploratorium, San Francisco;Golden Gate Park, San Francisco.
Lunch: Pier 39 Seafood Palace, San Francisco
Dinner: The Fog City Diner, San Francisco
Accommodation: Luxurious City View Apartment in Nob Hill!, San Francisco
Day 3:
Current City: from San Francisco to Boston
Transportation: Flight Number: S623478, from San Francisco to Boston, Departure Time: 17:37, Arrival Time: 21:09
Breakfast: The Golden Coffee Shop, San Francisco
Attraction: Coit Tower, San Francisco.
Lunch: Lombard Street Bistro, San Francisco
Dinner: The Bay Bridge Restaurant, San Francisco
Accommodation: -
------------------------
Apart from travel by Flight, there are other modes of transportation available:
Transportation: Self-driving, from Key West to San Antonio, Departure Time: 09:00, Arrival Time: 12:26
Transportation: Taxi, from Key West to San Antonio, Duration: 2 hours 22 mins, Distance: 254 km, Cost: 254
Please choose the appropriate mode based on the specifics of your plan.
***** Example Ends *****
Given information: {text}
Rules:
Rule1: On the final day of the trip, accommodation information is not required; use '-' to indicate this is unnecessary.
Rule2: Diversify the travel plans as much as possible within the context of activities.
Rule3: Transportation methods must be consistent with the earlier part of the trip. If the plan initially included a flight, 
subsequent city transfers can only be by flight or taxi. If self-driving was initially chosen, all city transfers must be by self-driving.
Rule4: Transportation details are only required during city transfers. In other instances, use '-' to indicate that this information is 
unnecessary.
Rule5: The minimum night stay of accommodation should be considered when planning the trip.
Constraints:{hard_constraints}\n{common_constraints}
Budget requirement: The total budget for the plan you make for each day cannot exceed {avg_budget}.
Query: {query}
Detail Query: {detail_query}
Travel Outlines:{outlines}
Requirement: You need to plan for {date} day of the trip.
{inform}
Travel Plan:
{previous_plan}
Rule6: You can not add any additional information beyond the specific plan. Pay attention to the format provided in the example.

Figure 14. Plan Agent Prompt23


