
On the Scoring Functions for RAG-based Conformal Factuality

Yi Chen 1 Caitlyn Heqi Yin 1 Sukrut Chikodikar 1 Ramya Korlakai Vinayak 1

Abstract
Large language models (LLMs) frequently gener-
ates hallucinated or non-factual outputs. To miti-
gate this, conformal factuality frameworks utilize
scoring functions to filter model-generated claims
and provide statistical factuality guarantees. This
study systematically evaluates three distinct scor-
ing functions within a retrieval-augmented gener-
ation (RAG) context: non-reference model con-
fidence, reference model confidence, and entail-
ment scores. Performance is assessed using empir-
ical factuality, power, and false positive rates. We
further investigate the robustness of these scoring
functions when the assumption of data exchange-
ability is mildly violated by introducing deliber-
ately hallucinated claims into the evaluation set.
Our findings indicate that reference model confi-
dence scores generally outperform other methods
by achieving superior power and robustness. No-
tably, entailment-based scoring shows the lowest
false positive rates under conditions of induced
hallucinations. This work highlights the critical
importance of scoring function selection in opti-
mizing factuality and robustness for RAG-based
conformal frameworks.

1. Introduction
Although large language models (LLMs) excel at tasks like
summarization, chatbotting, and even coding (Achiam et al.,
2023; Zhang et al., 2024; Nam et al., 2024), they may still
generate non-factual content and produce hallucinations
(Nadeau et al., 2024; Huang et al., 2025). To alleviate
hallucinations, various methods are proposed. One type of
method utilizes conformal predictions to remove the non-
factual content of the output of an LLM (Vovk et al., 2005;
Angelopoulos & Bates, 2021; Mohri & Hashimoto, 2024;
Cherian et al., 2024). Besides making the output factual
by removing the non-factual content, these methods also
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provide a statistical guarantee on the factuality of the output.
Such a guarantee can be summarized as

P(The output of the LLM is factual) ≥ 1− α.

For example, in (Mohri & Hashimoto, 2024), the authors
proposed a method named conformal factuality, which fil-
ters out the claims made by the LLM whose score is below
a certain threshold. How the threshold is set is determined
by a user-specified factuality value α and the distribution
of scores in a calibration dataset. Therefore, the function
that scores these claims plays a vital role in the conformal
factuality pipeline.

In this work, we investigate how the scoring function af-
fects the outcome of conformal factuality under a slightly
different setting where a reference text, obtained using an
RAG system, and a query are given to an LLM. We com-
pare the performance of different scoring functions and also
evaluate their robustness when the assumption of conformal
factuality is violated.

Our contributions: We evaluate the performance and ro-
bustness of various scoring functions designed to assess
claims generated by a LLM. Our evaluation is situated
within a RAG framework, where the LLM conditions its re-
sponses on a user query and related reference text provided
by the RAG system; this reference text is also utilized by
the applicable scoring functions.

2. Preliminaries
Let S denote the set of all possible sentences. Let x ∈ X ⊂
S denote a query. For example, the following sentence can
be considered as a query:

Tell me a paragraph bio of Fernando.

Let r ∈ R ⊂ 2S denote a reference text obtained by plug-
ging some query x into a function called RAG : X → R.
For example, the following paragraph is considered a refer-
ence text to the query above:

Fernando was born in Alto Paraı́so de Goiás. In
June 2007, he signed a five-year contract with
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Porto directly from the Série C, having started his
career at Vila Nova.

We use a large language model, denoted as LLM : X ×
R → 2S , to generate a response to a query x, given a
reference text RAG(x). Usually, a response is composed
of various sentences. We assume that the LLM generates
a set of sentences. Therefore, the range of this function is
the power set of all possible sentences. We will call each
sentence generated by the LLM a claim.

Let f : S ×X ×R → R denote a scoring function that will
evaluate the factuality of a claim given the corresponding
query and the reference text of the query. The factuality
score will be in the range of real numbers, but usually is
within the range of [0, 1] or {−1, 0,+1}.

2.1. Conformal Factuality

The conformal factuality system requires an input of a cal-
ibration dataset {xi}ni=1 together with the following infor-
mation:

Each query xi has a corresponding ri := RAG(xi). For
each xi, ri, we obtain a set of claims (sentences) Ci :=
{cij}

mi
j=1 using a LLM. Each claim cij corresponds with a

ground truth aij that indicates if the claim is factual or not:

aij =

{
1 if cij is factual,
0 if cij is non-factual.

We use Ai to denote the set of aij’s corresponding to claims
in Ci.

The conformal factuality system finds a threshold τα using
the calibration dataset so that for a new query xn+1 and its
corresponding set of claims Cn+1, the set of filtered claims
with scores above the threshold is all factually correct with
high probability.

More specifically, let F (Cn+1, τα) denote the set of claims
whose score is greater than the threshold. That is,

F (Cn+1, τα) := {cn+1
j | f(cn+1

j , xn+1, rn+1) ≥ τα}.

Note that this set is a subset of Cn+1. The statistical guar-
antee provided by the conformal factuality framework is

P(∀cn+1
j ∈ F (Cn+1, τα) | an+1

j = 1) ≥ 1− α,

which makes sure that on average, at least 1−α (where α is
significance level can be selected manually) fraction of the
responses after the conformal factuality pipeline is entirely
factual.

Now, we will discuss how the threshold τα is chosen. First,
for each query xi in the calibration dataset, we compute a

conformity score, which is the smallest threshold that leads
to a fully factually correct filtered response:

conformityi := inf{τ : ∀cij ∈ F (Ci, τ), aij = 1}.

The threshold τα is then chosen at the ⌈(n+1)(1−α)⌉
n -quantile

of the conformity scores {conformityi}ni=1. Intuitively, the
method computes the smallest safe threshold ensuring all
claims above it are factual with probability at least 1 − α
over all the queries. This guarantee holds when the new
query is exchangeable with the queries in the calibration
dataset.

3. Methodology
To assess the performance and robustness of different scor-
ing functions f , this section first outlines the specific func-
tions being evaluated. It then details the performance met-
rics adopted for this study, and finally, introduces the exper-
imental setup for evaluating the robustness of these scoring
functions.

3.1. Scoring functions

Here are the list of scoring functions that we are going to
evaluate:

1. Non-reference model confidence score. We ask the
LLM to give a factuality score between 0 and 1, inclu-
sive, given the claim and the query. The prompt we
used will be presented in Appendix A.1.

2. Reference model confidence score. We ask the LLM
to give a factuality score between 0 and 1, inclusive,
given the claim, the query, and the reference text based
on the query. The prompt we used will be presented in
Appendix A.2.

3. Entailment score. We use an entailment model (Lau-
rer et al., 2022) trained on the DocNLI dataset (Yin
et al., 2021), which gives a probability of whether the
reference text entails the claim. We use the probability
as the entailment score.

3.2. Performance Metrics

1. Empirical Factuality. Observed factuality, corre-
sponding to the target factuality 1− α.

2. Power. Proportion of factual claims retained correctly
as factual claims in the filtered responses (equivalent
to true positive rate (TPR).

3. False Positive Rate (FPR). Proportion of nonfactual
claims incorrectly accepted as factual claims in the
filtered responses.
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3.3. Robustness

A major assumption of the conformal factuality framework
is that the test datapoint, i.e., xn+1, is exchangeable with the
queries in the calibration dataset. However, in a real-world
scenario where we deploy the model, it is possible that this
assumption is mildly violated.

To test how robust these scoring functions are under this
scenario, for each query xi, the corresponding reference text
ri = RAG(xi), and the set of claims Ci, we ask the LLM
to modify each cij ∈ Ci, given xi and ri such that it would
become something that the model would hallucinate. We
defer the prompts we used to generate these hallucination
claims in Appendix A.5.

Our goal in creating these hallucination claims is that we
want these claims to confuse the model so that the model
would think that these claims are actually generated by them.
To achieve this goal, after we generate a hallucinated claim,
we ask the LLM to check if it thinks that the claim might
be generated or hallucinated by itself (prompt in Appendix
A.6), given the same xi, ri. If the hallucination claim can
cause the model to think that it is the one who generates
it, given xi and ri, then we keep this hallucination claim.
Otherwise, we repeat this process and generate a new hallu-
cination claim.

These hallucinations would of course have a label aij = 0,
meaning that they are all false. We ask the three scoring
functions to score each of the hallucinated claims. We obtain
the threshold on a calibration dataset without any halluci-
nation claims and test the performance of these scoring
functions on the test set that mixes with these hallucination
claims.

4. Experimental Setup
4.1. Datasets

Following (Mohri & Hashimoto, 2024), we use the
FActScore dataset (Min et al., 2023), which consists of
50 queries that ask an LLM to generate a paragraph biogra-
phy of people that are not very well-known (therefore, their
information may not be stored in the parametric knowledge
of the LLM). Conveniently, these people in the FActScore
dataset have their own Wikipedia page. We use the Python
package wikipediaapi 1 to obtain the Wikipedia page
content of these people and use the text therein as RAG(·).

4.2. Models

The LLM model we target in this work is
gemini-flash-1.5 (Team et al., 2023). Note
that after the LLM generates a paragraph, instead of directly

1https://pypi.org/project/Wikipedia-API/

splitting the paragraph into sentences, we use the same
LLM to parse the paragraph into claims, following the prior
work (Appendix A.3) (Mohri & Hashimoto, 2024).

4.3. Ground Truth Labels

Instead of using a human annotator to label whether a claim
is factual or not, we prompt the same LLM so that it will
evaluate if a claim is factually true or not, given a reference
text. The prompt we used is deferred to Appendix A.4.

5. Results and Discussions
5.1. Distribution of Scores

We begin by examining the distributions of scores produced
by the evaluated functions. Ideally, factually true claims
should receive higher scores, while factually false claims
should receive lower scores. Figure 1 illustrates the perfor-
mance of each scoring function in this regard. Notably,
for scoring functions that operate without access to the
reference text (e.g., non-reference model confidence), ap-
proximately half of the factually true claims are assigned a
score of 0, indicating poor discriminative ability in this sce-
nario. Conversely, when scoring functions use the reference
text (e.g., reference model confidence and entailment-based
models), a significant improvement is observed, with the
majority of true claims achieving high scores. It is important
to note that the dataset of LLM-generated claims is mainly
factual (840 true out of 862 claims), which can be attributed
to RAG.

5.2. Performance of the Scoring Functions

We vary the significance level α across the set
{0.25, 0.2, 0.15, 0.1, 0.05}. To ensure robust statistical anal-
ysis, error bars for our results are established by conducting
1000 trials for each experimental configuration. Figure 2
illustrates the empirical factuality and its upper and lower
bounds derived in (Mohri & Hashimoto, 2024). Notably,
when test data are exchangeable with calibration data (a key
assumption for conformal methods) the empirical factual-
ity for all three evaluated scoring functions is consistently
well-contained within these theoretical limits.

Figure 3 shows the power and the false positive rate (FPR) of
the three scoring functions. All three scoring functions lead
to a similar false positive rate. However, on the power side,
the reference model confidence score has the highest power.
Then, it is the entailment score. This indicates that using the
reference text with the LLM yields a more effective scoring
function than using the entailment model.
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Figure 1. Distribution of the scores of each scoring function.
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Figure 2. Empirical factuality of each scoring function.
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Figure 3. Power and false positive rate (FPR) of each scoring func-
tion.

5.3. Robustness of the Scoring Functions

To test the robustness of the scoring function. We replace 10
randomly selected claims for each query in the test set with
the corresponding hallucination claims. Figure 4 augments
Figure 1 with the hallucination claims. The reference model
confidence score performs the best, as most of the false
claims (including the hallucinations, as they are factually
false) receive a lower score. Entailment scores perform
slightly worse. We notice that when the model is not given
any reference, it also scores many factually true claims with
a lower score. This might be because when the model’s
parametric knowledge is not enough to score a claim, it
tends to be conservative and gives a lower score for all.

Figure 5 shows the empirical factuality of the three scoring
functions when hallucination claims are presented in the test
set. That is, when the exchangeable assumption is violated.
The empirical factuality for all three scoring functions falls
outside the theoretical bounds. Moreover, another interest-
ing observation is that as 1 − α increases, the empirical
factuality tends to get closer to the lower bound of empirical
factuality.

Figure 6 illustrates the power and FPR of the three scoring
functions when hallucination claims are presented in the
test set. Similar to the case when there are no hallucination
claims, reference model confidence scores yield the highest
power. The difference appears in the FPR plot, where we
see that entailment scores yield the lowest false positive
rate.

6. Conclusion and Future Work
In this study, we systematically evaluated three types of scor-
ing functions—non-reference model confidence, reference
model confidence, and entailment scores—for their efficacy
in conformal factuality frameworks within a RAG context.
Our results indicate that the reference model confidence
score offers the highest effectiveness in terms of empirical
factuality and power. However, entailment scores exhibit
greater robustness in maintaining low false positive rates
when challenged with non-exchangeability and deliberately
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Figure 4. Distribution of the scores of each scoring function, including the hallucination claims.
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Figure 5. Empirical factuality of each scoring function when hallucination claims are presented in the test set.
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Figure 6. Power and false positive rate (FPR) of each scoring func-
tion when hallucination claims are presented in the test set.

hallucinated claims, highlighting a trade-off between over-
all performance and robustness to specific types of factual
errors. The choice of scoring function is therefore a critical
design decision, depending on the specific requirements for
factuality and robustness in RAG applications. Future work
could explore hybrid scoring functions that combine the
strengths of different approaches or adaptive methods that
adjust scoring strategies based on the nature of the query or
the generated content.
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A. Prmopts
A.1. Non-reference Model Confidence Score

You a r e an AI a s s i s t a n t t a s k e d wi th a s s i g n i n g a c o n f i d e n c e s c o r e t o a c l a i m based
on i t s f a c t u a l i t y .

I n s t r u c t i o n s :
1 . You a r e g i v e n a que ry and a c l a i m made f o r t h a t que ry .
2 . Ra te t h e f a c t u a l i t y o f t h e c l a i m as a s c o r e ( a f l o a t be tween 0 and 1) , where a

s c o r e o f 0 . 0 means t h a t t h e c l a i m i s f a l s e , and a s c o r e o f 1 . 0 means t h a t
t h e c l a i m i s f a c t u a l .

Ou tpu t R e q u i r e m e n t s :
1 . R e t u r n a s i n g l e ** f l o a t ** between 0 and 1 .
2 . Do ** n o t ** i n c l u d e any e x p l a n a t i o n s , comments , o r a d d i t i o n a l t e x t only t h e

s c o r e .
3 . Box t h e f i n a l s c o r e u s i n g t h e a n g l e b r a c k e t s <>.

Example I n p u t :

Query : T e l l me a p a r a g r a p h b i o g r a p h y a b o u t Donald Trump .
Claim : Donald Trump i s t h e 45 t h \& 47 t h P r e s i d e n t o f t h e Un i t e d S t a t e s .

Example Outpu t :
<1.0>

I n p u t :\ n

A.2. Reference Model Confidence Score

You a r e an AI a s s i s t a n t t a s k e d wi th a s s i g n i n g a c o n f i d e n c e s c o r e t o a c l a i m based
on i t s f a c t u a l i t y .

I n s t r u c t i o n s :
1 . You a r e g i v e n a que ry and a c l a i m made f o r t h a t que ry .
2 . You a r e g i v e n a r e f e r e n c e t e x t f o r t h a t que ry .
3 . Ra te t h e f a c t u a l i t y o f t h e c l a i m as a s c o r e ( a f l o a t be tween 0 and 1) , where a

s c o r e o f 0 . 0 means t h a t t h e c l a i m i s f a l s e o r c o n t r a d i c t s t h e r e f e r e n c e t e x t
, and a s c o r e o f 1 . 0 means t h a t t h e c l a i m i s f a c t u a l and wel l − s u p p o r t e d by
t h e r e f e r e n c e t e x t .

Ou tpu t R e q u i r e m e n t s :
1 . R e t u r n a s i n g l e ** f l o a t ** between 0 and 1 .
2 . Do ** n o t ** i n c l u d e any e x p l a n a t i o n s , comments , o r a d d i t i o n a l t e x t only t h e

s c o r e .
3 . Box t h e f i n a l s c o r e u s i n g t h e a n g l e b r a c k e t s <>.

Example I n p u t :

R e f e r e n c e Text : Jeremy i s a s o f t w a r e e n g i n e e r . He works a t a t e c h company .
Query : T e l l me a p a r a g r a p h b i o g r a p h y a b o u t Jeremy .
Claim : Jeremy i s a s o f t w a r e e n g i n e e r .

Example Outpu t :
<1.0>
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I n p u t :\ n

A.3. Parsing Paragraph into Claims

You a r e an AI a s s i s t a n t t a s k e d wi th b r e a k i n g down i n p u t t e x t i n t o smal l , s e l f −
c o n t a i n e d c l a i m s f o r ea sy human v e r i f i c a t i o n .

I n s t r u c t i o n s :
1 . P a r s e t h e p r o v i d e d t e x t i n t o c o n c i s e , i n d e p e n d e n t , and non − o v e r l a p p i n g

s u b c l a i m s .
2 . Ensure each s u b c l a i m i s :

− As s m a l l and s p e c i f i c a s p o s s i b l e .
− I n d e p e n d e n t and s e l f − c o n t a i n e d ( do n o t use p ronouns o r ambiguous r e f e r e n c e s ;

e x p l i c i t l y ment ion s u b j e c t s ) .
− F a c t u a l l y c o m p l e t e w i t h o u t r e l y i n g on c o n t e x t from o t h e r s u b c l a i m s .

Outpu t R e q u i r e m e n t s :
1 . The r e s u l t must be a VALID and COMPLETE JSON l i s t o f d i c t i o n a r i e s .
2 . Each d i c t i o n a r y must have t h e f o l l o w i n g s t r u c t u r e :

{
” s u b c l a i m ” : ” Subc la im t e x t ”

}

Example I n p u t :

Jeremy i s a s o f t w a r e e n g i n e e r . He works a t a t e c h company .

Example Outpu t :

[
{

” s u b c l a i m ” : ” Jeremy i s a s o f t w a r e e n g i n e e r . ”
} ,
{

” s u b c l a i m ” : ” Jeremy works a t a t e c h company . ”
} ,
. . .

]

JSON Rules :
− Ensure t h e JSON i s STRICTLY VALID :

− Use DOUBLE QUOTES ( ” ” ) f o r a l l keys and s t r i n g v a l u e s .
− DO NOT i n c l u d e t r a i l i n g commas a f t e r t h e LAST i t em i n a r r a y s o r o b j e c t s .
− Ensure ALL d i c t i o n a r i e s a r e e n c l o s e d i n c u r l y b r a c e s {} .
− Ensure t h e JSON l i s t i s ENCLOSED i n s q u a r e b r a c k e t s [ ] .
− CLOSE t h e JSON l i s t p r o p e r l y wi th a c l o s i n g s q u a r e b r a c k e t ] .

− DO NOT i n c l u d e any code b l o c k d e l i m i t e r s ( e . g . , ‘ ‘ ‘ ‘ j s o n ‘ ) .
− DO NOT i n c l u d e any a d d i t i o n a l t e x t , e x p l a n a t i o n s , o r comments i n t h e

o u t p u t return ONLY t h e JSON l i s t .

C r i t i c a l Requ i remen t :
− V a l i d a t e and e n s u r e t h e JSON i s comple te , p r o p e r l y CLOSED, and p a r s e a b l e . The

f i n a l JSON MUST p a s s v a l i d a t i o n w i t h o u t e r r o r s .
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A.4. Ground Truth Labels

You a r e a h e l p f u l AI a s s i s t a n t t a s k e d wi th a n n o t a t i n g a c l a i m made f o r a que ry :

Tasks :
1 . For a g i v e n query , p r o v i d e your f u l l cha in −of − t h o u g h t r e a s o n i n g , showing a l l

s t e p s and c a l c u l a t i o n s needed .
2 . For a g i v e n c la im , d e t e r m i n e i f each c l a i m i s c o r r e c t ( ” True ” ) o r f a l s e ( ”

F a l s e ” ) .
3 . I n c o r p o r a t e t h e p r o v i d e d s o l u t i o n i n t o your r e a s o n i n g and v e r i f y i t s

c o r r e c t n e s s .
4 . At t h e ve ry end of your r e s p o n s e , on a new l i n e , o u t p u t t h e f i n a l answer

wrapped by b r a c k e t s <>. Th i s l i n e must s t a r t w i th t h e marker ” F i n a l Answer : ”
f o l l o w e d i m m e d i a t e l y by t h e answer .

4 . Do n o t i n c l u d e any e x t r a t e x t w i th t h e f i n a l answer , so t h a t i t can be e a s i l y
e x t r a c t e d .

5 . Ensure t h a t t h e cha in −of − t h o u g h t r e a s o n i n g i s c l e a r l y s e p a r a t e d from t h e f i n a l
answer .

6 . I f t h e r e f e r e n c e t e x t c l e a r l y i n d i c a t e s t h e c l a i m i s t r u e o r f a l s e , you can
use t h a t i n f o r m a t i o n t o make your d e c i s i o n .

Example I n p u t :

R e f e r e n c e Text : Tony has 3 c o o k i e s . L i l y has 5 c o o k i e s .
Query : How many c o o k i e s do Tony and L i l y have i n t o t a l ?
Claim : Tony has 3 c o o k i e s .

Example Outpu t :

[ Your d e t a i l e d cha in −of − t h o u g h t r e a s o n i n g . . . ]
F i n a l Answer : <True>

Example I n p u t :
R e f e r e n c e Text : Jeremy was a s o f t w a r e e n g i n e e r . He worked a t a t e c h company . He

was 81 y e a r s o l d when he p a s s e d away .
Query : T e l l me a p a r a g r a p h b i o g r a p h y a b o u t Jeremy .
Claim : Jeremy p a s s e d away a t t h e age o f 8 2 .

Example Outpu t :

[ Your d e t a i l e d cha in −of − t h o u g h t r e a s o n i n g . . . ]
F i n a l Answer : <F a l s e>

I n p u t :\ n

A.5. Generating Hallucination Claims

Suppose you a r e a model t h a t h a l l u c i n a t e s e a s i l y . You a r e g i v e n a r e f e r e n c e t e x t ,
a q u e s t i o n , and a c l a i m t h a t answer s t h e q u e s t i o n based on t h e r e f e r e n c e

t e x t . Your t a s k i s t o modify and h a l l u c i n a t e t h e g i v e n c l a i m based on t h e
r e f e r e n c e t e x t . Th i s means t h a t t h e c l a i m you g e n e r a t e s h o u l d be a f a l s e
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c la im , b u t i t s h o u l d be c o n f u s i n g enough t h a t you would t h i n k i t i s t r u e
g i v e n t h e r e f e r e n c e t e x t and t h e q u e s t i o n . You w i l l a l s o be g i v e n a l i s t o f
m o d i f i e d c l a i m s t h a t do n o t work , i . e . t h e y do n o t c o n f u s e a n o t h e r AI model .
Do n o t r e p e a t t h e s e c l a i m s . You w i l l a l s o be g i v e n a l i s t o f m o d i f i e d c l a i m s
t h a t do work , i . e . t h e y c o n f u s e a n o t h e r AI model . You s h o u l d n o t r e p e a t t h e s e

c l a i m s e i t h e r .

Example I n p u t :
Modi f i ed c l a i m s t h a t do n o t work : [ ]
Modi f i ed c l a i m s t h a t do work : [ ]
R e f e r e n c e : Jim i s a f i c t i o n a l c h a r a c t e r i n t h e TV show The O f f i c e . He works as a

s a l e s m a n a t Dunder M i f f l i n ’ s S c r a n t o n b r a nc h . He i s known f o r h i s p r a n k s on
h i s deskmate Dwight S c h r u t e .

Q u e s t i o n : T e l l me a p a r a g r a p h b i o o f Jim .
Claim : Jim i s t h e deskmate o f Dwight S c h r u t e .

Example Outpu t :
Chain −of − t h o u g h t r e a s o n i n g :
[ Your d e t a i l e d cha in −of − t h o u g h t r e a s o n i n g . . . ]
F i n a l Answer :
{” s u b c l a i m ” : ” Jim i s t h e s u p e r v i s o r o f Dwight S c h r u t e . ” }

Again , make s u r e t h a t t h e c l a i m you g e n e r a t e i s f a l s e , b u t i t s h o u l d be c o n f u s i n g
enough t h a t a n o t h e r AI model would t h i n k i t i s t r u e g i v e n t h e r e f e r e n c e t e x t
and t h e q u e s t i o n . Also , make s u r e t h e f i n a l snwer i s wrapped i n a JSON

o b j e c t w i th t h e key ” s u b c l a i m ” . The f i n a l answer s h o u l d be on a new l i n e and
s t a r t w i th ” F i n a l Answer : ” f o l l o w e d by t h e JSON o b j e c t . Do n o t r e p e a t t h e
c l a i m s t h a t do n o t work o r t h e c l a i m s t h a t do work . Do n o t g e n e r a t e a c l a i m
t h a t i s s i m l i a r o r r e l a t e d t o t h e c l a i m s t h a t do n o t work or t h e c l a i m s t h a t
do work . The c l a i m s h o u l d be a s i n g l e s e n t e n c e .

I n p u t :\ n

A.6. Hallucination Verification

You a r e a h e l p f u l AI a s s i s t a n t t a s k e d wi th d e t e r m i n i n g i f a c l a i m sounds l i k e
some th ing you would say and h a l l u c i n a t e based on t h e p r o v i d e d r e f e r e n c e t e x t
and q u e s t i o n . Wrap your f i n a l answer i n b r a c k e t s <>. I f t h e c l a i m sounds l i k e

some th ing you would say r e t u r n <True >. O the rwise , r e t u r n <F a l s e >.

Example I n p u t :
R e f e r e n c e Text : Jim i s a f i c t i o n a l c h a r a c t e r i n t h e TV show The O f f i c e . He works

as a s a l e s m a n a t Dunder M i f f l i n ’ s S c r a n t o n b r an c h . He i s known f o r h i s p r a n k s
on h i s deskmate Dwight S c h r u t e .

Q u e s t i o n : T e l l me a p a r a g r a p h b i o o f Jim .
Claim : Jim i s t h e s u p e r v i s o r o f Dwight S c h r u t e .

Example Outpu t :
Chain −of − t h o u g h t r e a s o n i n g :
Jim i s a b l e t o p l a y p r a n k s on Dwight . I t seems l i k e Jim can g e t ove r wi th i t .

T h e r e f o r e , i t i s p o s s i b l e t h a t Jim i s t h e s u p e r v i s o r o f Dwight S c h r u t e . I
c o u l d h a l l u c i a n t e t h i s c l a i m based on t h e r e f e r e n c e t e x t and t h e q u e s t i o n .

F i n a l Answer : <True>
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