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ABSTRACT

Deep neural networks obtain remarkable achievements in diverse real-world applications. However, their success relies on the availability of large amounts of labeled data. A trained model may fail to generalize well on a domain whose distribution differs from the training data distribution. Collecting abundant labeled data for all domains of interest are expensive and time-consuming, sometimes even impossible. Domain adaptation sets out to address this problem, aiming to leverage labeled data in the source domain to learn a good predictive model for the target domain whose labels are scarce or unavailable. A mainstream approach is adversarial domain adaptation, which learns domain invariant-features by performing alignment across different distributions. Most domain adaptation methods focus on reducing the divergence between two domains to make the improvement. A prerequisite of domain adaptation is the adaptability, which is measured by the expected error of the ideal joint hypothesis on the source and target domains, should be kept at a small value in the process of domain alignment. However, adversarial learning may degrade the adaptability, since it distorts the original distributions by suppressing the domain-specific information. In this paper, we propose an approach, which focuses on strengthening the model’s adaptability, for domain adaptation. Our proposed dual adversarial training (DAT) method introduces class-invariant features to enhance the discriminability of the latent space without sacrificing the transferability. The class-invariant features, extracted from the source domain, can play a positive role in the classification on the target domain. We demonstrate the effectiveness of our method by yielding state-of-the-art results on several benchmarks.

1 INTRODUCTION

Deep learning has achieved great success in many machine learning tasks, such as image classification (Krizhevsky et al., 2012), speech recognition (Hinton et al., 2012), and natural language processing (Wu & Guo, 2019). These tasks generally assume that there exists sufficient data to train a good predictive model in the domain of interest. Unfortunately, in many real-world cases, it is always difficult to collect sufficient labeled data for each domain of interest. Thus, it is of great importance to explore how to apply knowledge learned from a label-dense domain, referred as the source domain, to a label-scarce domain, referred as the target domain. Even though the source and target domains share the same label space, due to the existence of domain shift, deep neural network based models trained on the source domain are inclined to make spurious predictions on the target domain (Pan & Yang, 2009). In order to mitigate the harmful effects of domain shift, domain adaptation is proposed to learn transferable knowledge between domains such that a model trained on the source domain can simultaneously perform well on the target domain. In this work, we focus on a more challenging setting: unsupervised domain adaptation, where there exists no labeled data in the target domain.

Motivated by the domain adaptation theory (Ben-David et al., 2007, 2010), which suggests that the expected error rate on the target domain is bounded by three elements: the expected error rate on the source domain, the divergence between the two domains, and the adaptability which is quantified as the error rate of the ideal joint hypothesis on both source and target domains. Most domain adaptation methods attempt to deal with domain shift by reducing the divergence between domains (Pan & Yang, 2009). Early unsupervised domain adaptation methods reweighed the source instances
based on their associations to the target domain with regard to the human engineered features (Gong et al., 2013). Recent methods are largely based on deep neural networks, which can automatically extract features from massive data. One possible way is to minimize some measures of domain distance such as maximum mean discrepancy (MMD) (Yan et al., 2017) and correlation distances (Sun & Saenko, 2016). On par with these distance minimizing methods, adversarial domain adaptation introduces adversarial learning (Goodfellow et al., 2014) to impose domain-invariant constraint to the latent space. The learned domain-invariant features are supposed to contain task discriminative information which can be applied to conduct classification. These adversarial domain adaptation methods (Long et al., 2018b; Wu et al., 2020) have yielded remarkable performance gains.

For the domain adaptation methods, an essential prerequisite is the adaptability should remain at a small value in the domain alignment process. When the adaptability is poor, a good domain adaptation model can not be obtained. Since domain alignment will inevitably distort the original feature distributions and enlarge the value of adaptability, adversarial domain adaptation is risky in this regard. In order to address this issue, we propose a novel dual adversarial training (DAT) framework, which introduces class-invariant features in domain adaptation. Considering the importance of domain-invariant features in domain adaptation, it is intuitive to explore the feasibility of applying class-invariant features in domain adaptation. The generation of class-invariant feature can be formulated into a two-player mini-max game which is similar to that of domain-invariant feature. The class-invariant features are supposed to contain domain-specific information. Our proposed DAT utilizes class-invariant features drawn from the source domain to adapt the classifier from the source to the target with guaranteed adaptability. This work aims to provide an alternative for the mainstream domain adaptation methods which focus on reducing the domain divergence. Our method demonstrates that we can improve the generalization ability of the model on the target domain via optimizing the adaptability and the class-invariant features, which contain domain-specific information of the source domain, can benefit the classification on the target domain. The empirical experimental results on four benchmarks show the promise of our approach by yielding state-of-the-art classification results. The contributions of our paper are summarized as follows:

- We propose a dual adversarial training framework, which introduces class-invariant features of the source domain in adversarial domain adaptation to guarantee a good adaptability, for unsupervised domain adaptation.
- The proposed approach demonstrates that we can train a good domain adaptation model by optimizing the generalization error rate of the ideal joint labeling function on the source and target domains. This method can be regarded as an alternative for the mainstream domain adaptation methods which focus on reducing domain divergence.
- We empirically validate the efficacy of our method on four unsupervised domain adaptation benchmarks, our proposed DAT can yield state-of-the-art results.

2 RELATED WORK

The main objective of domain adaptation is to transfer the knowledge learned from a label-abundant source domain to a label-scarce target domain. Unsupervised domain adaptation tackles a more challenging scenario where there is no direct access to the label information of the target domain. Domain adaptation methods based on deep neural networks have achieved impressive success in recent years. Some methods directly minimize domain discrepancy measured by certain metrics, such as: maximum mean discrepancy (MMD) (Yan et al., 2017; Li et al., 2018; Long et al., 2018a) and correlation distances (Sun & Saenko, 2016). The deep domain confusion (DDC) utilized MMD in the last fully-connected layer to learn features containing transferability and discriminability (Gretton et al., 2007). The deep adaptation network (DAN) applied MMD to layers embedded in a reproducing kernel hilbert space, effectively matching higher order statistics of the two distributions (Long et al., 2015). The joint adaptation network (JAN) learned a learner by aligning the joint distributions of multiple domain-specific layers across different domains based on a joint MMD criterion (Long et al., 2017). The deep correlation alignment (CORAL) proposed to match the means and covariances of two distributions (Sun & Saenko, 2016).

Adversarial learning was pioneered by generative adversarial networks (GANs) (Goodfellow et al., 2014), which was first introduced for image generation. It plays a two player mini-max game between a generator and a discriminator. The discriminator aims to distinguish real images from
generated images, while the generator tries to deceive the discriminator. When these two networks reach an equilibrium, the generated images can not be identified by the discriminator. With insights from both the theory (Ben-David et al., 2010) and the adversarial learning (Goodfellow et al., 2014), (Ganin et al., 2016) proposed a domain discriminative neural network (DANN) which can learn domain-invariant features by exploiting adversarial learning between a domain discriminator and a feature extractor. It mapped two distributions into a shared latent space and performed domain alignment. Most recent domain adaptation methods followed this line and enhanced the domain-invariant constraint to the latent space to make the improvement. The adversarial discriminative domain adaptation (ADDA) used asymmetric feature extractors for the two domains to conduct the alignment (Tzeng et al., 2017). The multi-adversarial domain adaptation (MADA) captured multi-mode structures by re-weighting features with category predictions (Pei et al., 2018). The generate-to-adapt method (GTA) generated source-like images using source features and target-like images using target features to train the method which can minimize the distance between the generated image distributions (Sankaranarayanan et al., 2018). The cycle-consistent adversarial domain adaptation (CyCADA) implemented domain adaptation at both pixel-level and feature-level by using cycle-consistent adversarial training (Hoffman et al., 2018). The conditional adversarial domain adaptation (CDAN) conditioned the domain discriminator on discriminative information by multiplicative interactions between feature representations and predictions (Long et al., 2018).

Different from the above methods, our proposed DAT approach extracts class-invariant features from the source domain by playing a two-player mini-max game between a feature extractor and a multinomial task discriminator, and uses the class-invariant features to optimize the adaptability during the domain alignment to improve the system performance. In conventional adversarial domain adaptation, class-invariant features, which contain domain-specific information, are regarded as noises such that they are often ignored in domain adaptation since they can deteriorate the domain-invariance of the learned features. The domain separation network (DSN) introduced domain-specific spaces for both source and target domains and demonstrated that domain-specific information can only be beneficial to its own domain (Bousmalis et al., 2016). The usage of domain-specific information of DSN in domain adaptation is limited. Our method demonstrates that the source domain-specific information can be applied in classification on the target domain and improve the accuracy. Our method aims to boost the system performance via optimizing the adaptability instead of further reducing the domain discrepancy.

3 Method

In this work, we consider unsupervised domain adaptation in the following setting. There exists abundant labeled instances in the source domain, \( D^s = \{(x^s_i, y^s_i)\}_{i=1}^{n_s} \) with \( x^s_i \in \mathcal{X} \) and \( y^s_i \in \mathcal{Y} \), and a set of unlabeled instances in the target domain, \( D^t = \{x^t_i\}_{i=1}^{n_t} \) with \( x^t_i \in \mathcal{X} \). The data in the two domains are drawn from different distributions \( \mathcal{S} \) and \( \mathcal{T} \), but share the same label space. The main objective is to learn a prediction model \( \hat{h} : \mathcal{X} \rightarrow \mathcal{Y} \) that has a good capacity of generalizing on both source and target domains.

3.1 Adversarial Domain Adaptation

The key idea of adversarial domain adaptation is to learn domain-invariant features that can be generalized across domains. Starting from the domain adversarial neural network (DANN) (Ganin et al., 2016), adversarial domain adaptation methods have deployed the adversarial learning strategy to learn feature representations to bridge the domain divergence. Considering DANN as an example, the base network is composed of three components: a feature extractor \( F \), a task-specific classifier \( C \) and a binary domain discriminator \( D \). The feature extractor \( F : \mathcal{X} \rightarrow \mathbb{R}^m \) can map any input instance \( x \in \mathcal{X} \) from the input space \( \mathcal{X} \) into a learned representation space \( F(x) \in \mathbb{R}^m \). The task-specific classifier \( C : \mathbb{R}^m \rightarrow \mathcal{Y} \) can transform a feature vector in the latent space to the label space \( \mathcal{Y} \). The domain discriminator \( D : \mathbb{R}^m \rightarrow [0, 1] \) separates the source features (with domain index 0) from the target ones (with domain index 1) in the latent space. The adversarial learning is formulated as a two-player mini-max game between the feature extractor \( F \) and the domain discriminator \( D \): the domain discriminator aims to distinguish features between the source and target domains, while the feature extractor tries to confuse the domain discriminator. The intuition is that if a strong
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Figure 1: The architecture of the proposed dual adversarial training (DAT) method. Our DAT consists of five components: the domain-related feature extractor $F_d$ is used to capture class-invariant features, the class-related feature extractor $F_s$ aims to learn domain-invariant features, the multinomial task discriminator $D_t$ identifies the label of the input feature, the binary domain discriminator $D_d$ differentiates between the source features and the target features, and the classifier $C$ is used to conduct the classification. $\mathcal{L}_c(F_d, F_s, C)$ is the cross-entropy loss, $\mathcal{L}_d(F_s, D_d)$ and $\mathcal{L}_d'(F_d, D_t)$ are adversarial losses that guide the domain-invariant feature generation and the class-invariant feature generation, respectively.

domain discriminator can not identify the origin of the feature, the learned features can be regarded as domain-invariant. Formally, DANN can be formulated as:

$$\min_{F, C} \max_D \mathcal{L}_c(F, C) + \lambda_d \mathcal{L}_d(F, D) \tag{1}$$

$$\mathcal{L}_c(F, C) = \mathbb{E}_{(x^s, y^s) \sim S} \ell(C(F(x^s)), y^s) \tag{2}$$

$$\mathcal{L}_d(F, D) = \mathbb{E}_{x^s \sim S} \log[D(F(x^s))] + \mathbb{E}_{x^t \sim T} \log[1 - D(F(x^t))] \tag{3}$$

Where $\ell(\cdot, \cdot)$ is the canonical cross-entropy loss, and $\lambda_d$ is a trade-off hyperparameter.

3.2 Class-invariant Feature

In adversarial domain adaptation, the domain-invariant features, which capture the task discriminative information, play an important role. It is natural to raise the following questions: (a) How to extract class-invariant features. (b) Whether it is possible to apply class-invariant features in domain adaptation. In unsupervised domain adaptation, at training time, we have an access to a set of training instances $\{x_1, x_2, ..., x_N\}$ from both the source and target domains. We denote with $d_i$ the binary variable (domain label) for each instance, which indicates whether $x_i$ comes from the source domain ($d_i = 0$) or from the target domain ($d_i = 1$). These instances and their domain labels can be used to obtain domain-invariant features via adversarial learning. By replacing the binary domain discriminator $D$ with a multinomial task discriminator $D_t$, we can use adversarial learning to obtain class-invariant features by processing the instances and their corresponding labels. Since we have no access to the label information of the target data, the class-invariant features can only be learned from the source domain, which can be encoded as follows:

$$\min_F \max_{D_t} \mathcal{L}_d^c(F, D_t) = \mathbb{E}_{(x^s, y^s) \sim S} \ell(D_t(F(x^s)), y^s) \tag{4}$$

Considering that the class-invariant features contain domain-specific information, which has been demonstrated to be only beneficial to its own domain (Bousmalis et al., 2016). It is challenging to apply the source class-invariant features in classification on the target data.
Assume an image is composed of two types of information: (1) task discriminative information, which carries the class-specific information of the image; (2) domain discriminative information, which corresponds to the context information of the image. These two types of information are supposed to represent each individual characteristic of an image. For a source instance and a target instance that share the same label, we can obtain their domain-invariant features and class-invariant features. If these features contain no noise, which means that the domain-invariant features contain no domain-related information and the class-invariant features carry no task-related information. When we combine the class-invariant features of the source instance and the domain-invariant features of the target instance, the combination is expected to contain all the essential information of the source instance. In other words, the combination of the class-invariant features of the source instance and the domain-invariant features of the target instance should represent identical characteristics of the combination of the class-invariant features and domain-invariant features of the source instance. If we feed the combination of the class-invariant features of the source instance and the domain-invariant features of the target instance to a classifier which is trained on the source domain, it is supposed to yield the accurate prediction. Therefore, it is possible to apply source class-invariant features for domain adaptation.

### 3.3 Dual Adversarial Training

In this work, we propose a dual adversarial training (DAT) framework for unsupervised domain adaptation. As illustrated in Figure 1, our model consists of five components: a domain-related feature extractor $F_d$, a multinomial task discriminator $D_t$, a class-related feature extractor $F_s$, a binary domain discriminator $D_d$, and a classifier $C$. The domain-related feature extractor $F_d$ learns to capture the class-invariant features, while the class-related feature extractor $F_s$ learns to capture domain-invariant features. There exists two two-player mini-max games in our approach. The first one is played between $F_d$ and $D_t$, aiming to learn class-invariant features. The second one is played between $F_s$ and $D_d$, aiming to learn domain-invariant features. The input data from the source domain should be involved in both games while the target data only participates in the second one. Since we need to use the combination of a class-invariant feature and a domain-invariant feature to conduct classification, we redefine the classification loss as:

$$
L_c(F_d, F_s, C) = \mathbb{E}_{(x^*,y^*) \sim \mathcal{S}} \ell(C([F_d(x^*), F_s(x^*)]), y^*)
$$

Where $[\cdot, \cdot]$ indicates the concatenation of two vectors. Formally, our proposed DAT can be formulated as:

$$
\min_{F_d, F_s, C} \max_{D_t, D_d} L_c(F_d, F_s, C) + \lambda_d L_d(F_s, D_d) + \lambda_c L'_d(F_d, D_t)
$$

Where $\lambda_d$ and $\lambda_c$ are hyperparameters that trade-off different loss functions.
3.4 Training Procedure

The training algorithm of DAT, which uses mini-batch stochastic gradient descent, is presented in Algorithm 1. In each iteration, the source and target samples are fed into the model to generate class-invariant features and domain-invariant features for the consequent classification. \( \lambda_d \) and \( \lambda_c \) are hyperparameters that balance different losses. When evaluating on the target domain, we need to use some source data to provide class-invariant features for classification. In our experiments, we draw samples from the source training set to provide domain-specific information when evaluating. The evaluating procedure is illustrated in Figure 2.

**Algorithm 1** Stochastic gradient descent training algorithm of DAT

1: **Input:** Source domain: \( D^s \), target domain: \( D^t \) and batch size: \( N \).
2: **Output:** Configurations of DAT
3: **Initialize** \( \lambda_d \) and \( \lambda_c \).
4: **for** number of training iterations **do**
5: \((x^s, y^s) \leftarrow \text{RANDOMSAMPLE}(D^s, N)\)
6: \((x^t) \leftarrow \text{RANDOMSAMPLE}(D^t, N)\)
7: Calculate \( l_D = \lambda_d L_d(F_s, D_d) + \lambda_c L_c^*(F_d, D_t); \)
   **Update** \( D_d \) and \( D_t \) by ascending along gradients \( \nabla l_D \).
8: Calculate \( \text{loss} = L_c(F_s, F_s, C) + \lambda_d L_d(F_s, D_d) + \lambda_c L_c^*(F_d, D_t); \)
   **Update** \( F_s, F_d \) and \( C \) by descending along gradients \( \nabla \text{loss} \).
9: **end for**

3.5 Theory Understanding

Most domain adaptation methods are motivated by the theory (Ben-David et al., 2010).

**Theorem 1.** (Ben-David et al., 2010) Let \( \mathcal{H} \) be the hypothesis space, given two domains \( S \) and \( T \), for any \( h \in \mathcal{H} \), we have

\[
\epsilon_T(h) \leq \epsilon_S(h) + \frac{1}{2} d_{\mathcal{H}}(S, T) + \lambda
\]  

(7)

where \( \epsilon_T(h) \) is the expected error on the target domain, \( \epsilon_S(h) \) is the expected error on the source domain, \( d_{\mathcal{H}}(S, T) \) is the \( \mathcal{H} \)-distance between \( S \) and \( T \), which can be defined as:

\[
d_{\mathcal{H}}(S, T) = 2 \sup_{h, h' \in \mathcal{H}} |E_{x \sim S}[h(x) \neq h'(x)] - E_{x \sim T}[h(x) \neq h'(x)]|
\]  

(8)

and \( \lambda \) is the adaptability which is measured by the error of the ideal joint hypothesis \( h^* \), defined as \( h^* = \arg\min_{h \in \mathcal{H}} \epsilon_S(h) + \epsilon_T(h) \), on the source and target domains, such that

\[
\lambda = \epsilon_S(h^*) + \epsilon_T(h^*)
\]  

(9)

The \( \mathcal{H} \)-distance measures the divergence between the source and target feature distributions. In typical adversarial domain adaptation, methods focus on minimizing the \( \mathcal{H} \)-distance to enhance domain-invariance of the latent space, while the classifier is simultaneously trained on the source labeled data to reduce the source error. In most cases, the adaptability \( \lambda \) is treated as a constant, which is expected to remain at a small value to guarantee the feasibility of domain adaptation. However, (Liu et al., 2019) demonstrated that in the process of domain alignment, diminishing domain-specific information will inevitably breaks the class discriminative structures of the original representations, which will lead to a poor \( \lambda \). In this paper, we introduce class-invariant features to complement domain-invariant features by providing domain-specific information. Our proposed method focuses on optimizing adaptability to implement domain adaptation and can be regarded as an alternative for the mainstream domain adaptation approaches which focus on minimizing the \( \mathcal{H} \)-distance.

4 Experiments

In this section, we evaluate our proposed DAT framework on four unsupervised domain adaptation benchmarks: Office-31, ImageCLEF-DA, VisDA-2017 and Digits.
DSLR (D) with 498 images. We conduct evaluation on all 6 tasks: A, D, A, D, W, A.

Office-31 (Saenko et al., 2010) is a standard domain adaptation dataset. It contains images among 31 classes from 3 domains: Amazon (A) with 2817 images, Webcam (W) with 795 images and Office-31. We evaluate all methods on 6 tasks: I, I, P, P, I, I.

ImageCLEF-DA is a benchmark for ImageCLEF 2014 domain adaptation challenges. It is organized by selecting 12 common classes shared by three domains: Caltech-256 (C), ImageNet ILSVRC 2012 (I), and Pascal VOC 2012 (P). Each domain contains 600 images and 50 images for each class. We evaluate all methods on 6 tasks: I→P, P→I, I→C, C→I, C→P and P→C.

Visda-2017 (Peng et al., 2017) is a large simulation-to-real dataset with two domains. The source domain is termed as Synthetic which contains images obtained by rendering 3D models of the same object classes as in the real data from different angles and under different lighting conditions. The target domain is termed as Real which comprises natural images. We evaluate our methods on the task: Synthetic→Real.

Digits. We investigate three digits datasets: MNIST, USPS and Street View House Numbers (SVHN). Each dataset contains digit images of 10 classes (0-9). We adopt the experimental settings of CyCADA (Hoffman et al., 2018) with three tasks: MNIST to USPS (M→U), USPS to MNIST (U→M) and SVHN to MNIST (S→M).

4.1 Dataset

Office-31 (Saenko et al., 2010) is a standard domain adaptation dataset. It contains images among 31 classes from 3 domains: Amazon (A) with 2817 images, Webcam (W) with 795 images and DSLR (D) with 498 images. We conduct evaluation on all 6 tasks: A→W, D→W, W→D, A→D, D→A and W→A.

ImageCLEF-DA is a benchmark for ImageCLEF 2014 domain adaptation challenges. It is organized by selecting 12 common classes shared by three domains: Caltech-256 (C), ImageNet ILSVRC 2012 (I), and Pascal VOC 2012 (P). Each domain contains 600 images and 50 images for each class. We evaluate all methods on 6 tasks: I→P, P→I, I→C, C→I, C→P and P→C.

Visda-2017 (Peng et al., 2017) is a large simulation-to-real dataset with two domains. The source domain is termed as Synthetic which contains images obtained by rendering 3D models of the same object classes as in the real data from different angles and under different lighting conditions. The target domain is termed as Real which comprises natural images. We evaluate our methods on the task: Synthetic→Real.

4.2 Comparison Methods

We compare our proposed DAT method with a number of state-of-the-art methods. Deep adaptation network (DAN) (Long et al., 2015), domain adversarial neural network (DANN) (Ganin et al., 2016), joint adaptation network (JAN) (Long et al., 2017), generate-to-adapt (GTA) (Sankaranarayanan et al., 2018), multi-adversarial domain adaptation (MADA) (Pei et al., 2018), conditional domain adaptation network (CDAN) (Long et al., 2018b), adversarial discriminative domain adaptation (ADDA) (Tzeng et al., 2017) and cycle-consistent adversarial domain adaptation (CyCADA) (Hoffman et al., 2018).

4.3 Implementation Details

The standard evaluation protocols (Long et al., 2018b; Hoffman et al., 2018) for unsupervised domain adaptation are followed in our experiments. We use all labeled source samples and unlabeled target samples and compare the average classification accuracy based on three random experiments. No data augmentation is used in any of the experiments to allow a fair comparison. For Office-31 and ImageCLEF-DA datasets, we use ResNet-50 (He et al., 2016) pre-trained on ImageNet (Krizhevsky et al., 2012) as the backbone. For Visda-2017 dataset, we use ResNet-101 (He et al., 2016) pre-trained on ImageNet (Krizhevsky et al., 2012) as the backbone. For digits datasets, we adopt a modified version of Lenet architecture as the base network, and train models from scratch. For each backbone network, we use all its layers up to the second last one as the class-related feature extractor $F_s$. The domain-related feature extractor $F_d$ adopts the same architecture as $F_s$. The classifier $C$ uses a single fully-connected layer whose input dimension should be the sum of the output dimensions of $F_s$ and $F_d$. For binary domain discriminator $D_d$, we use the same architecture as DANN.
The results on Office-31 are reported in Table 1. Our proposed DAT method can outperform other comparison methods, and outperform the baseline of ResNet-101 by a great margin. For more experiments and the analysis of classification accuracy among all comparison methods, we select \( \lambda_p = 0.01 \), \( \theta = 10 \), \( \beta = 0.75 \), which are optimized to promote convergence and low errors on the source domain. \( \lambda_d \) is progressively changed from 0 to 1 by multiplying to \( \frac{1 - \exp(-\delta p)}{1 + \exp(-\delta p)} \), where \( \delta = 10 \). For all experiments, we select \( \lambda_c \) in the range \( \{0.0001, 0.001, 0.01, 0.1, 1.0\} \) via tuning on the unlabeled target data.

4.4 Results

The results on Office-31 are reported in Table 1. Our proposed DAT method can outperform other comparison methods on three out of six tasks: \( D \rightarrow W \), \( W \rightarrow D \) and \( A \rightarrow D \). Moreover, our method can achieve the best average classification accuracy on this dataset. For the benchmark ImageCLEF-DA, the results are shown in Table 2. The proposed DAT method achieves the best average performance among all comparison methods, and outperform the baseline of ResNet-101 by a great margin. For more experiments and the analysis of classification accuracy, please see the Appendix.

5 Conclusion

In this work, we propose a novel dual adversarial training (DAT) framework for unsupervised domain adaptation. The DAT method introduces class-invariant features to adversarial domain adaptation for optimizing the adaptability to improve the system performance. This approach provides an alternative for the mainstream domain adaptation methods which focus on minimizing the divergence between the source and target domains. We demonstrate that the class-invariant features learned from the source domain can be beneficial for the classification on the target domain. The proposed method can yield state-of-the-art results on four unsupervised domain adaptation benchmarks, which illustrates the promise of our method.
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A EXPERIMENTS

We also conduct experiments on the domain adaptation benchmark: Office-Home.

Office-Home \cite{Venkateswara2017} is a more complicated dataset than Office-31, which consists of around 15500 images from 65 classes in office and home settings. There exists 4 domains in this dataset: Artistic Images (Ar), Clip Art (Cl), Product Images (Pr) and Real-World Images (Rw).

From Table 4, it can be noted that our proposed DAT method can yield the second best results. The improvement induced by DAT on Office-Home dataset is less than that on the other four benchmarks. An interpretation is that since Office-Home is with more classes compared with other benchmarks and difficult in each domain with much lower in-domain classification accuracy \cite{Venkateswara2017}, it’s possible that the learned class-invariant features are contaminated by the task-related information in the presence of large number of classes. In summary, the proposed DAT approach works reasonably well on five domain adaptation benchmarks, highlighting the power of class-invariant feature in classification on both source and target domains.
Table 4: Accuracy (%) on Office-Home.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ar→Cl</th>
<th>Ar→Pr</th>
<th>Ar→Rw</th>
<th>Cl→Ar</th>
<th>Cl→Pr</th>
<th>Cl→Rw</th>
<th>Pr→Ar</th>
<th>Pr→Cl</th>
<th>Pr→Rw</th>
<th>Rw→Ar</th>
<th>Rw→Cl</th>
<th>Rw→Pr</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50 (He et al., 2016)</td>
<td>34.9</td>
<td>50.0</td>
<td>58.0</td>
<td>34.7</td>
<td>41.9</td>
<td>46.2</td>
<td>38.5</td>
<td>31.2</td>
<td>60.4</td>
<td>53.9</td>
<td>41.2</td>
<td>59.9</td>
<td>46.1</td>
</tr>
<tr>
<td>DANN (Ganin &amp; Lempitsky, 2015)</td>
<td>43.6</td>
<td>57.0</td>
<td>67.9</td>
<td>45.8</td>
<td>56.5</td>
<td>60.4</td>
<td>44.0</td>
<td>43.6</td>
<td>67.7</td>
<td>63.1</td>
<td>51.5</td>
<td>74.2</td>
<td>56.3</td>
</tr>
<tr>
<td>JAN (Templ et al., 2018)</td>
<td>45.6</td>
<td>59.3</td>
<td>70.1</td>
<td>47.0</td>
<td>58.5</td>
<td>60.9</td>
<td>46.1</td>
<td>43.7</td>
<td>68.5</td>
<td>63.2</td>
<td>51.8</td>
<td>76.8</td>
<td>57.6</td>
</tr>
<tr>
<td>DAT (Proposed)</td>
<td>49.0</td>
<td>69.3</td>
<td>74.5</td>
<td>54.4</td>
<td>66.0</td>
<td>68.4</td>
<td>55.6</td>
<td>48.3</td>
<td>75.9</td>
<td>68.4</td>
<td>53.4</td>
<td>80.7</td>
<td>63.8</td>
</tr>
</tbody>
</table>

Figure 3: Analysis of adaptability, domain divergence and parameter sensitivity.

B ANALYSIS

B.1 ADAPTABILITY

In this study, we investigate how the class-invariant feature influences the adaptability \( \lambda \), which is measured by the expected error of the ideal joint hypothesis on both source and target domains. In order to compute \( \lambda \), we train a multi-layer perceptron (MLP) classifier over the feature representations learned by DANN (Ganin & Lempitsky, 2015) and DAT on VisDA-2017. The MLP classifier is trained on all labeled data from both source and target domains. It should be noted that the target labels are only used for this analysis. When training the MLP classifier, the feature extractors in DANN and DAT should be fixed. The error of the ideal joint hypothesis on the source domain, the target domain, and their sum \( \lambda \) are shown in Figure 3(a). As expected, DAT has a lower \( \lambda \) than DANN, which suggests that the introduction of class-invariant feature in adversarial domain adaptation can effectively reduce the adaptability.

B.2 DISTRIBUTION DISCREPANCY

As shown in the domain adaptation theory (Ben-David et al., 2010), the domain discrepancy \( d_{H\Delta H} \) and adaptability \( \lambda \) are two important factors that bound the generalization error on the target domain. The A-distance (Ben-David et al., 2010) is a measure of domain discrepancy, defined as \( d_A = 2(1 - 2\epsilon) \), where \( \epsilon \) is the error rate of the domain discriminator trained to differ source features from target features. In this study, we investigate the A-distance of ResNet-50 (He et al., 2016), DANN (Ganin & Lempitsky, 2015) and DAT on two tasks of Office-31 dataset: A→W and D→W. The results are shown in Figure 3(b). It can be noted that the adversarial domain adaptation can effectively reduce the domain divergence. The A-distance with features of DAT is similar to that of DANN, this combined with the experimental results, reveals that our DAT approach focuses on optimizing the adaptability to improve the system performance.

B.3 PARAMETER SENSITIVITY ANALYSIS

In this section, we discuss the sensitivity of our approach to the values of the hyperparameters \( \lambda_c \). We evaluate the influence of \( \lambda_c \) on the Digits dataset, especially, the U→M task. \( \lambda_c \) is explored in the range \{0.0001, 0.001, 0.01, 0.1, 1.0\}. The results are shown in Figure 3(c). From Figure 3(c), we can see that the selection of \( \lambda_c \) has an influence for the classification accuracy. With the increase of \( \lambda_c \), the accuracy increases dramatically and reaches its best at \( \lambda_c = 1 \). This illustrates that a properly selected \( \lambda_c \) can effectively boost the classification accuracy of the model.