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Abstract

Consider a hiring process with candidates coming from different universities. It is
easy to order candidates with the same background, yet it can be challenging to
compare them otherwise. The latter case requires additional costly assessments,
leading to a potentially high total cost for the hiring organization. Given an assigned
budget, what would be an optimal strategy to select the most qualified candidate?
We model the above problem as a multicolor secretary problem, allowing compar-
isons between candidates from distinct groups at a fixed cost. Our study explores
how the allocated budget enhances the success probability in such settings.

1 Introduction

Online selection is among the most fundamental problems in decision-making under uncertainty,
Multiple problems within this framework can be modeled as variants of the secretary problem
[Dynkin, 1963, Chow et al., 1971], where the decision-maker has to identify the best candidate among
a pool of totally ordered candidates, observed sequentially in a uniformly random order. When a
new candidate is observed, the decision maker can either select them and halt the process or reject
them irrevocably. The optimal strategy is well known and consists of skipping the first 1/e fraction
of the candidates and then selecting the first candidate that is better than all previously observed ones.
This strategy yields a probability 1/e of selecting the best candidate. A large body of literature is
dedicated to the secretary problem and its variants, we refer the interested reader to [Chow et al.,
1971, Lindley, 1961] for a historical overview of this theoretical problem.

In practice, as pointed out by several social studies, the selection processes often do not reflect the
actual relative ranks of the candidates and might be biased with respect to some socioeconomic
attributes [Salem et al., 2022, Raghavan et al., 2020]. To tackle this issue, several works have explored
variants of the secretary problem with noisy or biased observations [Salem and Gupta, 2019, Freij and
Wästlund, 2010]. In particular, Correa et al. [2021a] studied the multi-color secretary problem, where
each candidate belongs to one of K distinct groups, and only candidates of the same group can be
compared. This corresponds for example to the case of graduate candidates from different universities,
where the within-group orders are freely observable and can be trusted using a metric such as GPA,
but inter-group order cannot be obtained by the same metric. This model, however, is too pessimistic,
as it overlooks the possibility of obtaining inter-group orders at some cost, through testing and
examination. Taking this into account, we study the multicolor secretary problem with a budget for
comparisons, where comparing candidates from the same group is free, and comparing candidates
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from different groups has a fixed cost of 1. We assume that the decision-maker is allowed at most
B comparisons. This budget B represents the amount of time/money that the hiring organization
is willing to invest to understand the candidate’s “true” performance. As in the classical secretary
problem, an algorithm is said to have succeeded if the selected candidate is the best overall, otherwise,
it has failed. The objective is to design algorithms that maximize the probability of success.

1.1 Contributions

The paper studies an extension of the multi-color secretary problem [Correa et al., 2021a], where
comparing candidates from different groups is possible at a cost. This makes the setting more realistic
and paves the way for more practical applications, but also introduces new analytical challenges.

In Section 2, we describe a general class of Dynamic-Threshold (DT) algorithms, defined by distinct
acceptance thresholds for each group, that can change over time depending on the available budget.
First, we examine a particular case where all thresholds are equal, which can be viewed as an
extension of the classical 1/e-strategy. However, the analysis is intricate due to additional factors
such as group memberships, comparison history, and the available budget. By carefully controlling
these parameters, we compute the asymptotic success probability of the algorithm, demonstrating its
extremely rapid convergence to the upper bound of 1/e when the budget increases, hence constituting
a first efficient solution to the problem.

Subsequently, our focus shifts to the case of two groups, where we explore another particular case of
DT algorithms: static double threshold algorithms. These involve different acceptance thresholds
for each group, that depend on the groups’ proportions and the initial budget, but do not vary during
the execution of the algorithm. We prove a recursive formula for computing the resulting success
probability, and we exploit it to establish a closed-form lower bound and compute explicit thresholds.

In the two-group scenario, we also derive the optimal algorithm among those that do not utilize the
history of comparisons, which we refer to as memory-less. We present an efficient implementation
of this algorithm and demonstrate, via numerical simulations, that it belongs to the class of DT
algorithms when the number of candidates is large. Leveraging this insight, we numerically compute
optimal thresholds for the two-group case.

1.2 Related work

The secretary problem The secretary problem was introduced by Dynkin [1963], who proposed
the 1/e-threshold algorithm, having a success probability of 1/e, which is the best possible. Since
then, the problem has undergone extensive study and found numerous applications, including in
finance [Hlynka and Sheahan, 1988], mechanism design [Kleinberg, 2005, Hajiaghayi et al., 2007],
Nested Rollout Policy Adaptation (NRPA) [Dang et al., 2023], active learning [Fujii and Kashima,
2016], and the design of interactive algorithms [Sabato and Hess, 2016, 2018]. Moreover, the
secretary problem has multiple variants [Karlin and Lei, 2015, Bei and Zhang, 2022, Assadi et al.,
2019, Keller and Geißer, 2015], and has inspired other works, for instance, related to matching
[Goyal, 2022, Dickerson et al., 2019] or ranking [Jiang et al., 2021]. A closely related problem is the
prophet inequality [Krengel and Sucheston, 1977, Samuel-Cahn, 1984], where the decision-maker
sequentially observes values sampled from known distributions, and its reward is the value of the
selected item, in opposite the secretary problem where the reward is binary: 1 if the selected value
is the maximum and 0 otherwise. Prophet inequalities also have many applications [Kleinberg and
Weinberg, 2012, Chawla et al., 2010, Feldman et al., 2014] and have been explored in multiple
variants [Kennedy, 1987, Azar et al., 2018, Bubna and Chiplunkar, 2023, Benomar et al., 2024].

Different information settings In some practical scenarios, the secretary problem may present a
pessimistic model. Therefore, variants with additional information have been studied. For example,
Gilbert and Mosteller [2006] explored a scenario where candidates’ values are independently drawn
from a known distribution. Other studies have examined potential improvements with other types of
information, such as samples [Correa et al., 2021b] or machine-learned advice [Antoniadis et al., 2020,
Dütting et al., 2021, Benomar and Perchet, 2023]. Conversely, some works more closely aligned
with ours have investigated more constrained settings. Notably, Correa et al. [2021a] introduced the
multi-color secretary problem, where totally ordered candidates belong to different groups, and only
the partial order within each group, consistent with the total order, can be accessed. Under fairness
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constraints, they designed an asymptotically optimal strategy for selecting the best candidate. Other
settings with only partial information have been studied as well. For example, Monahan [1980, 1982]
addressed the optimal stopping of a target process when only a related process is observed, and they
designed mechanisms for acquiring information from the target process. However, these works do
not assume a fixed budget and instead consider a penalized version of the problem.

Online algorithms with limited advice This paper also relates to other works on online algorithms,
where the decision-maker is allowed to query a limited number of hints during execution. The
objective of these analyses is to measure how the performance improves with the number of permitted
hints. Such settings have been studied, for example, in online linear optimization [Bhaskara et al.,
2021], caching, [Im et al., 2022], paging [Antoniadis et al., 2023], scheduling [Benomar and Perchet],
metrical task systems [Sadek and Elias, 2024], clustering [Silwal et al., 2023], and sorting [Bai and
Coester, 2024, Benomar and Coester, 2024]. Another related paper by Drygala et al. [2023] studies a
penalized version of the Bahncard problem with costly hints.

2 Formal problem

We consider a strictly totally ordered set of cardinal N , whose elements will be called candidates. We
assume that these candidates are observed in a uniformly random arrival order (x1, . . . xN ), and that
they are partitioned into K groups G1, . . . , Gk. For all t ∈ [N ], we denote by gt ∈ [K] the group of
xt, i.e. xt ∈ Ggt , and we assume that {gt}t∈[N ] are mutually independent random variables

P(gt = k) = λk, ∀t ∈ [N ],∀k ∈ [K] ,

where λk > 0 for all k ∈ [K] and
∑K

k=1 λk = 1.

We assume that comparing candidates of the same group is free, while comparing two candidates of
different groups is costly. To address the latter case, we consider that a budget B ≥ 0 is given for
comparisons and we propose two models: the algorithm can pay a cost of 1 in order to:

1. compare a two already observed candidates xt and xs belonging to different group,
2. determine if the current candidate is the best candidate seen so far among all the groups.

For simplicity, we focus on the second model. However, we explain during the paper how our
algorithms adapt to the first model and the cost they incur.

When a new candidate arrives, the algorithm can choose to select them, halting the process, or it
can choose to skip them, moving on to the next one—hoping to find a better candidate in the future.
Once a candidate has been rejected, they cannot be recalled—the decisions are irreversible. Given the
total number of candidates N , the probabilities (λk)k∈[K] characterizing the group membership, and
a budget B, the goal is to derive an algorithm that maximizes the probability of selecting the best
overall candidate. We refer to the problem as the (K,B)-secretary problem

2.1 Additional notation

For all t < s ∈ [N ], we denote by xt:s := {xt, . . . , xs}, and for all k ∈ [K] we denote by Gk
t:s the

set of candidates of group Gk observed between steps t and s,

Gk
t:s := {xr : t ≤ r ≤ s and gr = k} = xs:t ∩Gk .

If t = 1, then we lighten the notation Gk
s := Gk

1:s. Let A be any algorithm for the (K,B)-secretary
problem, we define its stopping time τ(A) as the step t when it decides to return the observed
candidate. We will often drop the explicit dependency on A and write τ when no ambiguity is
involved. We will say that A succeeded if the selected candidate xτ is the best among all the
candidates {x1, . . . , xN}. Let us also define, for any step t ≥ 1, the random variables

rt =

t∑
t′=1

1(xt ≤ xt′ , gt = gt′) and Rt =

t∑
t′=1

1(xt ≤ xt′) . (1)

Both random variables have natural interpretations: given a candidate at time t, rt is its in-group rank
up to time t, while Rt is its overall rank up to time t. Note that the actual values of xt do not play a
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role in the secretary problem and we can restrict ourselves to the observations rt, gt, Rt. While the
first two random variables are always available at the beginning of round t, the third one can be only
acquired utilizing the available budget. At each step t ∈ [N ], the decision-maker observes rt, gt and
can perform one of the following three actions:

1. skip: reject xt and move to the next one;
2. stop: select xt;
3. compare: if the comparison budget is not exhausted, use a comparison to determine if

(Rt = 1)—compare the candidate xt to the best already seen candidates in the other groups;

Furthermore, if a comparison has been used at time t, the algorithm has to perform stop or skip
afterward. We denote respectively by at,1 and at,2 the first and second action made by the algorithm
at step t. Let us also define g∗t the group to which the best candidate observed until step t belongs,

g∗t = argmax
k∈[K]

{maxGk
t } ∀t ∈ [N ] ,

and Bt as the budget available for A at step t

B1 = B and Bt = Bt−1 − 1(at,1 = compare) ∀t ∈ [N ] .

In the presence of a non-zero budget, the first time when A decides to make a comparison will be a
key parameter in our analysis of the success probability. We denote it by ρ1(A),

ρ1(A) = min{t ∈ [N ] : at,1 = compare} .
As with the stopping time, when there is no ambiguity about A, we simply write ρ1.
Remark 2.1. Although we formalized the problem using the variables rt and Rt, the only information
needed at any step t is 1(rt = 1) and 1(Rt = 1), i.e we only need to know if the candidate is the
best seen so far, in its own group and overall. In practice, 1(rt = 1) can be observed by comparing
xt to the best candidate up to t− 1 belonging to Ggt , and if this is the case then 1(Rt = 1) can be
observed by comparing xt to the best candidate in the other group.

3 Dynamic threshold algorithm for K groups

In this section, we introduce a general family of Dynamic-threshold (DT) algorithms. A DT algorithm
for the (K,B)-secretary problem is defined by a finite doubly-indexed sequence (αk,b)k∈[K],b≤B

of real numbers in [0, 1], which determines the acceptance thresholds based on the group of the
observed candidate and the available budget. During a run of the algorithm, the thresholds used for
each group dynamically change depending on the evolution of the available budget. We denote this
algorithm by AB

(
(αk,b)k∈[K],b≤B

)
.

Upon the arrival of a new candidate xt, the algorithm observes its group gt = k ∈ [K] and its
in-group rank rt, and has an available budget of Bt = b ≥ 0. If t/N < αk,b or rt = 0, the candidate
is immediately rejected. Otherwise, if t/N ≥ αk,b and rt = 1, then the candidate is selected if b = 0;
and if the budget is not yet exhausted (b > 0), then the algorithm pays a unit cost to observe the
variable 1(Rt = 1). If this variable is 1, indicating a favorable comparison, the candidate is selected;
otherwise, it is rejected. A formal description is given in Algorithm 1, and a visual representation for
the case of three groups is provided in Figure 1.

3.1 Single-threshold algorithm for K groups

In this section, we focus on the single-threshold algorithm, a specific case within the family of DT
algorithms, where all thresholds are identical across groups and budgets. Initially, the algorithm
rejects all candidates until step T − 1, where T ∈ [N ] is a fixed threshold. Upon encountering
a new candidate that is the best within its group, if no budget remains, the candidate is selected.
Alternatively, if there is still a budget available, the algorithm utilizes it to determine if the current
candidate is the best among all groups. If that is the case, the candidate is then selected. We denote
by AB

T the single-threshold algorithm with threshold T and budget B. We demonstrate that this
algorithm has an asymptotic success probability converging very rapidly to the upper bound of 1/e.

In this first lemma, we prove a recursion formula on the success probability of the single-threshold
algorithm, with a threshold T = ⌊αN⌋ for some α ∈ [0, 1].
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Figure 1: Schematic description of a DT algorithm in the case of 3 groups

Algorithm 1: Dynamic-Threshold algorithm AB
(
(αk,b)k∈[K],b≤B

)
Input: Available budget B, thresholds (αk,b)k∈[K],b≤B

Initialization: b = B
1 for t = 1, . . . , N do
2 Receive new observation: (rt, gt)
3 if t ≥ ⌊αgt,bN⌋ and rt = 1 then // compare in-group
4 if b > 0 then // check budget
5 Update budget: b← b− 1
6 if Rt = 1 then Return: t // compare inter-group
7 else Return: t

Lemma 3.1. The success probability of the single threshold algorithmAB
T with threshold T = ⌊αN⌋

and budget B ≥ 0 satisfies the recursion formula

P(AB
T succeeds) =

α− αK

K − 1
+ 1(B ≥ 0) (K − 1)

N∑
t=T

TK

tK+1
P(AB−1

t+1 succeeds) +O
(√

logN
N

)
.

The proof hinges on analyzing the behavior of the algorithm following the first comparison. After
that comparison, the algorithm halts if Rt = 1, and the success probability can be computed in that
case. Otherwise, if Rt ̸= 1, the candidate is rejected, and the algorithm transitions to a new state at
step t+ 1, where the available budget reduces to B − 1. Its success probability becomes precisely
that of algorithm AB−1

t+1 , with budget B − 1 and threshold t+ 1.

The recursion outlined in Lemma 3.1 can be used to calculate the asymptotic success probability of
the single-threshold algorithm AB

⌊αN⌋ as the number of candidates N approaches infinity.

Theorem 3.2. The asymptotic success probability of the single threshold algorithmAB
T with threshold

T = ⌊αN⌋ and budget B ≥ 0 is

lim
N→∞

P(AB
⌊αN⌋ succeeds) =

αK

K − 1

B∑
b=0

(
1

αK−1
−

b∑
ℓ=0

log(1/αK−1)ℓ

ℓ!

)
.

In particular,
lim

B→∞
lim

N→∞
P(AB

⌊αN⌋ succeeds) = α log(1/α) .

Note that, for B =∞, the asymptotic success probability in the previous theorem corresponds to the
success probability of the algorithm with a threshold ⌊αN⌋ in the secretary problem. Indeed, with an
unlimited budget, the decision-maker can assess at each step whether the current candidate is the best
so far, and the problem becomes equivalent to the classical secretary problem.
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Alternative comparison model. In the alternative comparison model presented in Section 2, the
single threshold algorithm AB

T can be adapted to guarantee the same success probability at the cost
of K − 1 additional comparisons. After the first T candidates are rejected, K − 1 comparisons are
made between the maximums from each group to identify the best candidate so far. The algorithm
then keeps track of the best candidate: whenever a new candidate is the best in their group, they
are compared to the current best candidate using a single comparison, and the latter is updated
accordingly. This approach enjoys the same guarantees as in Theorem 3.2, but with a budget of
K +B − 1 instead of B.

The next corollary measures how the success probability of the single threshold algorithm, in the
setting with K groups, converges to 1/e as the budget increases.
Corollary 3.2.1. The success probability of the single-threshold algorithm with threshold T = ⌊N/e⌋
and budget B ≥ 0 satisfies

lim
N→∞

P(AB
⌊N/e⌋ succeeds) ≥ 1

e

(
1− (K − 1)B+1

(B + 1)!

)
.

In particular, for all ε > 0, if K ≤ 1 + B+1
e (eε)

1
B+1 , then limN P(AB

⌊N/e⌋ succeeds) ≥ (1− ε)/e.

This corollary proves that the success probability of AB
⌊N/e⌋ converges very rapidly to the upper

bound 1/e as B increases. However, the convergence becomes slower when K is larger.

Surprisingly, the asymptotic success probability of AB
⌊N/e⌋ is not influenced by the proportions

(λk)k∈[K], but only by the number of groups K. This means that the algorithm does not benefit from
the cases where there is a majority group Gk with λk very close to 1, which would make the problem
easier. Indeed, it is always possible to achieve a success probability of maxk∈[K] λk/e by rejecting
all the candidates not belonging to the majority group Gk∗

, and using the classical 1/e-rule counting
only elements of Gk∗

. This algorithm can be combined with ours by always running the one with
the highest success probability, depending on the available budget, the number of groups, and the
group proportions. The resulting algorithm has a success probability that converges to the upper
bound 1/e both when B increases and when maxk λk converges to 1. Nonetheless, due to the very
fast convergence of the success probability of the single threshold algorithm to 1/e, the improvement
brought by having a majority group is only marginal when the budget is sufficient.

As a consequence, the single threshold algorithm surprisingly constitutes a very efficient solution to
the problem even with moderate values of the budget. Computing the optimal thresholds remains
however an intriguing question, which we explore in the following sections in the case of two groups.

4 The case of two groups

In this section, we delve into the particular case of two groups, and we demonstrate how leveraging
different thresholds for each group can enhance the success probability. Let λ ∈ (0, 1) represent
the probability of belonging to group G1, and 1− λ the probability of belonging to group G2. We
examine the success probability of Algorithm AB(α, β), with threshold ⌊αN⌋ for group G1 and
⌊βN⌋ for group G2, having a budget of B comparisons. This algorithm is a specific instance of the
DT family, wherein the thresholds depend only on the group, and not on the available budget. We
call it a static double-threshold algorithm.

We assume without loss of generality that α ≤ β, and we denote by CN the event

(CN ) : ∀t ≥ 1 : max(||G1
t | − λt| , ||G2

t | − (1− λ)t|) ≤ 4
√
t logN .

This event provides control over the group sizes at each step. Lemma A.2 guarantees that CN holds
true with a probability at least 1 − 1

N2 for N ≥ 4. Furthermore, for all t ∈ [N ], we denote by
AB

t (α, β) the algorithm with acceptance thresholds max{⌊αN⌋, t} and max{⌊βN⌋, t} respectively
for groups G1 and G2, and we denote by UB

N,t,k the probability

UB
N,t,k = P(AB

t (α, β) succeeds, g∗t−1 = k | CN ) . (2)

Similar to the analysis of the single-threshold algorithm, we establish in Lemma C.1 a recursion
formula satisfied by (UB

N,t,k)B,t,k, which we later utilize to derive lower bounds on the asymptotic
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success probability of AB(α, β). To prove this lemma, we study the probability distribution of the
occurrence time ρ1 of the first comparison made by AB

t (α, β), and we examine the algorithm’s
success probability following it. Essentially, if ρ1 = s, we can compute the probability of stopping
and the corresponding success probability, and the distribution of the state of the algorithm at step
s+1, which yields the recursion. Using adequate concentration arguments and Lemma C.1, we show
the two following results, giving explicit recursive formulas satisfied by the limit of UB

N,t,k when
N →∞, respectively for k = 2 and k = 1.
Lemma 4.1. For all B ≥ 0 and w ∈ [α, β], the limit φB

2 (α, β;w) = limN→∞ UB
N,⌊wN⌋,2 exists,

and it satisfies the following recursion

φB
2 (α, β;w) = −λw log

(
(1− λ)wβ + λ

)
+

(1− λ)βw2

(1− λ)w + λβ

B∑
b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)

+ 1(B > 0)w2

∫ β

w

(1− λ)2w + λ(2− λ)u

((1− λ)w + λu)2u2
φB−1
2 (α, β;u)du .

Moreover, UB
N,⌊wN⌋,2 = φB

2 (α, β;w) +O
(√

logN
N

)
.

Lemma 4.2. For all B ≥ 0 and w ∈ [α, β], the limit φB
1 (α, β;w) = limN→∞ UB

N,⌊wN⌋,1 exists,
and it satisfies the following recursion

φB
1 (α, β;w) = λw log

(
1− λ+ λ β

w

)
+

λwβ2

(1− λ)w + λβ

B∑
b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)

+ 1(B > 0)λ2w

∫ β

w

(u− w)φB−1
2 (α, β;u)

((1− λ)w + λu)2u
du .

Moreover, UB
N,⌊wN⌋,1 = φB

1 (α, β;w) +O
(√

logN
N

)
.

We deduce that the asymptotic success probability of AlgorithmAB
⌊wN⌋, conditioned on the event CN ,

exists and equals φB
1 (α, β;w) + φB

2 (α, β;w). Additionally, by applying Lemma A.3, we eliminate
the conditioning on CN , thus proving the following theorem.
Theorem 4.3. For all 0 < α ≤ β ≤ 1, The success probability of Algorithm AB(α, β) satisfies

P(AB(α,β) succeeds)−O
(√

logN
N

)
= λα log

(
β
α

)
+ αβ

B∑
b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)
+ 1(B > 0)α

∫ β

α

φB−1
2 (α, β;u)du

u2
,

with φB
2 (α, β; ·) defined in Lemma 4.1.

It is possible to use Theorem 4.3 and 4.1 to numerically compute the success probability ofAB(α, β).
However, this computation is heavy due the recursion defining φB

2 (α, β;w). Moreover, it is difficult
to prove a closed expression, and even more to compute the optimal thresholds.

By disregarding the term containing φ2(α, β; ·) in the theorem, we derive an analytical lower bound
expressed as a function of the parameters λ, B, α, and β, allowing a more effective threshold selection.
In the subsequent discussion, for all w ∈ (0, 1] and B ≥ 0, we denote by SB(w) the following sum:

SB(w) =

B∑
b=0

(
1

w
−

b∑
ℓ=0

log(1/w)ℓ

ℓ!

)
.

Corollary 4.3.1. Assume that λ ≥ 1/2. Let hB : β 7→ min
{

β
e exp

(
βSB(β)

λ

)
, β
}

, and α̃B , β̃B

the thresholds defined as α̃B = hB(β̃B), and β̃B minimizing the mapping

β ∈ [0, 1] 7→ λh(β) log
(

β
hB(β)

)
+ hB(β)βSB(β) ,

then the success probability of AB(α̃B , β̃B) satisfies

lim
N→∞

P(AB(α̃B , β̃B) succeeds) ≥ 1

e
−min

{
1

e(B + 1)!
, ( 4e − 1)λ(1− λ)

}
.
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Therefore, in contrast to the single-threshold algorithm, the asymptotic success probability of
AB(α̃B , β̃B) approaches 1/e both when the budget increases and when λ approaches 0 or 1.

4.1 Optimal memory-less algorithm for two groups

In the following, an algorithm is called memory-less if its actions at any step t ∈ [N ] depend only on
the current observations rt, gt,1(Rt = 1), the available budget Bt, and the cardinals (|Gk

t−1|)k∈[K].

We use in this section a dynamic programming
approach to determine the optimal memory-less
algorithm, which we denote by A∗.
Unlike previous sections, our analysis here is not
asymptotic. By meticulously examining how var-
ious variables, including the precise number of
candidates observed in each group, influence the
success probability of A∗, we rigorously analyze
its state transitions and corresponding success prob-
abilities to determine optimal actions at each step.
A full description and analysis of the optimal
memory-less algorithm can be found in Section
D. Here, we illustrate its actions through Figure 2.
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Figure 2: Acceptance region of A∗

Computing optimal thresholds for the DT algorithm. Upon observing (rt, gt), A∗ makes a
decision to accept or reject, where acceptance means stop if B = 0 and compare otherwise,
depending on t, |G1

t |, B, gt. Figure 2 shows its acceptance region (dark green), with N = 500,
λ = 0.7, for B ∈ {0, 1, 2} and for all possible values of t ∈ [N ], |G1

t | ≤ t, and gt ∈ {1, 2}. The x-
and y-axes display respectively the step t and possible group cardinal |G1

t |, which implies |G2
t |, up to

time t. The latter follows a binomial distribution with parameters (λ, t), which tightly concentrates
around its mean |G1

t | ≈ λt (and |G2
t | ≈ (1− λ)t) even for moderate values of t. Consequently, when

N is large, |G1
t | ≈ λt, and the acceptance region is solely defined by a threshold at the intersection

of the acceptance region and the line |G1
t | ≈ λt. This observation implies that A∗ behaves as an

instance of DT algorithms when the number of candidates is large. The corresponding thresholds,
which we denote by (α⋆

b , β
⋆
b )b≤B , are necessarily optimal, and can be estimated as the intersection of

the acceptance region for Gk and the line (t, λt) for k ∈ {1, 2}.

Alternative comparison model. In the particular case of two groups, both comparison models
introduced in Section 2 are equivalent, as freely comparing a candidate with the best in their group
and then making one costly comparison with the best candidate from the other group is sufficient to
determine if they are the best so far. Therefore, all the results of the current section regarding the
static double-threshold algorithm and optimal memory-less algorithm remain true in the alternative
comparison model.

5 Numerical experiments

In this section, we confirm our theoretical findings via numerical experiments, and we give further
insight regarding the behavior of the algorithms we presented and how they compare to each other. In
all the empirical experiments of this section, each point is computed over 106 independent trials. The
code used for the experiments is available at github.com/Ziyad-Benomar/Addressing-bias-in-online-
selection-with-limited-budget-of-comparisons.

5.1 Single-threshold algorithm

Using Theorem 3.2, the optimal threshold, for the single-threshold algorithm, can be computed
numerically for fixed K and B. Figure 3 illustrates the optimal threshold and the corresponding
success probability for B ∈ {0, . . . , 30} and K ∈ {2, 10, 25, 50}. For any K ≥ 2, as the budget
grows to infinity, the problem becomes akin to the standard secretary problem, leading the optimal
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threshold to converge to 1/e. However, as discussed in Corollary 3.2.1, the convergence is slower
when the number of groups K is higher.

0 5 10 15 20 25 30
Budget of comparisons �

1/e

0.5

0.6

0.8

0.95
Optimal single threshold

 = 2
 = 10
 = 25
 = 50

0 5 10 15 20 25 30
Budget of comparisons �

0

0.1

0.2

0.3

1/e
Success probability

 = 2
 = 10
 = 25
 = 50

Figure 3: Single threshold algorithm: optimal threshold and corresponding success probability

Moreover, Theorem 3.2 reveals that the asymptotic success probability is independent of the prob-
abilities of belonging to each group, and it is equal to a value smaller than 1/e. This indicates a
discontinuity of the success probability at the extreme points of the polygon defining the possible
values of (λk)k∈[K]. Figure 4 illustrates this behavior for the case of two groups, with N = 500
candidates, and B ∈ {0, 1, 2}. On the other hand, while our theoretical results study asymptotic
success probabilities, they do not comprehend how the performance of the algorithms varies with
the number of candidates. Figure 5 shows that the success probability is better when the number of
candidates is small, and it decreases to match the asymptotic expression when N →∞, represented
with dotted lines, for K ∈ {2, 3, 4}, with B = 3.

0.0 0.2 0.4 0.6 0.8 1.0
Probability _ ∈ [0, 1] of belonging to group �1

0.25

0.3

0.35

1/e

� = 0
� = 1
� = 2

Figure 4: Single threshold: success probability
for 2 groups, with N = 500 and λ ∈ [0, 1]

50 100 150 200 250 300
Number of candidates #

0.34

0.35

0.36

0.37

0.38  = 2
 = 3

 = 4

Figure 5: Convergence to the asymptotic success
probability, with λk = 1/K for all k ∈ [K]

5.2 The case of two groups

In the case of two groups, Figure 3 shows that, even with a very limited budget, the single-threshold
algorithm has a success probability almost indistinguishable from the upper bound 1/e. Consequently,
in the remaining experiments in the two-group scenario, we restrict ourselves to small budgets B ≤ 3.

Theorem D.4 shows a recursive formula for com-
puting the success probability of the optimal
memory-less algorithm A∗ for all N ≥ 1, B ≥ 0,
and λ ∈ (0, 1). Figure 6 displays this success
probability, in solid lines, for N = 500 and
B ∈ {0, 1, 2}, along with the success proba-
bility of the static double-threshold algorithm
AB(α̃B , β̃B) in dotted lines, where α̃B , β̃B are
defined in Corollary 4.3.1. The figure demon-
strates that for B = 0, or λ close to 0.5, Algo-
rithm AB(α̃B , β̃B) matches the performance of
A∗, despite having a much simpler structure.

0.0 0.2 0.4 0.6 0.8 1.0
Probability _ ∈ [0, 1] of belonging to �1

0.26

0.3

0.34

1/4

�=0
�=1
�=2

Figure 6: Success probability of A∗, and the
lower bound of Corollary 4.3.1
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For λ = 0.5, both groups have symmetric roles, and the optimal thresholds α̃B and β̃B to choose
in the static-threshold algorithm are identical. Hence, the success probability of AB(α̃B , β̃B) for
λ = 0.5 is exactly that of the single-threshold algorithm, which is independent of λ (Theorem 3.2).
We deduce from this observation and Figure 6 that having different thresholds for each group yields a
substantial improvement over the single-threshold algorithm when λ is close to 0 or 1.

Finally, to emphasize that the dynamic programming algorithm A∗ is equivalent to an instance of DT
algorithm for large N , Figure 7 compares the empirical success probabilities of A∗ (dotted lines) and
the DT algorithm (solid lines) with thresholds (α⋆

B , β
⋆
B)B≥0, computed as explained in Section 4.1.
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0.32

0.34
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Figure 7: Empirical success probabilities of A∗ and the DT algorithm with optimal thresholds

For λ ∈ {0.5, 0.7, 0.95}, the figure confirms that, despite the intricate structure of the optimal
memory-less algorithm, it does not surpass the performance of the DT algorithm with optimal
thresholds when N is large. Nonetheless, the analysis of the optimal memory-less algorithm is what
enables the numerical computation of the optimal thresholds, as explained previously. Figure 8 shows
the optimal thresholds α⋆

b , β
⋆
b for all λ ∈ [0.5, 1] and B ∈ {0, 1, 2}.

0.5 0.6 0.7 0.8 0.9 1.0
Probability _ ∈ [ 12 , 1] of belonging to �1

1/e

0.4

0.45

0.5
U★0 (_)
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Probability _ ∈ [ 12 , 1] of belonging to �1

1/e

0.6

0.8

1.0
V★0 (_)
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Figure 8: (α⋆
b , β

⋆
b ) as functions of λ.

These thresholds are continuous functions of λ, both converging to 1/e very rapidly as the budget
increases. Indeed, for B ≥ 1, they both become very close to 1/e, as for B = 0, the optimal
thresholds are exactly equal to α⋆

0 = λ exp( 1λ − 2) and β⋆
0 = λ, which correspond to the optimal

thresholds described in Corollary 4.3.1 for B = 0 (See the proof of the corollary).

6 Conclusion and future work

This paper explores more realistic online selection processes, wherein nuanced factors such as
imperfect comparisons and optimal budget utilization are considered. We studied a partially ordered
secretary problem, wherein a constrained budget of comparisons is allowed. Our findings encompass
both asymptotic and non-asymptotic analyses. Specifically, we explore the asymptotic behavior of the
single threshold algorithm with K groups, demonstrating its high efficiency with a non-zero budget.
Furthermore, in the context of two groups, we study the success probability of static double-threshold
algorithms, and we present a non-asymptotic optimal memoryless algorithm. Through numerical
experimentation, we demonstrate that this algorithm behaves as a DT algorithm, and, leveraging this
insight, we show how to numerically compute the optimal DT thresholds. However, a limitation of
the paper is that optimal thresholds are only computed in the case of two groups. Future investigation
could explore methods for numerically or analytically characterizing optimal DT thresholds with an
arbitrary number of groups K.
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A Preliminaries

With the assumption that the group membership of each candidate is a random variable, to compute
the asymptotic success probabilities of the algorithms presented in the paper, it is necessary to use
concentration inequalities to estimate the number of candidates in each group. We use Lemma 3 from
Jamieson et al. [2014] to prove the following.
Lemma A.1 (Jamieson et al. [2014]). Let (Xt)t≥1 be i.i.d. Bernoulli random variables, N a positive
integer, and m > 0 satisfying Nm > 8, then it holds with a probability of at least 1− 25

N2m that

∀t ≥ 1 :

t∑
s=1

(Xs −E[Xs]) ≤ 2
√
(m+ 1)t logN

Proof. Bernoulli random variables are sub-Gaussian with scale parameter 1/2, hence Lemma 3 from
Jamieson et al. [2014] with ε = 1 guarantees that, with a probability of at least 1 − 3( δ

log 2 )
2, the

following holds

∀t ≥ 1 :

t∑
s=1

(Xs −E[Xs]) ≤ 2

√
t log

(
log(2t)

δ

)
.

Consider positive integers T ≤ N , m ≥ 1 such that Nm > 8, and δ = 2/Nm. Then for all
t ∈ {T, . . . , N}

log(2t)

δ
≤ 2t

δ
= Nmt ≤ Nm+1

and we deduce that

P
(
∀t ≥ 1 :

t∑
s=1

(Xs −E[Xs]) ≤ 2
√
(m+ 1)t logN

)
≥ P

(
∀t ≥ 1 :

t∑
s=1

(Xs −E[Xs]) ≤ 2

√
t log

(
log(2t)
2/Nm

))

≥ 1− 3(2/ log 2)2

N2m

≥ 1− 25

N2m
.

In the context of the K-group secretary problem, adequately using the previous Lemma and using
union bounds yields a concentration inequality on the number of candidates belonging to each group.
Lemma A.2. Let N ≥ max(4,K), and consider the following event

∀k ∈ [K],∀t ≥ 1 : ||Gk
t | − λkt| ≤ 4

√
t logN ,

which we denote by CN . Then it holds that P(CN ) ≥ 1− 1
N2 .

Proof. The previous Lemma with N ≥ 4, m = 3 and respectively with the Bernoulli random
variables Xt,k,0 = 1(gt = k) and Xt,k,1 = 1− 1(gt = k), gives for all i ∈ {0, 1} and k ∈ [K] that

P
(
∀t ≥ 1 : (−1)i(|Gk

t | − λkt) ≤ 4
√

t logN
)
≥ 1− 25

N6
,

and we obtain by a union bound that P(CN ) ≥ 1− 50K
N6 . Given that N ≥ max(4,K), it follows that

P(CN ) ≥ 1− K

N
· 50
N3
· 1

N2
≥ 1− 1

N2
.

Lemma A.3. Let E be any event, not necessarily independent of CN (defined in Lemma A.2), then

P(E | CN ) = P(E) +O(1/N2) .
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Proof. We have by Lemma A.2 that

P(E | CN ) =
P(E ∩ CN )

P(CN )
≤ P(E)

1− 1
N2

≤
(
1 +

2

N2

)
P(E) ≤ P(E) + 2

N2
.

Using the same inequality with the complementary event Ec of E gives

P(E | CN ) = 1−P(Ec | CN ) ≥ 1−
(
P(Ec) + 2

N2

)
= P(E)− 2

N2
,

which concludes the proof.

Lemma A.4. For any x > 0 and for any B ≥ 1 we have

0 ≤ xex −
B∑

b=0

(
ex −

b∑
ℓ=0

xℓ

ℓ!

)
≤ ex

xB+2

(B + 1)!
.

Proof. Let x > 0 and B ≥ 1. First, observe that

∞∑
b=0

(
ex −

b∑
ℓ=0

xℓ

ℓ!

)
=

∞∑
b=0

∞∑
ℓ=b+1

xℓ

ℓ!
=

∞∑
ℓ=1

ℓ−1∑
b=0

xℓ

ℓ!
=

∞∑
ℓ=1

xℓ

(ℓ− 1)!
= x

∞∑
ℓ=0

xℓ

ℓ!
= xex,

therefore
B∑

b=0

(
ex −

b∑
ℓ=0

xℓ

ℓ!

)
≤ xex,

and we have

xex −
B∑

b=0

(
ex −

b∑
ℓ=0

xℓ

ℓ!

)
=

∞∑
b=B+1

∞∑
ℓ=b+1

xℓ

ℓ!
=

∞∑
ℓ=B+2

ℓ−1∑
b=B+1

xℓ

ℓ!
=

∞∑
ℓ=B+2

(ℓ−B − 1)
xℓ

ℓ!

≤
∞∑

ℓ=B+2

xℓ

(ℓ− 1)!
≤ x

∞∑
ℓ=B+1

xℓ

ℓ!
≤ ex

xB+2

(B + 1)!
,

where we used for the last step the classical inequality

∞∑
ℓ=B+1

xℓ

ℓ!
= ex −

B∑
ℓ=0

xℓ

ℓ!
≤ ex

xB+1

(B + 1)!
.

B Single-Threshold algorithms for K groups

B.1 Proof of Lemma 3.1

Proof. We consider that B ≥ 1. The case B = 0 is treated separately at the end of the proof. Let CN
the event (∀k ∈ [K],∀t ≥ 1 : ||Gk

t | − λkt| ≤ 4
√
t logN). It holds that

P(AB
T succeeds | CN ) =

N∑
t=T

K∑
k=1

K∑
ℓ=1

P(AB
T succeeds, ρ1 = t, gt = ℓ, g∗T−1 = k | CN )

=

N∑
t=T

K∑
k=1

K∑
ℓ=1

P(AB
T succeeds, Rt = 1, ρ1 = t, gt = ℓ, g∗T−1 = k | CN )

+

N∑
t=T

K∑
k=1

K∑
ℓ=1

P(AB
T succeeds, Rt ̸= 1, ρ1 = t, gt = ℓ, g∗T−1 = k | CN ) .

(3)
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In the following, we will estimate the terms in both sums. We recall that we consider K and (λk)k∈[K]

to be constants, and T = αN + o(1), with α also a constant. All the O terms appearing in the proof
are independent of t, as T ≤ t ≤ N , they only depend on N , T/N = α + o(1), and the constant
parameters.

For t ∈ {T, . . . , N}, if ρ1 = t and Rt = 1, then the Algorithms stops on xt, hence its succeeds if and
only if xt = xmax. The event xt = xmax is independent of the group membership of the candidates,
thus independent of CN , and its probability is 1/N . The event gt = ℓ, however, is not independent
of CN , but Lemma A.3 gives that P(gt = ℓ | CN ) = P(gt = ℓ) + O(1/N2) = λℓ + O(1/N2).
Therefore, it holds for all k, ℓ ∈ [K] and t ∈ {T, . . . , N} that

P(AB
T succeeds, Rt = 1,ρ1 = t, gt = ℓ, g∗T−1 = k | CN )

= P(xt = xmax, ρ1 ≥ t, gt = ℓ, g∗T−1 = k | CN )

= P(xt = xmax)P(gt = ℓ | CN )P(ρ1 ≥ t, g∗T−1 = k | CN )

=

(
λℓ

N
+O(1/N3)

)
P(ρ1 ≥ t, g∗T−1 = k | CN ) .

Note that, for the single-threshold algorithm, we have the equivalence ρ1 = t ⇐⇒ ρ1 ≥ t and rt =
1. The event ρ1 ≥ t happens if and only if no candidate xs for s ∈ {T, . . . , t − 1} in any group
m ∈ [K] exceeds the best candidate seen up to time T − 1 in the same group:

∀t ≥ T : (ρ1 ≥ t) ⇐⇒ (∀m ∈ [K] : maxGm
T :t−1 < maxGm

T−1) ,

with the convention max ∅ = −∞. Consequently, if ρ1 ≥ t, then g∗T−1 = k means that the best
candidate in all groups until time t− 1 belongs to group Gk

T−1. Using that T = Θ(N), this yields

P(AB
T succeeds, Rt = 1, ρ1 = t, gt = ℓ, g∗T−1 = k | CN )

=

(
λℓ

N
+O(1/N3)

)
P(ρ1 ≥ t and maxx1:t−1 ∈ Gk

T−1 | CN )

=

(
λℓ

N
+O(1/N3)

)
P(maxx1:t−1 ∈ Gk

T−1 | CN )P(ρ1 ≥ t | maxx1:t−1 ∈ Gk
T−1, CN )

=

(
λℓ

N
+O(1/N3)

)(
λk(T − 1)

t− 1
+O(1/N2)

)
P(ρ1 ≥ t | maxx1:t−1 ∈ Gk

T−1, CN )

=

(
λℓλkT

Nt
+O(1/N3)

)
P(∀m ∈ [K] \ {k} : maxGm

T :t−1 < maxGm
T−1 | CN )

=

(
λℓλkT

Nt
+O(1/N3)

) ∏
m ̸=k

E
[
|Gk

T−1|
|Gk

t−1|

∣∣∣ CN]
=

(
λℓλkT

Nt
+O(1/N3)

) ∏
m ̸=k

E

[
λmT +O(

√
N logN)

λmt+O(
√
N logN)

∣∣∣ CN]

=

(
λℓλkT

Nt
+O(1/N3)

) ∏
m ̸=k

(
T

t
+O

(√
logN
N

))

=

(
λℓλkT

Nt
+O(1/N3)

)(
TK−1

tK−1
+O

(√
logN
N

))
=

λℓλk

N
(T/t)K +O

(√
logN
N3

)
. (4)

On the other hand, regarding the terms of the second sum in (3), if ρ1 = t but Rt ̸= 1, the Algorithm
uses a comparison to observe Rt but then skips to the next step t + 1. The budget at step t + 1 is
thus B − 1 and the group of the best candidate seen so far remains unchanged. Given that the single
threshold algorithm is memory-less, its state at time t+ 1 is fully determined by B − 1, g∗t and the
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number of candidates seen in each group so far, which is controlled by CN . We deduce that

P(AB
T succeeds, Rt ̸= 1, ρ1 = t, gt = ℓ, g∗T−1 = k | CN )

= P(AB
T succeeds | Rt ̸= 1, ρ1 = t, gt = ℓ, g∗T−1 = k, CN ) (5)

×P(Rt ̸= 1, ρ1 = t, gt = ℓ, g∗T−1 = k | CN )

= P(AB−1
t+1 succeeds | g∗t = k, CN )P(Rt ̸= 1, ρ1 = t, gt = ℓ, g∗T−1 = k | CN ) , (6)

where P(AB−1
N+1 succeeds) = 0. For ℓ = k, the probability P(Rt ̸= 1, ρ1 = t, gt = ℓ, g∗T−1 = k |

CN ) is zero, because if g∗T−1 = k, ρ1 ≥ t and gt = ℓ, then the best candidate up to step T − 1

belongs to group Gk, and no candidate xs for s ∈ {T, . . . , t− 1} is better than the maximum in its
group seen before step T − 1, thus if xt belongs to Gk and rt = 1 then necessarily Rt = 1.

For ℓ ̸= k, it holds that

P(Rt ̸= 1,ρ1 = t, gt = ℓ, g∗T−1 = k | CN )

= P(ρ1 = t, gt = ℓ,maxx1:t ∈ Gk
T−1 | CN )

= P(maxx1:t ∈ Gk
T−1 | CN )P(ρ1 = t, gt = ℓ | maxx1:t ∈ Gk

T−1, CN )

=

(
λk(T − 1)

t− 1
+O(1/N2)

)
P(ρ1 = t, gt = ℓ | maxx1:t ∈ Gk

T−1, CN )

=

(
λkT

t
+O(1/N2)

)
P(gt = ℓ | CN )P(maxGℓ

T :t−1 < maxGℓ
T−1 < xt

and ∀m ∈ [K] \ {k, ℓ} : maxGm
T :t−1 < maxGm

T−1 | CN )

=

(
λkT

t
+O(1/N2)

)
(λℓ +O(1/N2))E

[
1

|Gℓ
t−1|+1

· |G
ℓ
T−1|

|Gℓ
t−1|

∣∣∣ CN] ∏
m/∈{k,ℓ}

E
[

|Gm
t−1|

|Gm
T−1|

∣∣∣ CN]
=

(
λℓλkT

t
+O(1/N2)

)
E
[

1
|Gℓ

t−1|+1
· |G

ℓ
T−1|

|Gℓ
t−1|

∣∣∣ CN] ∏
m/∈{k,ℓ}

E
[

|Gm
t−1|

|Gm
T−1|

∣∣∣ CN]
=

(
λℓλkT

t
+O(1/N2)

)(
T

λℓt2
+O

(√
logN
N3

)) ∏
m/∈{k,ℓ}

(
T

t
+O

(√
logN
N

))

=

(
λℓλkT

t
+O(1/N2)

)(
T

λℓt2
+O

(√
logN
N3

))(TK−2

tK−2
+O

(√
logN
N

))
=

λkT
K

tK+1
+O

(√
logN
N3

)
,

where we used in the last equations the event CN and the assumption T = Θ(N). Therefore,
substituting into (6) gives for all ℓ, k ∈ [K] and t ∈ {T, . . . , N} that

P(AB
T succeeds,Rt ̸= 1, ρ1 = t, gt = ℓ, g∗T−1 = k | CN )

=

(
λkT

K

tK+1
+O

(√
logN
N3

))
1(k ̸= ℓ)P(AB−1

t+1 succeeds | g∗t = k, CN )

=

(
λkT

K

tK+1
+O

(√
logN
N3

))
1(k ̸= ℓ)

P(AB−1
t+1 succeeds, g∗t = k | CN )

P(g∗t = k | CN )

=

(
λkT

K

tK+1
+O

(√
logN
N3

))
1(k ̸= ℓ)

P(AB−1
t+1 succeeds, g∗t = k | CN )

λk +O(1/N2)

=

(
TK

tK+1
+O

(√
logN
N3

))
1(k ̸= ℓ)P(AB−1

t+1 succeeds, g∗t = k | CN ) . (7)
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Finally, substituting (4) and (7) into (3), and recalling that all the previous O terms are independent
of t, gives that

P(AB
T succeeds | CN ) =

N∑
t=T

K∑
k=1

K∑
ℓ=1

(
λℓλk

N
(T/t)K +O

(√
logN
N3

))

+

N∑
t=T

K∑
k=1

∑
ℓ̸=k

(
TK

tK+1
+O

(√
logN
N3

))
P(AB−1

t+1 succeeds, g∗t = k | CN )

=

(
1 +O

(√
logN
N

))( N∑
t=T

K∑
k=1

K∑
ℓ=1

λℓλk

N
(T/t)K

+

N∑
t=T

K∑
k=1

∑
ℓ ̸=k

TK

tK+1
P(AB−1

t+1 succeeds, g∗t = k | CN )
)

=

(
1 +O

(√
logN
N

))(TK

N

N∑
t=T

1

tK
+ (K − 1)

N∑
t=T

TK

tK+1
P(AB−1

t+1 succeeds | CN )
)
.

Using Riemann sum properties, we obtain

TK

N

N∑
t=T

1

tK
=

(T/N)K

N

N∑
t=T

1

(t/N)K
= αK

∫ 1

α

du

uK
+O(1/N) =

α− αK

K − 1
+O(1/N) ,

and by Lemma A.3 we have for all t ∈ {T, . . . , N} and b ≥ 0 that

P(Ab
t succeeds | CN ) = P(Ab

t succeeds) +O(1/N2) ,

with the O(1/N2) independent of t. Observing that
∑N

t=T
TK

tK+1 = 1−αK

K + o(1) = O(1), it follows
that

P(AB
T succeeds) =

(
1 +O

(√
logN
N

))(α− αK

K − 1
+ (K − 1)

N∑
t=T

TK

tK+1
P(AB−1

t+1 succeeds) +O( 1
N )
)

=
α− αK

K − 1
+ (K − 1)

N∑
t=T

TK

tK+1
P(AB−1

t+1 succeeds) +O
(√

logN
N

)
.

This concludes the proof for B ≥ 1.

For B = 0, P(A0
t+1 succeeds | CN ) can be decomposed as in (3). However, the terms of the second

sum are all zero, because if ρ1 = t then the algorithm stops at t, but since Rt ̸= 1, the selected
candidate is not the best one, and thus the succeeding probability is 0. All the computations regarding
the first sum stay the same, and we obtain

P(A0
T succeeds) =

α− αK

K − 1
+O

(√
logN
N

)
.

B.2 Proof of Theorem 3.2

Proof. Let α ∈ (0, 1] a constant. For all w ∈ [α, 1] and B ≥ 0, we denote by φB(w) the limit
limN→∞ P(AB

t succeeds) for t = ⌊wN⌋. We will prove by induction over B that this limit exists
for all w ∈ [α, 1], is equal to the expression stated in the theorem, with u instead of α, and satisfies

P(AB
t succeeds) = φB(w) + O

(√
logN
N

)
, with the O term only depending on α and the other

constants of the problem. In particular, the O term is independent of t. For B = 0, Lemma 3.1 gives
immediately for any w ∈ [α, 1] and t = ⌊wN⌋ that

P(A0
t succeeds) =

w − wK

K − 1
+O

(√
logN
N

)
=

wK

K − 1

(
1

wK−1
− 1

)
+O

(√
logN
N

)
.
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The O term depends on t, but using the inequalities α + o(1) ≤ t/N ≤ 1, it can be made only
dependent on α. Let B ≥ 1 and assume the result is true for B − 1. Lemma 3.1 and the induction
hypothesis give for all w ∈ [α, 1] and t = ⌊wN⌋, that

P(AB
t succeeds) =

w − wK

K − 1
+ (K − 1)

N∑
s=t

tK

sK+1
P(AB−1

s+1 succeeds) +O
(√

logN
N

)
=

w − wK

K − 1
+ (K − 1)

N∑
s=t

tK

sK+1

(
φB−1

(
s+1
N

)
+O

(√
logN
N

))
+O

(√
logN
N

)
=

w − wK

K − 1
+ (K − 1)

(t/N)K

N

N∑
s=t

φB−1
(
s+1
N

)
(s/N)K+1

+O
(√

logN
N

)
,

where we used that the O term in the induction hypothesis is independent of s and that
N∑
s=t

tK

sK+1
φB−1

(
s+1
N

)
≤

N∑
s=T

NK

sK+1
≤ 1

N

N∑
s=T

1

(s/N)K+1
= O(1) .

Finally, t/N = w+O(1/N), and φB−1 is, by the induction hypothesis, a continuously differentiable
function on [α, 1], therefore, it holds by convergence properties of Riemann sums that

P(AB
t succeeds) =

w − wK

K − 1
+ (K − 1)(wK +O( 1

N ))

(∫ 1

w

φB−1(u)

uK+1
du+O( 1

N )

)
+O

(√
logN
N

)
=

w − wK

K − 1
+ (K − 1)wK

∫ 1

w

φB−1(u)

uK+1
du+O

(√
logN
N

)
,

where the O term depends on t and the constant parameters. Using that T = ⌊αN⌋ ≤ t ≤ N ,
the O can be made dependent only on α and the other constant parameters. The limit φB(w) =
limN→∞ P(AB

⌊wN⌋ succeeds) therefore exists, and is equal to

φB(w) =
w − wK

K − 1
+ (K − 1)wK

∫ 1

w

φB−1(u)

uK+1
du .

The induction hypothesis gives for all u ∈ [α, 1] that

φB−1(u) =
uK

K − 1

B−1∑
b=0

(
1

uK−1
−

b∑
ℓ=0

log(1/uK−1)ℓ

ℓ!

)
,

hence

(K − 1)wK

∫ 1

w

φB−1(u)

uK+1
du =

∫ 1

w

B−1∑
b=0

(
1

uK
−

b∑
ℓ=0

log(1/uK−1)ℓ

ℓ!u

)
du

= BwK

∫ 1

w

du

uK
− wK

B−1∑
b=0

b∑
ℓ=0

1

ℓ!

∫ 1

w

log(1/uK−1)ℓ

u
du

= BwK

[
−1

(K − 1)uK−1

]1
w

− wK
B−1∑
b=0

b∑
ℓ=0

1

ℓ!

[
− log(1/uK−1)ℓ+1

(K − 1)(ℓ+ 1)

]1
w

=
BwK

K − 1

(
1

wK−1
− 1

)
− wK

B−1∑
b=0

b∑
ℓ=0

log(1/wK−1)ℓ+1

(K − 1)(ℓ+ 1)!

=
BwK

K − 1

(
1

wK−1
− 1

)
− wK

B∑
b=1

b∑
ℓ=1

log(1/wK−1)ℓ

(K − 1)ℓ!

=
wK

K − 1

B∑
b=1

(
1

wK−1
− 1−

b∑
ℓ=1

log(1/wK−1)ℓ

ℓ!

)

=
wK

K − 1

B∑
b=1

(
1

wK−1
−

b∑
ℓ=0

log(1/wK−1)ℓ

ℓ!

)
,
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and it follows that

φB(w) =
wK

K − 1

(
1

wK−1
− 1 +

B∑
b=1

(
1

wK−1
−

b∑
ℓ=0

log(1/wK−1)ℓ

ℓ!

))

=
wK

K − 1

B∑
b=0

(
1

wK−1
−

b∑
ℓ=0

log(1/wK−1)ℓ

ℓ!

)
.

In particular, this identity is true for w = α, which gives the wanted result.

Infinite budget Taking the limit for B →∞, we obtain that
lim

B→∞
lim

N→∞
P(AB

⌊αN⌋ succeeds) = lim
B→∞

φB(w)

=
αK

K − 1

∞∑
b=0

(
1

αK−1
−

b∑
ℓ=0

log(1/αK−1)ℓ

ℓ!

)

=
αK

K − 1

∞∑
b=0

∞∑
ℓ=b+1

log(1/αK−1)ℓ

ℓ!

=
αK

K − 1

∞∑
ℓ=1

ℓ−1∑
b=0

log(1/αK−1)ℓ

ℓ!

=
αK

K − 1

∞∑
ℓ=1

log(1/αK−1)ℓ

(ℓ− 1)!

=
αK log(1/αK−1)

K − 1

∞∑
ℓ=0

log(1/αK−1)ℓ

ℓ!

= αK log(1/α) · 1

αK−1

= α log(1/α) .

B.3 Proof of Corollary 3.2.1

Proof. Let α ∈ (0, 1) and T = ⌊αN⌋. Lemma A.4 gives for all x > 0 that
B∑

b=0

(
ex −

b∑
ℓ=0

xℓ

ℓ!

)
≥ xex

(
1− xB+1

(B + 1)!

)
,

in particular, we obtain for x = log(1/αK−1) that

lim
N→∞

P(AB
T succeeds) =

αK

K − 1

∞∑
b=0

(
1

αK−1
−

b∑
ℓ=0

log(1/αK−1)ℓ

ℓ!

)

≥ αK

K − 1
· log(1/α

K−1)

αK−1

(
1− log(1/αK−1)B+1

(B + 1)!

)
= α log(1/α)

(
1− (K − 1)B+1 log(1/α)B+1

(B + 1)!

)
.

Taking a threshold T = ⌊N/e⌋ gives

lim
N→∞

P(AB
⌊N/e⌋ succeeds) ≥ 1

e

(
1− (K − 1)B+1

(B + 1)!

)
.

To achieve an asymptotic success probability of at least 1−ε
e for some ε > 0, using the inequality

m! ≥ e
(
m
e

)m
, it suffices that K and B satisfy (K−1)B+1

e(
B+1
e )B+1

≤ ε, which is equivalent to

K ≤ 1 +
B + 1

e
(eε)

1
B+1 .

20



C Static Double-threshold algorithm for two groups

C.1 Recursion lemma

We first prove a recursion satisfied by UB
N,t,k (2), which we use to prove the subsequent results in this

section.

Lemma C.1. For all B ≥ 0, t ∈ {⌊αN⌋, . . . , ⌊βN⌋ − 1}, and k ∈ {1, 2}, UB
N,t,k satisfies

UB
N,t,k =

λ

N

⌊βN⌋−1∑
s=t

P(ρ1 ≥ s, g∗t−1 = k | CN )

+
1(B > 0)

1− λ

⌊βN⌋−1∑
s=t

P(g∗t−1 = k, ρ1 = s,Rs ̸= 1 | CN )UB−1
N,s+1,2

+P(AB
t (α, β) succeeds, g∗t−1 = k, ρ1 ≥ βN | CN ) +O

(
1
N

)
.

Assuming that ρ1 = s ∈ {t, . . . , ⌊βN⌋ − 1}, the first sum corresponds to the success probability if
Rs = 1 and the algorithm selects the candidate xs. The terms of the second sum represent the success
probability after using a comparison at step s but observing Rt ̸= 1, resulting in the rejection of the
candidate. Therefore, the available budget at step s+ 1 is B − 1, and necessarily g∗s = 2, because a
comparison at step s can only occur if gs = 1 by definition of the algorithm. Hence, only the term
UB−1
N,s+1,2 appears in the recursion, not UB−1

N,s+1,1. Finally, the last term represents the probability of
success if no comparison has been made before step ⌊βN⌋

Proof. Let B ≥ 0. For all t ∈ {⌊αN⌋, . . . , ⌊βN⌋ − 1) and k ∈ {1, 2}, it holds that

UB
N,t,k = P(AB

t (α, β) succeeds, g∗t−1 = k | CN )

=

⌊βN⌋−1∑
s=t

P(AB
t (α, β) succeeds, g∗t−1 = k, ρ1 = s | CN )

+P(AB
t (α, β) succeeds, g∗t−1 = k, ρ1 ≥ βN | CN )

=

⌊βN⌋−1∑
s=t

P(AB
t (α, β) succeeds, g∗t−1 = k, ρ1 = s,Rs = 1 | CN ) (8)

+

⌊βN⌋−1∑
s=t

P(AB
t (α, β) succeeds, g∗t−1 = k, ρ1 = s,Rs ̸= 1 | CN ) (9)

+P(AB
t (α, β) succeeds, g∗t−1 = k, ρ1 ≥ βN | CN ) . (10)

For all s ∈ {t, . . . , ⌊βN⌋ − 1}, by definition of Algorithm AB
t (α, β), if ρ1 = s and Rs = 1 then

the candidate xs is selected, and the algorithm succeeds if only if xs = xmax. Moreover, the event
{ρ1 = s} is equivalent to {ρ1 ≥ s, gs = 1, rs = 1}, hence the terms in (8) can be written as

P(AB
t (α, β) succeeds, g∗t−1 = k,ρ1 = s,Rs = 1 | CN )

= P(xs = xmax, g
∗
t−1 = k, ρ1 = s,Rs = 1 | CN )

= P(xs = xmax, g
∗
t−1 = k, ρ1 ≥ s, gs = 1 | CN )

=
P(gs = 1 | CN )

N
P(ρ1 ≥ s, g∗t−1 = k | CN )

=

(
λ

N
+O

(
1

N3

))
P(ρ1 ≥ s, g∗t−1 = k | CN ) ,
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where used for that the event {xs = xmax} is independent of the group memberships, thus indepen-
dent of CN , and that it is also independent of {ρ1 ≥ s, g∗t−1 = k}, because a realization of the latter
event is determined only by the groups and relative ranks of the candidates {x1, . . . , xs−1}. For the
last equality, we used Lemma A.3.

Secondly, in the case where ρ1 = s and Rs ̸= 1, if B = 0 then the algorithm selects candidate xs

which is not the best overall, hence its probability of succeeding is zero. If B ≥ 1, the algorithm
makes a comparison but then rejects the candidate. Moreover, for s ∈ [t, βN ], if ρ1 = s then
necessarily gs = 1, and having Rs ̸= 1 implies that g∗s = 2. The success probability of AB

t (α, β)

given that ρ1 = s,Rs ̸= 1 is the same as the success probability of AB−1
s+1 (α, β) given that g∗s = 2.

Therefore, the terms of (9) satisfy

P(AB
t (α, β) succeeds, g∗t−1 = k, ρ1 = s,Rs ̸= 1 | CN )

= 1(B > 0)P(g∗t−1 = k, ρ1 = s,Rs ̸= 1 | CN )P(AB
t (α, β) succeeds | g∗t−1 = k, ρ1 = s,Rs ̸= 1, CN )

= 1(B > 0)P(g∗t−1 = k, ρ1 = s,Rs ̸= 1 | CN )P(AB−1
s+1 (α, β) succeeds | g∗s = 2, CN )

= 1(B > 0)P(g∗t−1 = k, ρ1 = s,Rs ̸= 1 | CN )
P(AB−1

s+1 (α, β) succeeds, g∗s = 2 | CN )

P(g∗s = 2 | CN )

= 1(B > 0)P(g∗t−1 = k, ρ1 = s,Rs ̸= 1 | CN )
UB−1
N,s+1,2

1− λ+O( 1
N2 )

,

where we used again Lemma A.3. Given that the O terms are independent of s, We deduce that

UB
N,t,k =

(
λ

N
+O

(
1

N3

)) ⌊βN⌋−1∑
s=t

P(ρ1 ≥ s, g∗t−1 = k | CN )

+ 1(B > 0)
( 1

1− λ
+O

(
1

N2

)) ⌊βN⌋−1∑
s=t

P(g∗t−1 = k, ρ1 = s,Rs ̸= 1 | CN )UB−1
N,s+1,2

+P(AB
t (α, β) succeeds, g∗t−1 = k, ρ1 ≥ βN | CN )

=
λ

N

⌊βN⌋−1∑
s=t

P(ρ1 ≥ s, g∗t−1 = k | CN )

+
1(B > 0)

1− λ

⌊βN⌋−1∑
s=t

P(g∗t−1 = k, ρ1 = s,Rs ̸= 1 | CN )UB−1
N,s+1,2

+P(AB
t (α, β) succeeds, g∗t−1 = k, ρ1 ≥ βN | CN ) +O

(
1
N

)
.

C.2 Additional lemmas

In the following two lemmas, we compute the probabilities appearing in Lemma C.1 for all s ∈
{t, . . . , ⌊βN⌋ − 1 and k ∈ {1, 2}
Lemma C.2. Let ⌊αN⌋ ≤ t ≤ s < ⌊βN⌋, and consider a run of Algorithm AB

t (α, β), then it holds
that

P(ρ1 ≥ s, g∗t−1 = 1 | CN ) =
λt

(1− λ)t+ λs
+O

(√
logN
N

)
P(ρ1 ≥ s, g∗t−1 = 2 | CN ) =

(1− λ)t2

((1− λ)t+ λs)s
+O

(√
logN
N

)
.

Proof. Since there are only 2 groups, the event g∗t−1 = 1 is equivalent to maxG2
t−1 < maxG1

t−1.
For s ∈ {t, . . . , ⌊βN⌋}, Algorithm AB

t (α, β) only makes a comparison (or stops in the case of
B = 0) at step s only if gs = 1 and rs = 1. Therefore, ρ1 ≥ s if and only if no candidate belonging
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to G1
t:s−1 surpasses the maximum value observed in G1

t−1

P(ρ1 ≥ s, g∗t−1 = 1 | CN ) = P(maxG1
t:s−1 < G1

t−1,maxG2
t−1 < maxG1

t−1 | CN )

= P(max(G1
t:s−1 ∪G2

t−1) < G1
t−1 | CN )

= E

[
|G1

t−1|
|G1

t−1|+ |G1
t:s−1|+ |G2

t−1|

∣∣∣ CN]
= E

[
|G1

t−1|
t− 1 + |G1

t:s−1|

∣∣∣ CN]
=

λt+O(
√
N logN)

t+ λ(s− t) +O(
√
N logN)

=
λt

(1− λ)t+ λs
+O

(√
logN
N

)
.

For the case g∗t = 2, we obtain
P(ρ1 ≥ s, g∗t−1 = 2 | CN ) = P(maxG1

t:s−1 < G1
t−1,maxG1

t−1 < maxG2
t−1 | CN )

= maxG1
t:s−1 < G1

t−1 < maxG2
t−1 | CN )

= E

[
|G2

t−1|
|G1

t−1|+ |G1
t:s−1|+ |G2

t−1|
·

|G1
t−1|

|G1
t:s−1|+ |G1

t−1|

∣∣∣ CN]
= E

[
|G2

t−1|
t− 1 + |G1

t:s−1|
·
|G1

t−1|
|G1

s−1|

∣∣∣ CN]
=

(1− λ)t+O(
√
N logN)

t+ λ(s− t) +O(
√
N logN)

· λt+O(
√
N logN)

λs+O(
√
N logN)

=
(1− λ)t2

((1− λ)t+ λs)s
+O

(√
logN
N

)
.

Lemma C.3. Let ⌊αN⌋ ≤ t ≤ s < ⌊βN⌋, and consider a run of Algorithm AB
t (α, β), then

P(ρ1 = s,Rs ̸= 1, g∗t−1 = 1 | CN ) =
λ2(1− λ)(s− t)t

((1− λ)t+ λs)2s
+O

(√
logN
N3

)
P(ρ1 = s,Rs ̸= 1, g∗t−1 = 2 | CN ) =

(1− λ)
(
(1− λ)2t+ λ(2− λ)s

)
t2

((1− λ)t+ λs)2s2
+O

(√
logN
N3

)
.

Proof. For Algorithm AB
t (α, β) and s ∈ {t, . . . , ⌊βN⌋ − 1}, ρ1 = s if and only if xs is the first

element in G1 since step t for which rs = 1, thus
ρ1 = s ⇐⇒ gs = 1 and maxG1

t:s−1 < maxG1
t−1 < xs .

Furthermore, Lemma A.3 gives that P(gs = 1 | CN ) = P(gs = 1) + O(1/N) = λ + O(1/N).
Therefore, it holds that
P(ρ1 = s,Rs ̸= 1, g∗t−1 = 1 | CN )

= P(gs = 1 , maxG1
t:s−1 < maxG1

t−1 < xs , xs < maxG2
s−1 , maxG2

t−1 < maxG1
t−1 | CN )

= P(gs = 1 | CN )P(maxG1
t:s−1 < maxG1

t−1 < xs < maxG2
t:s−1,maxG2

t−1 < maxG1
t−1 | CN )

= P(gs = 1 | CN )P(max(G1
t:s−1 ∪G2

t−1) < maxG1
t−1 < xs < maxG2

t:s−1 | CN )

= (λ+O( 1
N ))E

[
|G2

t:s−1|
|G1

t:s−1|+|G2
t−1|+|G1

t−1|+1+|G2
t:s−1|

· 1
|G1

t:s−1|+|G2
t−1|+|G1

t−1|+1
· |G1

t−1|
|G1

t:s−1|+|G2
t−1|+|G1

t−1|

∣∣∣ CN]
= (λ+O( 1

N ))E

[
|G2

t:s−1|
s

· 1

t+ |G1
t:s−1|

·
|G1

t−1|
t− 1 + |G1

t:s−1|

∣∣∣ CN]
= (λ+O( 1

N ))
(1− λ)(s− t) +O(

√
N logN)

s(t+ λ(s− t) +O(
√
N logN))

· λt+O(
√
N logN)

t+ λ(s− t) +O(
√
N logN)

=
λ2(1− λ)(s− t)t

((1− λ)t+ λs)2s
+O

(√
logN
N3

)
.
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On the other hand, in the case where g∗t−1 = 2, we obtain

P(ρ1 = s,Rs ̸= 1, g∗t−1 = 2 | CN )

= P(gs = 1 , maxG1
t:s−1 < maxG1

t−1 < xs , xs < maxG2
s−1 , maxG1

t−1 < maxG2
t−1 | CN )

= P(gs = 1 | CN )P(maxG1
t:s−1 < maxG1

t−1 < xs < maxG2
s−1 , maxG1

t−1 < maxG2
t−1 | CN )

= P(gs = 1 | CN )P(a < b < xs < max(c, d) , b < c | CN ) ,

where a = maxG1
t:s−1, b = maxG1

t−1, c = maxG2
t−1 and d = maxG2

t:s−1. Let us denote by E
the event {a < b < xs < max(c, d)} ∩ {b < c}. It holds that

E ∩ {c < d} = {a < b < xs < max(c, d)} ∩ {b < c} ∩ {c < d}
= {a < b < c < xs < d} ∪ {a < b < xs < c < d}
= {a < b < c < xs < d} ∪

(
{a < b < xs < c} ∩ {c < d}

)
,

E ∩ {d < c} = {a < b < xs < max(c, d)} ∩ {b < c} ∩ {d < c}
= {a < b < xs < c} ∩ {d < c} ,

which yields

E =
(
E ∩ {c < d}

)(
E ∩ {d < c}

)
= {a < b < c < xs < d} ∪

(
{a < b < xs < c} ∩ {c < d}

)
∪
(
{a < b < xs < c} ∩ {d < c}

)
= {a < b < c < xs < d} ∪ {a < b < xs < c} .

The two events above are disjoint, and we have

P(a < b < c < xs < d | CN )

= P(maxG1
t:s−1 < maxG1

t−1 < maxG2
t−1 < xs < G2

t:s−1 | CN )

= E
[

|G2
t:s−1|

|G1
t:s−1|+|G1

t−1|+|G2
t−1|+1+|G2

t:s−1|
· 1
|G1

t:s−1|+|G1
t−1|+|G2

t−1|+1
· |G2

t−1|
|G1

t:s−1|+|G1
t−1|+|G2

t−1|
· |G1

t−1|
|G1

t:s−1|+|G1
t−1|
· | CN

]
= E

[
|G2

t:s−1|
s

· 1

t+ |G1
t:s−1|

·
|G2

t−1|
t− 1 + |G1

t:s−1|
·
|G1

t−1|
|G1

s−1|

∣∣∣ CN]
=

(1− λ)(s− t) +O(
√
N logN)

s(t+ λ(s− t) +O(
√
N logN))

· (1− λ)t+O(
√
N logN)

t+ λ(s− t) +O(
√
N logN)

· λt+O(
√
N logN)

λs+O(
√
N logN)

=
(1− λ)2(s− t)t2

((1− λ)t+ λs)2s2
+O

(√
logN
N3

)
.

The probability of the second event is

P(a < b < xs < c | CN ) = P(maxG1
t:s−1 < maxG1

t−1 < xs < maxG2
t−1 | CN )

= E
[

|G2
t−1|

|G1
t:s−1|+|G1

t−1|+1+|G2
t−1|
· 1
|G1

t:s−1|+|G1
t−1|+1

· |G1
t−1|

|G1
t:s−1|+|G1

t−1|

∣∣∣ CN]
= E

[
|G2

t−1|
t+ |G1

t:s−1|
· 1

|G1
s−1|+ 1

·
|G1

t−1|
|G1

s−1|

∣∣∣ CN]
=

(1− λ)t+O(
√
N logN)

t+ λ(s− t) +O(
√
N logN)

· 1

λs+O(
√
N logN)

· λt+O(
√
N logN)

λs+O(
√
N logN)

=
(1− λ)t2

λ((1− λ)t+ λs)s2
+O

(√
logN
N3

)
.
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Finally, Lemma A.3 shows that P(gs = 1 | CN ) = λ+O(1/N2), and we deduce

P(ρ1 = s,Rs ̸= 1, g∗t−1 = 2 | CN ) = λP(E | CN ) +O( 1
N2 )

= λP(a < b < c < xs < d | CN ) + λP(a < b < xs < c | CN ) +O( 1
N2 )

=
λ(1− λ)2(s− t)t2

((1− λ)t+ λs)2s2
+

λ(1− λ)t2

λ((1− λ)t+ λs)s2
+O

(√
logN
N3

)
=

(1− λ)t2

((1− λ)t+ λs)2s2
(λ(1− λ)(s− t) + (1− λ)t+ λs) +O

(√
logN
N3

)
=

(1− λ)t2

((1− λ)t+ λs)2s2
(
(1− λ)2t+ λ(2− λ)s

)
+O

(√
logN
N3

)
.

Lemma C.4. Let ⌊αN⌋ ≤ t < ⌊βN⌋, and consider a run of Algorithm AB
t (α, β), then

P(AB
t (α, β) succeeds, ρ1 ≥ βN, g∗t−1 = 1 | CN )

=
t

βN
UB
N,⌊βN⌋,1 +

λ(βN − t)t

((1− λ)t+ λβN)βN
UB
N,⌊βN⌋,2 +O

(√
logN
N

)
,

P(AB
t (α, β) succeeds, ρ1 ≥ βN, g∗t−1 = 2 | CN )

=
t2

((1− λ)t+ λβN)βN
UB
N,⌊βN⌋,2 +O

(√
logN
N

)
.

Proof. Since Algorithm AB
t (α, β) is memoryless, if it does not stop before step ⌊βN⌋, then its

success probability is the same as that of AB
⌊βN⌋(α, β) = A

B
0 (β, β), which has the same threshold

β for both groups, if it is in the same state (g∗⌊βN⌋−1, |G
1
⌊βN⌋|). In all the proof, ρ1 is relative to

Algorithm AB
t (α, β), not AB

0 (β, β). It holds that

P(AB
t (α, β) succeeds, ρ1 ≥ βN, g∗t−1 = 1 | CN )

=
∑

ℓ∈{1,2}

P(AB
t (α, β) succeeds, ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = ℓ | CN )

=
∑

ℓ∈{1,2}

P(ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = ℓ | CN ))

×P(AB
t (α, β) succeeds | ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = ℓ, CN )

=
∑

ℓ∈{1,2}

P(ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = ℓ | CN )P(AB
0 (β, β) succeeds | g∗⌊βN⌋−1 = ℓ, CN )

=
∑

ℓ∈{1,2}

P(ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = ℓ | CN )
P(AB

0 (β, β) succeeds, g∗⌊βN⌋−1 = ℓ | CN )

P(g∗⌊βN⌋−1 = ℓ | CN )

=
∑

ℓ∈{1,2}

P(ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = ℓ | CN )
UB
N,⌊βN⌋,ℓ

P(g∗⌊βN⌋−1 = ℓ) +O( 1
N2 )

,
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where we used Lemma A.3 and the definition (2) of UB
N,s,ℓ. Let us now compute the probability of

the event {ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = ℓ} conditional to CN . For ℓ = 1, we have

P(ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = 1 | CN )

= P(maxG1
t:⌊βN⌋−1 < maxG1

t−1 , maxG2
t−1 < maxG1

t−1 , maxG2
⌊βN⌋−1 < maxG1

⌊βN⌋−1 | CN )

= P(maxx1:⌊βN⌋−1 ∈ G1
t−1 | CN )

= E

[
|G1

t−1|
⌊βN⌋ − 1

∣∣∣CN]
=

λt+O(
√
N logN)

βN +O(1)
=

λt

βN
+O

(√
logN
N

)
.

For ℓ = 2, we first compute the following

P(ρ1 ≥ βN, g∗t−1 = 1 | CN ) = P(maxG1
t:⌊βN⌋−1 < maxG1

t−1 , maxG2
t−1 < maxG1

t−1 | CN )

= P(max(G1
t:⌊βN⌋−1 ∪G2

t−1) < maxG1
t−1 | CN )

= E

[
|G1

t−1|
|G1

t:⌊βN⌋−1|+ |G
2
t−1|+ |G1

t−1|

∣∣∣ CN]

=
λt+O(

√
N logN)

t+ λ(βN − t) +O(
√
N logN)

=
λt

(1− λ)t+ λβN
+O

(√
logN
N

)
,

and it follows that

P(ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = 2 | CN )

= P(ρ1 ≥ βN, g∗t−1 = 1 | CN )−P(ρ1 ≥ βN, g∗t−1 = 1, g∗⌊βN⌋−1 = 1 | CN )

=
λt

(1− λ)t+ λβN
− λt

βN
+O

(√
logN
N

)
=

λ(1− λ)(βN − t)t

((1− λ)t+ λβN)βN
+O

(√
logN
N

)
.

All in all, we deduce that

P(AB
t (α, β) succeeds, ρ1 ≥ βN, g∗t−1 = 1 | CN )

=
( λt

βN
+O

(√
logN
N

)) UB
N,⌊βN⌋,1

λ+O( 1
N2 )

+

(
λ(1− λ)(βN − t)t

((1− λ)t+ λβN)βN
+O

(√
logN
N

)) UB
N,⌊βN⌋,2

1− λ+O( 1
N2 )

=
( t

βN
+O

(√
logN
N

))
UB
N,⌊βN⌋,1 +

(
λ(βN − t)t

((1− λ)t+ λβN)βN
+O

(√
logN
N

))
UB
N,⌊βN⌋,2

=
t

βN
UB
N,⌊βN⌋,1 +

λ(βN − t)t

((1− λ)t+ λβN)βN
UB
N,⌊βN⌋,2 +O

(√
logN
N

)
.
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On the other hand, if g∗t−1 = 2 and ρ1 ≥ βN , then necessarily g∗⌊βN⌋−1 = 2, because no candidate
in G1 up to step ⌊βN⌋ − 1 surpasses maxG1

t−1, which is less than maxG2
t−1. Therefore

P(AB
t (α, β) succeeds, ρ1 ≥ βN, g∗t−1 = 2 | CN )

= P(ρ1 ≥ βN, g∗t−1 = 2 | CN )P(AB
t (α, β) | ρ1 ≥ βN, g∗t−1 = 2, CN )

= P(maxG1
t:⌊βN⌋−1 < maxG1

t−1 < maxG2
t−1 | CN )P(AB

0 (β, β) | g∗⌊βN⌋−1 = 2, CN )

= E

[
|G2

t−1|
t− 1 + |G1

t:⌊βN⌋−1|
·
|G1

t−1|
|G1

⌊βN⌋−1|

∣∣∣ CN] P(AB
0 (β, β), g

∗
⌊βN⌋−1 = 2 | CN )

P(g∗⌊βN⌋−1 = 2 | CN )

=
(1− λ)t+O(

√
N logN)

t+ λ(βN − t) +O(
√
N logN)

· λt+O(
√
N logN)

λβN +O(
√
N logN)

·
UB
N,⌊βN⌋,2

1− λ+O( 1
N2 )

=
t2

((1− λ)t+ λβN)βN
UB
N,⌊βN⌋,2 +O

(√
logN
N

)
.

In the following lemma, we compute the exact limit of UB
N,⌊βN⌋,k when the number of candidates

goes to infinity.
Lemma C.5. For all B ≥ 0 and k ∈ {1, 2},

UB
N,⌊βN⌋,k = λkβ

2
B∑

b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)
+O

(√
logN
N

)
.

Proof. By definition (2) of UB
N,t,k, we have

UB
N,t,k = P(AB

⌊βN⌋(α, β) succeeds, g∗t−1 = k | CN ) ,

and AB
⌊βN⌋(α, β) is simply the single-threshold algorithm with threshold βN and budget B. Let

T = ⌊βN⌋. As in the proof of Lemma 3.1, we decompose the success probability of AB
⌊βN⌋ as

follows
UB
N,T,k = P(AB

T (α, β) succeeds, g∗T−1 = k | CN )

=

N∑
t=T

∑
ℓ∈{1,2}

P(AB
T (α, β) succeeds, ρ1 = t, gt = ℓ, g∗T−1 = k | CN )

=

N∑
t=T

∑
ℓ∈{1,2}

(
P(AB

T (α, β) succeeds, ρ1 = t, Rt = 1, gt = ℓ, g∗T−1 = k | CN )

+P(AB
T (α, β) succeeds, ρ1 = t, Rt ̸= 1, gt = ℓ, g∗T−1 = k | CN )

)
.

The terms appearing in the sums above were computed in the proof of Lemma 3.1. It follows
respectively from (4) and (7), with K = 2, that

P(AB
T (α, β) succeeds, ρ1 = t, Rt = 1, gt = ℓ, g∗T−1 = k | CN ) =

λℓλk

N
(T/t)2 +O

(√
logN
N3

)
,

P(AB
T (α, β) succeeds, ρ1 = t, Rt ̸= 1, gt = ℓ, g∗T−1 = k | CN )

=

(
T 2

t3
+O

(√
logN
N3

))
1(B > 0, k ̸= ℓ)UB−1

N,t+1,k ,

where the O terms are independent of t, they only depend on β. Therefore,

UB
N,T,k =

(
1 +O

(√
logN
N

)) N∑
t=T

∑
ℓ∈{1,2}

(
λℓλk

N
(T/t)2 +

T 2

t3
1(B > 0, k ̸= ℓ)UB−1

N,t+1,k

)

=

(
1 +O

(√
logN
N

)) N∑
t=T

(
λk

N
(T/t)2 +

T 2

t3
1(B > 0)UB−1

N,t+1,k

)
.
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The first sum can easily be computed

N∑
t=T

λk

N
(T/t)2 =

λk(T/N)2

N

N∑
t=T

1

(t/N)2

= λk(β
2 +O( 1

N ))

∫ 1

β

du

u2
+O( 1

N )

= λkβ(1− β) +O( 1
N ) .

Therefore,

UB
N,T,k =

(
1 +O

(√
logN
N

))(
λkβ(1− β) + 1(B > 0)

N∑
t=T

T 2

t3
UB−1
N,t+1,k +O( 1

N )

)

= λkβ(1− β) + 1(B > 0)

N∑
t=T

T 2

t3
UB−1
N,t+1,k +O

(√
logN
N

)
.

Dividing by λk yields

(
λ−1
k U

B
N,T,k

)
= β(1− β) + 1(B > 0)

N∑
t=T

T 2

t3
(
λ−1
k U

B−1
N,t+1,k

)
+O

(√
logN
N

)
.

thus the double-indexed sequence (λ−1
k Ub

N,t,k)b,t satisfies the same recursion and initial condition as
(P(Ab

t(0, 0) succeeds))b,t (see proof of Lemma 3.1) with β instead of w and K = 2. Therefore, we
deduce immediately that:

λ−1
k U

B
N,T,k = β2

B∑
b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)
+O

(√
logN
N

)
.

C.3 Proof of Lemma 4.1

Proof. Using Lemmas C.1, C.2, C.3 and C.4 for k = 2, we obtain for all t ∈ {⌊αN⌋, . . . , ⌊βN⌋−1}

UB
N,t,2 =

λ

N

⌊βN⌋−1∑
s=t

(
(1− λ)t2

((1− λ)t+ λs)s
+O

(√
logN
N

))

+
1(B > 0)

1− λ

⌊βN⌋−1∑
s=t

(
(1− λ)

(
(1− λ)2t+ λ(2− λ)s

)
t2

((1− λ)t+ λs)2s2
+O

(√
logN
N3

))
UB−1
N,s+1,2

+
t2

((1− λ)t+ λβN)βN
UB
N,⌊βN⌋,2 +O

(√
logN
N

)
.

The O terms inside the sums depend on the ratios t/N and s/N , but using that α ≤ t/N ≤ s/N ≤ 1,
it can be made only dependent on α and the other constants of the problem. Moreover, Thus we can
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write

UB
N,t,2 =

λ(1− λ)t2

N

⌊βN⌋−1∑
s=t

1

((1− λ)t+ λs)s

+ 1(B > 0) t2
⌊βN⌋−1∑

s=t

(
(1− λ)2t+ λ(2− λ)s

)
((1− λ)t+ λs)2s2

UB−1
N,s+1,2

+
t2

((1− λ)t+ λβN)βN
UB
N,⌊βN⌋,2 +O

(√
logN
N

)
= λ(1− λ)( t

N )2
1

N

⌊βN⌋−1∑
s=t

1

((1− λ) t
N + λ s

N ) s
N

+ 1(B > 0) ( t
N )2

1

N

⌊βN⌋−1∑
s=t

(1− λ)2 t
N + λ(2− λ) s

N

((1− λ) t
N + λ s

N )2( s
N )2
UB−1
N,s+1,2

+
(t/N)2

((1− λ) t
N + λβ)β

UB
N,⌊βN⌋,2 +O

(√
logN
N

)
.

Taking t = ⌊wN⌋ = wN +O(1) and using Riemann sum convergence properties yields

( t
N )2

1

N

⌊βN⌋−1∑
s=t

1

((1− λ) t
N + λ s

N ) s
N

=
w2

N

⌊βN⌋−1∑
s=⌊wN⌋

1

((1− λ)w + λ s
N ) s

N

+O
(

1
N

)
= w2

∫ β

w

du

((1− λ)w + λu)u
+O

(
1
N

)
=

w

1− λ

(∫ β

w

du

u
−
∫ β

w

du

(1/λ− 1)w + u

)
+O

(
1
N

)
=

w

1− λ
(− log(w/β)− log(1− λ+ λβ/w)) +O

(
1
N

)
=
−w log

(
(1− λ)wβ + λ

)
1− λ

+O
(

1
N

)
. (11)

On the other hand,

(t/N)2

((1− λ) t
N + λβ)β

=
w2

((1− λ)w + λβ)β
+O( 1

N ) ,

and Lemma C.5 gives for k = 2 that φB
2 (α, β;β) exists, its expression is

φB
2 (α, β;β) = (1− λ)β2

B∑
b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)
, (12)

and it satisfies UB
N,⌊βN⌋,2 = φB

2 (α, β;β) +O
(√

logN
N

)
. Consequently,

UB
N,⌊wN⌋,2 = −λw log

(
(1− λ)wβ + λ

)
+ 1(B > 0)

w2

N

⌊βN⌋−1∑
s=⌊wN⌋

(1− λ)2w + λ(2− λ) s
N

((1− λ)w + λ s
N )2( s

N )2
UB−1
N,s+1,2

+
w2

((1− λ)w + λβ)β
φB
2 (α, β;β) +O

(√
logN
N

)
. (13)

Using this equality, we will prove by induction over B ≥ 0 that, for all w ∈ [α, β], the limit
φB(α, β;w) := limN→∞ UB

N,⌊wN⌋,2 exists, is continuous, and satisfies

UB
N,⌊wN⌋,2 = φB

2 (α, β;w) +O
(√

logN
N

)
.
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Initialization. For B = 0 and w ∈ [α, β], (13) gives immediately

UB
N,⌊wN⌋,2 = −λw log

(
(1− λ)wβ + λ

)
+

w2

((1− λ)w + λβ)β
φB
2 (α, β;β) +O

(√
logN
N

)
. (14)

Induction. Let B ≥ 1, w ∈ [α, β], and assume that UB−1
N,⌊uN⌋,2 = φB

2 (α, β;u) + O
(√

logN
N

)
for all u ∈ [α, β], where the O does not depend on u. Using this hypothesis for u = s+1

N , with
s ∈ {t, . . . , ⌊βN⌋ − 1}, along with te continuity of φB−1

2 (α, β; ·) and Riemann sums convergence
properties, yields

w2

N

⌊βN⌋−1∑
s=⌊wN⌋

(1− λ)2w + λ(2− λ) s
N

((1− λ)w + λ s
N )2( s

N )2
UB−1
N,s+1,2

=
w2

N

⌊βN⌋−1∑
s=⌊wN⌋

(1− λ)2w + λ(2− λ) s
N

((1− λ)w + λ s
N )2( s

N )2
φB−1
2 (α, β; s+1

N ) +O
(√

logN
N

)
= w2

∫ β

w

(1− λ)2w + λ(2− λ)u

((1− λ)w + λu)2u2
φB−1
2 (α, β;u)du+O

(√
logN
N

)
.

Therefore, we deduce by (13) that

UB
N,⌊wN⌋,2 = −λw log

(
(1− λ)wβ + λ

)
+ w2

∫ β

w

(1− λ)2w + λ(2− λ)u

((1− λ)w + λu)2u2
φB−1
2 (α, β;u)du

+
w2

((1− λ)w + λβ)β
φB
2 (α, β;β) +O

(√
logN
N

)
.

This proves that UB
N,⌊wN⌋,2 = φB

2 (α, β;w) +O
(√

logN
N

)
, where

φB
2 (α, β;w) = −λw log

(
(1− λ)wβ + λ

)
+ w2

∫ β

w

(1− λ)2w + λ(2− λ)u

((1− λ)w + λu)2u2
φB−1
2 (α, β;u)du

+
w2

((1− λ)w + λβ)β
φB
2 (α, β;β) ,

where the expression of φB
2 (α, β;β) is given in (12).
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C.4 Proof of Lemma 4.2

Proof. Using Lemmas C.1, C.3, C.2 and C.4 for k = 2, we obtain for all t ∈ {⌊αN⌋, . . . , ⌊βN⌋−1}

UB
N,t,1 =

λ

N

⌊βN⌋−1∑
s=t

(
λt

(1− λ)t+ λs
+O

(√
logN
N

))

+
1(B > 0)

1− λ

⌊βN⌋−1∑
s=t

(
λ2(1− λ)(s− t)t

((1− λ)t+ λs)2s
+O

(√
logN
N3

))
UB−1
N,s+1,2

+
t

βN
UB
N,⌊βN⌋,1 +

λ(βN − t)t

((1− λ)t+ λβN)βN
UB
N,⌊βN⌋,2 +O

(√
logN
N

)
=

λ2(t/N)

N

⌊βN⌋−1∑
s=t

1

(1− λ) t
N + λ s

N

+ 1(B > 0)
λ2(t/N)

N

⌊βN⌋−1∑
s=t

s
N −

t
N

((1− λ) t
N + λ s

N )2 s
N

UB−1
N,s+1,2

+
t/N

β
UB
N,⌊βN⌋,1 +

λ(β − t
N ) t

N

((1− λ) t
N + λβ)β

UB
N,⌊βN⌋,2 +O

(√
logN
N

)
.

Consider in the following t = ⌊wN⌋ = wN +O(1). Using Riemann sums convergence properties,
we have

λ2(t/N)

N

⌊βN⌋−1∑
s=t

1

(1− λ) t
N + λ s

N

= λ2w

∫ β

w

du

(1− λ)w + λu
+O( 1

N )

= λw [log((1− λ)w + λu)]
β
w +O( 1

N )

= λw log
(
1− λ+ λ β

w

)
+O( 1

N ) .

Since Ub
N,s,k ≤ 1 for all b, s, k, and t = wN +O(1), as in the proof of Lemma 4.1, we obtain

UB
N,⌊wN⌋,1 = λw log

(
1− λ+ λ β

w

)
+O( 1

N )

+ 1(B > 0)
λ2w

N

⌊βN⌋−1∑
s=⌊wN⌋

s
N − w

((1− λ)w + λ s
N )2 s

N

UB−1
N,s+1,2 +O( 1

N )

+
w

β
UB
N,⌊βN⌋,1 +

λ(β − w)w

((1− λ)w + λβ)β
UB
N,⌊βN⌋,2 +O

(√
logN
N

)
= λw log

(
1− λ+ λ β

w

)
+ 1(B > 0)

λ2w

N

⌊βN⌋−1∑
s=⌊wN⌋

s
N − w

((1− λ)w + λ s
N )2 s

N

UB−1
N,s+1,2

+
w

β
φB
1 (α, β;β) +

λ(β − w)w

((1− λ)w + λβ)β
φB
2 (α, β;β) +O

(√
logN
N

)
,

where we used Lemma C.5 in the last inequality, which guarantees that UB
N,⌊βN⌋,k = φB

k (α, β;β) +

O
(√

logN
N

)
for k ∈ {1, 2}, with

φB
k (α, β;β) = λkβ

2
B∑

b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)
.
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Denoting by φB(α, β;β) = φB
1 (α, β;β) + φB

2 (α, β;β), i.e. φB(α, β;β) = 1
λk

φB
k (α, β;β), we

have

w

β
φB
1 (α, β;β) +

λ(β − w)w

((1− λ)w + λβ)β
φB
2 (α, β;β) =

(
λw

β
+

λ(1− λ)(β − w)w

((1− λ)w + λβ)β

)
φB(α, β;β)

=
λw

β

(
1 +

(1− λ)(β − w)

(1− λ)w + λβ

)
φB(α, β;β)

=
λw

β

(
β

(1− λ)w + λβ

)
φB(α, β;β)

=
λw

(1− λ)w + λβ
φB(α, β;β) .

Thus

UB
N,⌊wN⌋,1 = λw log

(
1− λ+ λ β

w

)
+

λw

(1− λ)w + λβ
φB(α, β;β)

+ 1(B > 0)
λ2w

N

⌊βN⌋−1∑
s=⌊wN⌋

s
N − w

((1− λ)w + λ s
N )2 s

N

UB−1
N,s+1,2 +O

(√
logN
N

)
. (15)

Now, we will prove by induction over B that UB
N,⌊wN⌋,1 = φB

1 (α, β;w) + O
(√

logN
N

)
for all

w ∈ [α, β], with φB
1 (α, β; ·) a continuous function satisfying the recursion stated in the Lemma.

Initialization For B = 0, (15) yields immediately for all w ∈ [α, β]

UB
N,⌊wN⌋,1 = λw log

(
1− λ+ λ β

w

)
+

λw

(1− λ)w + λβ
φB(α, β;β) +O

(√
logN
N

)
.

Induction Let B ≥ 1, and assume that UB−1
N,⌊uN⌋,1 = φB−1

1 (α, β;u)+O
(√

logN
N

)
for all u ∈ [α, β],

and that φB
1 (α, β; ·) is continuous. Consequently, using Riemann sums convergence properties, it

holds for all w ∈ [α, β] that

λ2w

N

⌊βN⌋−1∑
s=⌊wN⌋

s
N − w

((1− λ)w + λ s
N )2 s

N

UB−1
N,s+1,2

=
λ2w

N

⌊βN⌋−1∑
s=⌊wN⌋

s
N − w

((1− λ)w + λ s
N )2 s

N

(
φB−1
2 (α, β; s+1

N ) +O
(√

logN
N

))

=
λ2w

N

⌊βN⌋−1∑
s=⌊wN⌋

s
N − w

((1− λ)w + λ s
N )2 s

N

φB−1
2 (α, β; s+1

N ) +O
(√

logN
N

)
= λ2w

∫ β

w

(u− w)φB−1
2 (α, β;u)

((1− λ)w + λu)2u
du+O

(√
logN
N

)
,

thus, we have by substituting into (15)

UB
N,⌊wN⌋,1 = λw log

(
1− λ+ λ β

w

)
+

λw

(1− λ)w + λβ
φB(α, β;β)

+ λ2w

∫ β

w

(u− w)φB−1
2 (α, β;u)

((1− λ)w + λu)2u
du+O

(√
logN
N

)
= φB

1 (α, β;w) +O
(√

logN
N

)
.
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C.5 Proof of Corollary 4.3.1

Proof. Assume that λ ≥ 1/2. For any thresholds 0 < α ≤ β ≤ 1 Theorem 4.3 yields

lim
N→∞

P(AB(α, β) succeeds) ≥ λα log
(
β
α

)
+ αβSB(β) .

We will now determine thresholds maximizing this lower bound. For a fixed β, we have

∂

∂α

(
λα log

(
β
α

)
+ αβSB(β)

)
≥ 0 ⇐⇒ λ log

(
β
α

)
− λ+ βSB(β) ≥ 0

⇐⇒ λ log
(
α
β

)
≤ βSB(β)− λ

⇐⇒ α ≤ β

e
exp

(
β

λ
SB(β)

)
.

This proves that, for fixed β the lower bound λα log
(
β
α

)
+ αβSB(β) is maximized on [0, β] for

α = min(β, β
e exp(βλS

B(β))) = hB(β). With this choice of α, the optimal choice of β is the one
maximizing the mapping β 7→ λhB(β) log

(
β

hB(β)

)
+ hB(β)βSB(β).

In particular, for B = 0, we obtain α̃0 = λ exp( 1λ − 2) and β̃0 = λ. They guarantee an asymptotic
success probability of at least λ2 exp( 1λ − 2). Given that the sequence (SB(w))B is non-decreasing
for all w ∈ (0, 1], it holds for all B ≥ 0 that

lim
N→∞

P(AB(α̃B , β̃B) succeeds) ≥ λα̃B log
(
β̃B

α̃B

)
+ α̃Bβ̃BS

B(β̃B)

= max
α≤β

{
λα log

(
β
α

)
+ αβSB(β)

}
≥ max

α≤β

{
λα log

(
β
α

)
+ αβS0(β)

}
= λα̃0 log

(
β̃0

α̃0

)
+ α̃0β̃0S

0(β̃0)

= λ2 exp( 1λ − 2)

≥ 1
e − ( 4e − 1)λ(1− λ) .

On the other hand, taking equal thresholds α = β = 1
e then using Corollary 3.2.1 with K = 2 gives

lim
N→∞

P(AB(α̃B , β̃B) succeeds) ≥ max
α≤β

{
λα log

(
β
α

)
+ αβSB(β)

}
≥ SB(1/e)

e2

≥ 1

e
− 1

e(B + 1)!
.

Thus, we deduce that

lim
N→∞

P(AB(α̃B , β̃B) succeeds) ≥ 1

e
−min

{
1

e(B + 1)!
, ( 1e − 1)λ(1− λ)

}
.
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C.6 Proof of Theorem 4.3

Proof. By Lemmas A.3, 4.1 and 4.2, The success probability of Algorithm A(α, β)B can be written
as

P(AB(α, β) succeeds) = P(AB
⌊αN⌋(α, β) succeeds | CN ) +O( 1

N2 )

= P(AB
⌊αN⌋(α, β) succeeds, g∗⌊αN⌋−1 = 1 | CN )

+P(AB
⌊αN⌋(α, β) succeeds, g∗⌊αN⌋−1 = 2 | CN ) +O( 1

N2 )

= UB
N,⌊αN⌋,1 + U

B
N,⌊αN⌋,2 +O( 1

N2 )

= φB
1 (α, β;α) + φB

2 (α, β;α) +O
(√

logN
N

)
= λα log

(
1− λ+ λβ

α

)
+

λαβ2

(1− λ)α+ λβ

B∑
b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)

+ 1(B > 0)λ2α

∫ β

α

(u− α)φB−1
2 (α, β;u)

((1− λ)α+ λu)2u
du

− λα log
(
(1− λ)αβ + λ

)
+

(1− λ)βα2

(1− λ)α+ λβ

B∑
b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)

+ 1(B > 0)α2

∫ β

α

(1− λ)2α+ λ(2− λ)u

((1− λ)α+ λu)2u2
φB−1
2 (α, β;u)du+O

(√
logN
N

)
,

then, regrouping the terms yields

P(AB(α, β) succeeds)

= λα log
(
1− λ+ λβ

α

)
− λα log

(
(1− λ)αβ + λ

)
+

αβ

(1− λ)α+ λβ
(λβ + (1− λ)α)

B∑
b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)

+ 1(B > 0)α

∫ β

α

(
λ2(1− α

u ) +
α
u

(
(1− λ)2 α

u + λ(2− λ)
)) φB−1

2 (α, β;u)du

((1− λ)α+ λu)2
+O

(√
logN
N

)
.

Finally, observing that

(1− λ)2 α
u + λ(2− λ)

)
= (1− λ)2 α2

u2 + 2λ(1− λ)αu + λ2

= 1
u2

(
(1− λ)α+ λu

)2
,

we deduce the result

P(AB(α, β) succeeds)

= λα log
(
β
α

)
+ αβ

B∑
b=0

(
1

β
−

b∑
ℓ=0

log(1/β)ℓ

ℓ!

)
+ 1(B > 0)α

∫ β

α

φB−1
2 (α, β;u)du

u2
+O

(√
logN
N

)
,

D Optimal memory-less algorithm for two groups

In this section, we derive an optimal memoryless algorithm employing a dynamic programming
approach. We analyze the state transitions depending on the algorithm’s actions and the associated
success probabilities for each state. Unlike previous sections, our study here is not asymptotic.
Therefore, we do not rely on estimating the number of candidates in each group using concentration
inequalities. Instead, we consider the exact number of candidates in each group as a parameter for
decision-making at each step.
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D.1 Memoryless algorithms

One distinctive feature of Dynamic Threshold algorithms is their decision-making process, which
solely depends on the observations at each step and the available budget, without recourse to past
comparison history. We designate algorithms exhibiting this characteristic as memory-less algorithms.
Definition D.1. An algorithm A for the (K,B)-secretary problem is memory-less if its actions at
any step t ∈ [N ] depend only on the current observations rt, gt,1(Rt = 1), the available budget Bt,
the cardinals (|Gk

t−1|)k∈[K].

We assume that a memory-less algorithm is aware of the current step t at any time, and knows the
proportions of each group (λk)k∈[K]. However, in our analysis, the knowledge of group proportions
is dispensable since we investigate the asymptotic success probabilities of DT algorithms. Indeed,
for setting thresholds that depend on group proportions, if the smallest threshold is at least ϵ > 0,
regardless of group proportions, it suffices to observe the first ⌊ϵN⌋ candidates, then estimate
λ̄k = ⌊ϵN⌋−1

∑⌊ϵN⌋
t=1 1(gt = k) for all k ∈ [K]. The algorithm can choose the thresholds using

(λ̄k)k∈[K] instead of (λk)k∈[K]. As the number of candidates tends to infinity, λ̄k becomes arbitrarily
close to λk with high probability, and so do the thresholds, assuming they are continuous functions of
the group proportions. Though this introduces additional intricacies to the proofs, the fundamental
proof arguments and the results remain the same. While Definition D.1 only includes deterministic
algorithms, it can be easily extended to randomized algorithms, by considering the distributions of
the actions instead of the actions themselves.

In the following lemma, we establish that the success probability of a memory-less algorithm, given
the history up to step t − 1, is contingent upon only a few parameters, which are the available
budget Bt, the group to which the best-observed candidate belongs g∗t, and the sizes of the groups
(|Gk

t |)k ∈ [K]. Collectively, these parameters define the state of a memory-less algorithm at step t,
which entirely determines the success probability of the algorithm starting from that state.
Lemma D.1. For any memory-less algorithm A and t ∈ [N ], denoting by τ the stopping time of A
and by Ft−1 is the history of the algorithm up to step t− 1, i.e. the set of all the observations and
actions taken by the algorithm until step t− 1, then

P(A succeeds | τ ≥ t, g∗t ,Ft−1) = P(A succeeds | τ ≥ t, g∗t , Bt, (|Gk
t |)k∈[K]) .

Proof. Let A be a memory-less algorithm, and let us denote by τ its stopping time. Conditionally to
the history of the algorithm until step t− 1 and to the event {τ ≥ t}, the success probability of A
depends on the future observations and the future actions of the algorithm.

Given that the algorithm is memory-less, at any step s ≥ t, its actions as,1, as,2 depend on the
observations rt, gt, Rt, the budget Bt and (|Gk

s−1|)k∈[K].

Conditionally to the cardinals of the groups at step t−1, the cardinals (|Gk
s−1|)k∈[K] are independent

of the history Ft−1 because

|Gk
s−1| = |Gk

t−1|+
s−1∑
u=t

1(gu = k) ∀k ∈ [K] ,

Moreover, since the candidates are observed in a uniformly random order, and the group memberships
are also i.i.d random variables, then for all s ≥ 2 distributions of rs, Rs depend only on the cardinals
of each group at step s− 1, on gs and g∗s−1. Also g∗s is a function of g∗s−1, gs and 1(Rs = 1):

g∗s = 1(Rs ̸= 1) g∗s−1 + 1(Rs ̸= 1) gs ,

and the budget Bs satisfies

Bs = Bs−1 − 1(as−1,2 = compare) .

Therefore, Conditionally to the Bt, (|Gk
t−1|)k∈[K], g

∗
t−1, the distributions of the observations and of

the algorithm’s actions at any step s ≥ t are independent of the history before step t.

At any given step t, a memory-less algorithm has access to the available budget Bt and the number of
previous candidates belonging to each group. In the case of two groups, this information reduces to
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(t, Bt, |G1
t−1|), since |G2

t−1| = t− 1− |G1
t−1|. The state of the algorithm, which fully determines its

success probability, is given by the tuple (t, Bt, |G1
t−1|, g∗t−1). However, g∗t−1 is not known to the

algorithm, hence it must make decisions relying on the limited information it has, to maximize the
expected success probability, where the expectation is taken over g∗t−1.

D.2 State transitions

For any memory-less algorithm A, we denote by St(A) its state at step t, which is a tuple (t, b,m, ℓ).
Here, t − 1 represents the count of previously rejected candidates, b ≥ 0 denotes the available
budget, m < t indicates the number of prior candidates from group G1, and ℓ ∈ {1, 2} is the group
containing the best-seen candidate so far.

To examine the state transitions of the algorithm, it is imperative to first understand the distribution of
the new observations at any given step t, depending on St(A). While the group membership gt of
candidate xt is independent of St(A), both rt and Rt are contingent on it.

Lemma D.2. For any memory-less algorithm A and state (t,m, b, ℓ), denoting by k = 3 − ℓ the
group index different from ℓ, it holds that

P(rt = 1 | St(A) = (t,m, b, ℓ), gt = ℓ) =
1

t

P(rt = 1 | St(A) = (t,m, b, ℓ), gt = k) =
|Gk

t−1|+ t

t(|Gk
t−1|+ 1)

P(Rt = 1 | St(A) = (t,m, b, ℓ), gt = ℓ, rt = 1) = 1

P(Rt = 1 | St(A) = (t,m, b, ℓ), gt = k, rt = 1) =
|Gk

t−1|+ 1

|Gk
t−1|+ t

,

where

|Gk
t−1| =

{
m if k = 1
t− 1−m if k = 2 .

Proof. If St(A) = (t,m, b, ℓ), then in particular g∗t−1 = ℓ, i.e. maxGℓ
t−1 > maxGk

t−1, thus

P(rt = 1 | St(A) = (t,m, b, ℓ), gt = ℓ) = P(xt > maxGℓ
t−1 | St(A) = (t,m, b, ℓ), gt = ℓ)

= P(xt > maxx1:t−1 | St(A) = (t,m, b, ℓ), gt = ℓ)

=
1

t
,

because the rank of xt among previous candidates is independent of their relative ranks and groups,
thus independent of the state of the algorithm. Moreover, if rt = 1, gt = 1 and g∗t−1 = ℓ, then xt is
the better than the maximum of Gℓ

t−1, which is the maximum of x1:t−1, thus necessarily Rt = 1,

P(Rt = 1 | St(A) = (t,m, b, ℓ), gt = ℓ, rt = 1) = 1 .

On the other hand, if gt = k ̸= ℓ = g∗t−1, assume that |Gℓ
t−1| > 0. It holds that

P(rt = 1 | St(A) = (t,m, b, ℓ), gt = k) = P(rt = 1 | g∗t−1 = ℓ, gt = k, |G1
t−1| = m)

=
P(rt = 1, g∗t−1 = ℓ | gt = k, |G1

t−1| = m)

P(g∗t−1 = ℓ | |G1
t−1| = m)

.

We have immediately that

P(g∗t−1 = ℓ | |G1
t−1| = m) = P(maxGℓ

t−1 > maxGk
t−1 | |G1

t−1| = m) =
|Gℓ

t−1|
t− 1

,
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and the numerator can be computed as

P(rt = 1, g∗t−1 = ℓ | gt = k, |G1
t−1| = m) (16)

= P(xt > maxGk
t−1, g

∗
t−1 = ℓ | |G1

t−1| = m)

= P(xt > maxGk
t−1,maxGℓ

t−1 > maxGk
t−1 | |G1

t−1| = m)

= P(xt > maxGℓ
t−1 > maxGk

t−1 | |G1
t−1| = m)

+P(maxGℓ
t−1 > xt > maxGk

t−1 | |G1
t−1| = m)

=
1

t
·
|Gℓ

t−1|
t− 1

+
|Gℓ

t−1|
t
· 1

|Gk
t−1|+ 1

=
|Gℓ

t−1|
t

(
1

t− 1
+

1

|Gk
t−1|+ 1

)
, (17)

which yields

P(rt = 1 | St(A) = (t,m, b, ℓ), gt = k) =
t− 1

|Gℓ
t−1|
·
|Gℓ

t−1|
t

(
1

t− 1
+

1

|Gk
t−1|+ 1

)
=

1

t

(
1 +

t− 1

|Gk
t−1|+ 1

)
=
|Gk

t−1|+ t

t(|Gk
t−1|+ 1)

.

Finally,

P(Rt = 1 | St(A) = (t,m, b, ℓ), gt = k, rt = 1) =
P(Rt = 1, rt = 1, g∗t−1 = ℓ | gt = k, |G1

t−1|)
P(rt = 1, g∗t−1 = ℓ | gt = k, |G1

t−1|)
.

We computed the denominator term in (17), and the numerator satisfies

P(Rt = 1, rt = 1, g∗t−1 = ℓ | gt = k, |G1
t−1|) = P(Rt = 1, g∗t−1 = ℓ | gt = k, |G1

t−1|)
= P(xt > maxGℓGℓ

t−1 > maxGk
t−1 | |G1

t−1|)

=
1

t
·
|Gℓ

t−1|
t− 1

,

hence

P(Rt = 1 | St(A) = (t,m, b, ℓ), gt = k, rt = 1) =

|Gℓ
t−1|

t(t−1)

|Gℓ
t−1|
t

(
1

t−1 + 1
|Gk

t−1|+1

)
=

1

1 + t−1
|Gk

t−1|+1

=
|Gk

t−1|+ 1

|Gk
t−1|+ t

.

This concludes the proof when |Gℓ
t−1| > 0. If |Gℓ

t−1| = 0, then the same identities remain trivially
true.

Using the previous Lemma, we can fully characterize the possible state transitions of a memory-less
algorithm. First, the values of the parameters |G1

t | and Bt+1 are trivially determined based on the
state St at the beginning of step t, the observations rt and gt, and the actions of the algorithm:

|G1
t | = |G1

t−1|+ 1(gt = 1) , Bt+1 = Bt − 1(at,1 = compare) ,

where at,1 is the action taken by the algorithm, which only depends on the state St since the algorithm
is memory-less.
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Regarding g∗t , if gt = g∗t−1, then g∗t = g∗t−1 remains unchanged with probability 1. However, if
gt ̸= g∗t−1 and rt = 1, and if the algorithm skips the candidate without making a comparison, then g∗t
is not deterministic based on the history alone. The probability that g∗t = gt in this case is precisely
the probability that Rt = 1, computed in Lemma D.2

P(g∗t = gt | St(A) = (t,m, b, ℓ), gt = k, rt = 1) =
|Gk

t−1|+ 1

|Gk
t−1|+ t

.

D.3 Expected action rewards

In the following, we denote by A∗ the optimal memory-less algorithm for two groups, and for all
B ≥ 0, t ∈ [N ], m < t and ℓ ∈ {1, 2}, we denote by

VB
t,m,ℓ = P

(
A∗ succeeds | τ ≥ t, St(A∗) = (t, B,m, ℓ)

)
,

which is its success probability starting from state (t, B,m, ℓ).

We analyze the expected rewards and state transitions of algorithm A∗ given its limited information
access. When the algorithm receives a new observation (rt, gt):

• If rt ̸= 1, the optimal action is to skip the candidate (skip).
• If rt = 1 and Bt = 0, the algorithm either stops or skips the candidate. However, if there is

a positive budget Bt, stopping is suboptimal: it is always better to make a comparison first.
• If the algorithm chooses to make a comparison and observes Rt:

– If Rt ̸= 1, the optimal action is to skip the candidate.
– If Rt = 1, the algorithm must decide whether to skip or stop. However, skipping after

observing Rt = 1 is suboptimal compared to skipping immediately after observing
rt = 1, as the latter conserves the budget.

In summary, any rational algorithm follows these decision rules:

• If (rt ̸= 1) or (rt = 1 and Rt ̸= 1), then skip the candidate.
• If (rt = 1 and Rt = 1), select the candidate.

Therefore, the main non-trivial decision to make is whether to reject or accept a candidate after
observing rt = 1. Consider an algorithm A following these rules. At time t with budget Bt = b and
|G1

t−1| = m, if gt = k and rt = 1, choosing an action a ∈ {skip, stop, compare} based on these
rules leads to a new state St+1(A) = F (t, b,m, k, a), which is a random variable depending on g∗t−1
and Rt. If a ∈ {stop, compare} and Rt = 1, then St+1(A) is a final state: success or failure.

With this notation, we defineRB
t,m(a) as the reward that A∗ expects to gain by playing action a after

observing rt = 1 and gt = k in a state St(A∗) = (t, b,m, ·), where it ignores g∗t−1

RB
t,m,k(a) = E[P

(
A∗ succeeds | St+1(A∗) = F (t, B,m, k, a)

)
| St(A∗) = (t, B,m, ·), rt = 1, gt = k] .

where the expectation is taken over g∗t−1 and Rt. The optimal memory-less action at any state
(t, B,m, ℓ), knowing that rt = 1, gt = k, is the one maximizingRB

t,m,k(a).

Lemma D.3. Consider a state St = (t, B,m, ·), and let {k, ℓ} = {1, 2}, Mk = m+1(k = 1), then

RB
t,m,k(stop) =

|Gk
t |

N
,

RB
t,m,k(skip) =

|G1
t |
t
VB
t+1,Mk,1

+
|G2

t |
t
VB
t+1,M,2 ,

RB
t,m,k(compare) =

|Gk
t |

N
+
|Gℓ

t|
t

(
|Gk

t−1|+ 1

|Gk
t−1|+ t

· t

N
+

t− 1

|Gk
t−1|+ t

VB−1
t+1,Mk,ℓ

)
,

Observe that, conditionally to gt and |G1
t−1|, the cardinals of G1

t−1, G
2
t−1, G

1
t , G

2
t are all known:

|G1
t | = |G1

t−1|+ 1(gt = 1) , |G2
t | = t− |G1

t |, |G2
t−1| = t− 1− |G1

t−1| .
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D.4 Optimal actions and success probability

Using Lemma D.3 and considering the potential state transitions based on the actions, we establish a
recursion satisfied by (VB

t,m,ℓ)t,B,m,ℓ. We present the result without distinction between the cases
ℓ = 1 and ℓ = 2. For simplicity, let λk = P(gt = k) for k = 1, 2, and define Mk = m+ 1(k = 1)
for all m ≥ 0. Additionally, for all (B, t,m, k), define

δBk = 1
(
RB

t,m,k(accept) ≥ RB
t,m,k(skip)

)
,

where the action accept corresponds to compare for B > 0 and stop for B = 0.

Theorem D.4. For all t ∈ [N ], m < t and {k, ℓ} = {1, 2}, the success probability of A∗ with zero
budget satisfies the recursion

V0
t,m,ℓ = λℓ

(
δ0ℓ
N +

(
1− δ0ℓ

t

)
V0
t+1,Mℓ,ℓ

)
+ λk

(
δ0k
N +

1−δ0k
t V

0
t+1,Mk,k

+
(
1− 1

t

) (
2− δ0k − 1

|Gk
t−1|+1

)
V0
t+1,Mk,ℓ

)
,

and for B ≥ 1 it satisfies

VB
t,m,ℓ = λℓ

(
δBℓ
N +

(
1− δBℓ

t

)
VB
t+1,Mℓ,ℓ

)
+ λk

(
δBk
N +

δBk
|Gk

t−1|+1

(
1− 1

t

)
VB−1
t+1,Mk,ℓ

+
1−δBk

t V
B
t+1,Mk,k

+
(
1− 1

t

)(
1− δBk

|Gk
t−1|+1

)
VB
t+1,Mk,ℓ

)
,

where VB
N+1,m,k = 0 for all B ≥ 0 m ≤ N and k ∈ {1, 2}.

Proof. Using the results from Section D.2 and D.3, the actions ofA∗ and the resulting state transitions
are as follows. If the state of A∗ at step t is St(A∗) = (t, B,m, ℓ) for some B ≥ 1, m < t and
ℓ ∈ {1, 2}: If gt = ℓ, denoting by Mℓ = m+ 1(ℓ = 1), we have

• with probability 1− 1/t: rt = 0, and the algorithm rejects the candidate, transitioning to
the state (t+ 1, B,Mℓ, ℓ).

• with probability 1/t: rt = 1, and necessarily Rt = 1, because gt = g∗t−1 = ℓ.

– If RB
t,m,k(compare) > RB

t,m,k(skip), then the algorithm uses a comparison and
observes Rt = 1, hence accepts the candidate. The success probability in that case is
t/N .

– Otherwise, the candidate is rejected and the algorithm goes to state (t+ 1, B,Mℓ, ℓ)

On the other hand, if gt = k ̸= g∗t−1, then denoting by Mk = m+ 1(k = 1), we have

• with probability |Gk
t−1|(t+1)

t(|Gk
t−1|+1)

: rt = 0, and the algorithm rejects the candidate, transitioning

to the state (t+ 1, B,Mk, ℓ).

• with probability |Gk
t−1|+t

t(|Gk
t−1|+1)

: rt = 1

– IfRB
t,m,k(compare) > RB

t,m,k(skip), then the algorithm uses a comparison

* with probability |Gk
t−1|+1

|Gk
t−1|+t

: Rt = 1 and the algorithm stops, its success probability

is t/N
* with probability t−1

|Gk
t−1|+t

: Rt = 0, the candidate is rejected, and the algorithm

goes to state (t+ 1, B − 1,Mk, ℓ)

– Otherwise, the candidate is rejected and

* with probability |Gk
t−1|+1

|Gk
t−1|+t

: the algorithm goes to state (t+ 1, B,Mk, k)

* with probability t−1
|Gk

t−1|+t
: the algorithm goes to state (t+ 1, B,Mk, ℓ)
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In the case of a zero budget, the algorithm compares RB
t,m,k(skip) to RB

t,m,k(compare) instead
ofRB

t,m,k(compare). If the algorithm decides to reject the candidate then the same state transition
occurs. However, if the candidate is selected and if gt = g∗t−1 = ℓ then the success probability is
t/N . If On the other hand, if it is selected and gt = k ̸= g∗t−1 = ℓ then the probability that the

current candidate is the best overall is |Gk
t−1|+1

|Gk
t−1|+t

× t
N .

All in all, for B = 0, then

(V0
t,m,ℓ | gt = ℓ) =

1

t

(
δ0ℓ

t

N
+ (1− δ0ℓ )V0

t+1,Mℓ,ℓ

)
+

(
1− 1

t

)
V0
t+1,Mℓ,ℓ

=
(
1− δ0ℓ

t

)
V0
t+1,Mℓ,ℓ

+
δ0ℓ
N

(V0
t,m,ℓ | gt = k) =

|Gk
t−1|+t

t(|Gk
t−1|+1)

(
δ0k

t(|Gk
t−1|+1)

N(|Gk
t−1|+t)

+ (1− δ0k)
(

|Gk
t−1|+1

|Gk
t−1|+t

V0
t+1,Mℓ,l

+ t−1
|Gk

t−1|+t
V0
t+1,Mℓ,ℓ

))
+

|Gk
t−1|+t

t(|Gk
t−1|+1)

V0
t+1,Mk,ℓ

=
δ0k
N +

1−δ0k
t V

0
t+1,Mk,k

+
(
1− 1

t

) (
2− δ0k − 1

|Gk
t−1|+1

)
V0
t+1,Mk,ℓ

,

and we deduce that

V0
t,m,ℓ = λℓ

((
1− δ0ℓ

t

)
V0
t+1,Mℓ,ℓ

+
δ0ℓ
N

)
+ λk

(
δ0k
N +

1−δ0k
t V

0
t+1,Mk,k

+
(
1− 1

t

) (
2− δ0k − 1

|Gk
t−1|+1

)
V0
t+1,Mk,ℓ

)
.

For B ≥ 1, we obtain

(VB
t,m,ℓ | gt = ℓ) =

1

t

(
δBℓ

t

N
+ (1− δBℓ )VB

t+1,Mℓ,ℓ

)
+

(
1− 1

t

)
VB
t+1,Mℓ,ℓ

=
(
1− δBℓ

t

)
VB
t+1,Mℓ,ℓ

+
δBℓ
N

(VB
t,m,ℓ | gt = k) =

|Gk
t−1|+t

t(|Gk
t−1|+1)

[
δBk

(
|Gk

t−1|+1

|Gk
t−1|+t

VB
t+1,Mk,k

+ t−1
|Gk

t−1|+t
VB
t+1,Mk,ℓ

)
+ (1− δBk )

(
|Gk

t−1|+1

|Gk
t−1|+t

V0
t+1,Mk,l

+ t−1
|Gk

t−1|+t
V0
t+1,Mk,ℓ

)]
+

|Gk
t−1|+t

t(|Gk
t−1|+1)

VB
t+1,Mk,ℓ

=
δBk
N +

δBk
|Gk

t−1|+1

(
1− 1

t

)
VB−1
t+1,Mk,ℓ

+
1−δBk

t V
B
t+1,Mk,k

+
(
1− 1

t

)(
1− δBk

|Gk
t−1|+1

)
VB
t+1,Mk,ℓ

,

hence

VB
t,m,ℓ = λℓ

(
δBℓ
N +

(
1− δBℓ

t

)
VB
t+1,Mℓ,ℓ

)
+ λk

(
δBk
N +

δBk
|Gk

t−1|+1

(
1− 1

t

)
VB−1
t+1,Mk,ℓ

+
1−δBk

t V
B
t+1,Mk,k

+
(
1− 1

t

)(
1− δBk

|Gk
t−1|+1

)
VB
t+1,Mk,ℓ

)
,

which concludes the proof.

Implementing the optimal memory-less algorithm A∗ with budget B requires knowing the
(Rb

t,m,k(a))t,b,m,k for a ∈ {skip, stop, compare}, which depend themselves on the table(
Vb
t,m,k

)
t,b,m,k

. Using Lemma D.3 and Theorem D.4, these tables can be computed in a O(BN2)

time as described in Algorithm 2.

After computing these tables, the optimal memory-less algorithmA∗ can be implemented by following
the rational decision rules outlined in Section D.3, and when encountering rt = 1 and needing to
choose between accepting or rejecting the candidate,A∗ selects the action that maximizes its expected
reward given the information it has about the current state. A detailed description is provided in
Algorithm 3.
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Algorithm 2: (Vb
t,m,k)t,b,m,k and (Rb

t,m,k(a))t,b,m,k for a ∈ {skip, stop, compare}
Input: Number of candidates N , available budget B, probability distribution of gt: λ1, λ2

Initialization: Vb
N+1,m,k ← 0 for all b ≤ B,m ≤ N, k ∈ {1, 2}

1 for b = 1, . . . , B do
2 for t = N,N − 1, . . . , 1 do
3 for m = 0, . . . , t do
4 ComputeRb

t,m,k(a) for k ∈ {1, 2} and a ∈ {skip, stop, compare} using Lemma
D.3

5 Compute Vb
t,m,k for k ∈ {1, 2} using Theorem D.4

6 Return: (Vb
t,m,k)t,b,m,k, (Rb

t,m,k(a))t,b,m,k

Algorithm 3: Optimal memory-less algorithm A∗

Input: Number of candidates N , available budget B, probability distribution of gt: λ1, λ2

Initialization: b← B, m← 0
1 Compute (Vb

t,m,k)t,b,m,k and (Rb
t,m,k(a))t,b,m,k,a using Algorithm 2

2 for t = 1, . . . , N do
3 Receive new observation (rt, gt)
4 if rt = 1 then
5 if b = 0 andR0

t,m,gt(stop) > R
0
t,m,gt(skip) then

6 Return: t
7 if b > 0 andRb

t,m,gt(compare) > R
b
t,m,gt(skip) then

8 b← b− 1
9 if Rt = 1 then

10 Return: t
11 m← m+ 1(gt = 1)
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contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed during the paper and in the conclusion.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: All the proofs are in the appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
We explain the experimental settings.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: A link to the code is provided in the experiments section.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The full experiments setting is explained in the experiments section.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Most plots show deterministic values (optimal thresholds, visualization of
theoretic results,...)

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer:[No]
Justification: The runtime is not an important factor in our simulations, we do not feel that
precising computer resources is relevant.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: The paper studies a fundamental theoretic problem. It seems to us that no
particular societal impact should be discussed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The contribution of the paper is mainly theoretical.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: We do not use any assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We do not provide any new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No such experiments are included in the paper.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No such studies are included in the paper.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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