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Abstract. Designing deep learning algorithms for gland segmentation
is crucial for automatic cancer diagnosis and prognosis. However, the
expensive annotation cost hinders the development and application of
this technology. In this paper, we make a first attempt to explore a deep
learning method for unsupervised gland segmentation, where no man-
ual annotations are required. Existing unsupervised semantic segmenta-
tion methods encounter a huge challenge on gland images. They either
over-segment a gland into many fractions or under-segment the
gland regions by confusing many of them with the background.
To overcome this challenge, our key insight is to introduce an empirical
cue about gland morphology as extra knowledge to guide the segmen-
tation process. To this end, we propose a novel Morphology-inspired
method via Selective Semantic Grouping. We first leverage the empirical
cue to selectively mine out proposals for gland sub-regions with variant
appearances. Then, a Morphology-aware Semantic Grouping module is
employed to summarize the overall information about glands by explic-
itly grouping the semantics of their sub-region proposals. In this way,
the final segmentation network could learn comprehensive knowledge
about glands and produce well-delineated and complete predictions. We
conduct experiments on the GlaS dataset and the CRAG dataset. Our
method exceeds the second-best counterpart by over 10.56% at mIOU.

Keywords: Whole Slide Image · Unsupervised Gland Segmentation ·
Morphology-inspired Learning · Semantic Grouping

1 Introduction

Accurate gland segmentation from whole slide images (WSIs) plays a crucial role
in the diagnosis and prognosis of cancer, as the morphological features of glands
can provide valuable information regarding tumor aggressiveness [11]. With the
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Fig. 1. (a): Example of a gland and its gland border and interior epithelial tissues. (b)
Prior USS methods in medical image research [2] and natural image research [6] vs. Our
MSSG. Green and orange regions denote the glands and the background respectively.
(Color figure online)

emergence of deep learning (DL), there has been a growing interest in developing
DL-based methods for semantic-level [9,12,36] and instance-level [5,13,25,27,
32,35] gland segmentation. However, such methods typically rely on large-scale
annotated image datasets, which usually require significant effort and expertise
from pathologists and can be prohibitively expensive [28].

To reduce the annotation cost, developing annotation-efficient methods for
semantic-level gland segmentation has attracted much attention [10,18,23,37].
Recently, some researchers have explored weakly supervised semantic segmen-
tation methods which use weak annotations (e.g., Bound Box [37] and Patch
Tag [18]) instead of pixel-level annotations to train a gland segmentation net-
work. However, these weak annotations are still laborious and require expert
knowledge [37]. To address this issue, previous works have exploited conven-
tional clustering [8,22,23] and metric learning [10,29] to design annotation-free
methods for gland segmentation. However, the performance of these methods
can vary widely, especially in cases of malignancy. This paper focuses on unsu-
pervised gland segmentation, where no annotations are required during
training and inference.

One potential solution is to adopt unsupervised semantic segmentation (USS)
methods which have been successfully applied to medical image research and nat-
ural image research. On the one hand, existing USS methods have shown promis-
ing results in various medical modalities, e.g., magnetic resonance images [19],
x-ray images [1,15] and dermoscopic images [2]. However, directly utilizing these
methods to segment glands could lead to over-segment results where a gland is
segmented into many fractions rather than being considered as one target (see
Fig. 1(b)). This is because these methods are usually designed to be extremely
sensitive to color [2], while gland images present a unique challenge due to
their highly dense and complex tissues with intricate color distribution [18].
On the other hand, prior USS methods for natural images can be broadly cate-
gorized into coarse-to-fine-grained [4,14,16,21,31] and end-to-end (E2E) cluster-
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ing [3,6,17]. The former ones typically rely on pre-generated coarse masks (e.g.,
super-pixel proposals [16], salience masks [31], and self-attention maps [4,14,21])
as prior, which is not always feasible on gland images. The E2E clustering meth-
ods, however, produce under-segment results on gland images by confusing many
gland regions with the background; see Fig. 1(b). This is due to the fact that
E2E clustering relies on the inherent connections between pixels of the same
class [33], and essentially, grouping similar pixels and separate dissimilar ones.
Nevertheless, the glands are composed of different parts (gland border and inte-
rior epithelial tissues, see Fig. 1(a)) with significant variations in appearance.
Gland borders typically consist of dark-colored cells, whereas the interior epithe-
lial tissues contain cells with various color distributions that may closely resem-
ble those non-glandular tissues in the background. As such, the E2E clustering
methods tend to blindly cluster pixels with similar properties and confuse many
gland regions with the background, leading to under-segment results.

To tackle the above challenges, our solution is to incorporate an empir-
ical cue about gland morphology as additional knowledge to guide
gland segmentation. The cue can be described as: Each gland is comprised
of a border region with high gray levels that surrounds the interior epithelial tis-
sues. To this end, we propose a novel Morphology-inspired method via Selective
Semantic Grouping, abbreviated as MSSG. To begin, we leverage the empirical
cue to selectively mine out proposals for the two gland sub-regions with vari-
ant appearances. Then, considering that our segmentation target is the gland,
we employ a Morphology-aware Semantic Grouping module to summarize the
semantic information about glands by explicitly grouping the semantics of the
sub-region proposals. In this way, we not only prioritize and dedicate extra atten-
tion to the target gland regions, thus avoiding under-segmentation; but also
exploit the valuable morphology information hidden in the empirical cue, and
force the segmentation network to recognize entire glands despite the excessive
variance among the sub-regions, thus preventing over-segmentation. Ultimately,
our method produces well-delineated and complete predictions; see Fig. 1(b).

Our contributions are as follows: (1) We identify the major challenge encoun-
tered by prior unsupervised semantic segmentation (USS) methods when dealing
with gland images, and propose a novel MSSG for unsupervised gland segmen-
tation. (2) We propose to leverage an empirical cue to select gland sub-regions
and explicitly group their semantics into a complete gland region, thus avoid-
ing over-segmentation and under-segmentation in the segmentation results. (3)
We validate the efficacy of our MSSG on two public glandular datasets (i.e.,
the GlaS dataset [27] and the CRAG dataset [13]), and the experiment results
demonstrate the effectiveness of our MSSG in unsupervised gland segmentation.

2 Methodology

The overall pipeline of MSSG is illustrated in Fig. 2. The proposed method begins
with a Selective Proposal Mining (SPM) module which generates a proposal map
that highlights the gland sub-regions. The proposal map is then used to train
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Fig. 2. Overview of our Morphology-inspired Unsupervised Gland Segmentation via
Selective Semantic Grouping. (a) Selective Proposal Mining pipeline. We leverage an
empirical cue to select proposals for gland sub-regions from the prediction of a shal-
low encoder f(·) which emphasizes low-level appearance features rather than high-
level semantic features. (b) Morphology-aware Semantic Grouping (MSG) pipeline.
We deploy a MSG for Variation module to group the two gland sub-regions in the
embedding space with LMSGV , and a MSG for Omission module to dynamically refine
the proposal map generated by the proposal mining frame (see Gland boundary in P
and RP ).

a segmentation network. Meantime, a Morphology-aware Semantic Grouping
(MSG) module is used to summarize the overall information about glands from
their sub-region proposals. More details follow in the subsequent sections.

2.1 Selective Proposal Mining

Instead of generating pseudo-labels for the gland region directly from all the
pixels of the gland images as previous works typically do, which could lead to
over-segmentation and under-segmentation results, we propose using the empir-
ical cue as extra hints to guide the proposal generation process.

Specifically, let the ith input image be denoted as Xi ∈ R
C×H×W , where H,

W , and C refer to the height, width, and number of channels respectively. We
first obtain a normalized feature map Fi for Xi from a shallow encoder f with
3 convolutional layers, which can be expressed as Fi = ‖f (Xi)‖2. We train the
encoder in a self-supervised manner, and the loss function L consists of a typical
self-supervised loss LSS , which is the cross-entropy loss between the feature map
Fi and the one-hot cluster label Ci = arg max (Fi), and a spatial continuity loss
LSC , which regularizes the vertical and horizontal variance among pixels within
a certain area S to assure the continuity and completeness of the gland border
regions (see Fig. 1 in the Supplementary Material). The expressions for
LSS and LSC are given below:

LSS(Fi[:, h, w], Ci[:, h, w]) = −
D∑

d

Ci[d, h, w] · lnFi[d, h, w] (1)
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LSC (Fi) =

S,H−s,W−s∑

s,h,w

(Fi[:, h + s, w] − Fi[:, h, w])2

+(Fi[:, h, w + s] − Fi[:, h, w])2 .

(2)

Then we employ K-means [24] to cluster the feature map Fi into 5 candidate
regions, denoted as Yi =

{
yi,1 ∈ R

D×n0 , yi,2 ∈ R
D×n2 , ..., yi,5 ∈ R

D×n5
}
, where

n1 + n2 + ... + n5 equals the total number of pixels in the input image (H × W ).
Sub-region Proposal Selection via the Empirical Cue. The aforemen-
tioned empirical cue is used to select proposals for the gland border and interior
epithelial tissues from the candidate regions Yi. Particularly, we select the region
with the highest average gray level as the proposal for the gland border. Then,
we fill the areas surrounded by the gland border proposal and consider them as
the proposal for the interior epithelial tissues, while the rest areas of the gland
image are regarded as the background (i.e., non-glandular region). Finally, we
obtain the proposal map Pi ∈ R

3×H×W , which contains the two proposals for
two gland sub-regions and one background proposal.

2.2 Morphology-Aware Semantic Grouping

A direct merge of the two sub-region proposals to train a fully-supervised seg-
mentation network may not be optimal for our case. Firstly, the two gland sub-
regions exhibit significant variation in appearance, which can impede the seg-
mentation network’s ability to recognize them as integral parts of the same
object. Secondly, the SPM module may produce proposals with inadequate
highlighting of many gland regions, particularly the interior epithelial tissues,
as shown in Fig. 2 where regions marked with × are omitted. Consequently,
applying pixel-level cross-entropy loss between the gland image and the merged
proposal map could introduce undesired noise into the segmentation network,
thus leading to under-segment predictions with confusion between the glands and
the background. As such, we propose two types of Morphology-aware Semantic
Grouping (MSG) modules (i.e., MSG for Variation and MSG for Omission) to
respectively reduce the confusion caused by the two challenges mentioned above
and improve the overall accuracy and comprehensiveness of the segmentation
results. The details of the two MSG modules are described as follows.

Here, we first slice the gland image and its proposal map into patches as
inputs. Let the input patch and its corresponding sliced proposal map be denoted
as X̂ ∈ R

C×Ĥ×Ŵ and P̂ ∈ R
3×Ĥ×Ŵ . We can obtain the feature embedding map

F̂ which is derived as F̂ = ffeat(X̂) and the prediction map X̃ as X̃ = fcls(F̂ ),
where ffeat and fcls refers to the feature extractor and pixel-wise classifier of
the segmentation network respectively.

MSG for Variation is designed to mitigate the adverse impact of appear-
ance variation between the gland sub-regions. It regulates the pixel-level feature
embeddings of the two sub-regions by explicitly reducing the distance between
them in the embedding space. Specifically, according to the proposal map P̂ ,
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we divide the pixel embeddings in F̂ ∈ R
D×Ĥ×Ŵ into gland border set G ={

g0, g1, ..., gkg

}
, interior epithelial tissue set I = {i0, i1, ..., iki

} and non-glandular
(i.e., background) set N = {n0, n1, ..., nkn

}, where kg + ki + kn = Ĥ × Ŵ . Then,
we use the average of the pixel embeddings in gland border set G as the align-
ment anchor and pull all pixels of I towards the anchor:

LMSGV =
1

I

∑

i∈I

(
i − 1

G

∑

g∈G

g

)2

. (3)

MSG for Omission is designed to overcome the problem of partial omis-
sion in the proposals. It identifies and relabels the overlooked gland regions in
the proposal map and groups them back into the gland semantic category. To
achieve this, for each pixel n in the non-glandular (i.e., background) set N , two
similarities are computed with the gland sub-regions G and I respectively:

SG
n =

1

G

∑

g∈G

g

‖g‖2

· n

‖n‖2

, SI
n =

1

I

∑

i∈I

i

‖i‖2

· n

‖n‖2

. (4)

SG
n (or SI

n) represents the similarity between the background pixel n and gland
borders (or interior epithelial tissues). If either of them is higher than a preset
threshold β (set to 0.7), we consider n as an overlooked pixel of gland borders (or
interior epithelial tissues), and relabel n to G (or I). In this way, we could obtain
a refined proposal map RP . Finally, we impose a pixel-level cross-entropy loss
on the prediction and refined proposal RP to train the segmentation network:

LMSGO = −
Ĥ,Ŵ∑

ĥ,ŵ

RP [:, ĥ, ŵ] · ln X̃[:, ĥ, ŵ], (5)

The total objective function L for training the segmentation network can be
summarized as follows:

L = LMSGO + λvLMSGV , (6)

where λv (set to 1) is the coefficient.

3 Experiments

3.1 Datasets

We evaluate our MSSG on The Gland Segmentation Challenge (GlaS) dataset
[27] and The Colorectal Adenocarcinoma Gland (CRAG) dataset [13]. The
GlaS dataset contains 165 H&E-stained histopathology patches extracted from
16 WSIs. The CRAG dataset owns 213 H&E-stained histopathology patches
extracted from 38 WSIs. The CRAG dataset has more irregular malignant
glands, which makes it more difficult than GlaS, and we would like to empha-
size that the results on CRAG are from the model trained on GlaS without
retraining.
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Fig. 3. Visualization of predictions on GlaS (left) and CRAG dataset(right). Black
denotes glandular tissues and white denotes non-glandular tissues (More in the Sup-
plementary Material).

Table 1. Comparison results on GlaS and CRAG dataset. Bold and underline denote
best and second-best results of the unsupervised methods.

Dataset Method Backbone Supervision F1 DICE mIOU

GlaS
Dataset

Unet [26] U-Net Fully 77.78% 79.04% 65.34%

ResUNet [34] U-Net Fully 78.83% 79.48% 65.95%

MedT [30] Transformer Fully 81.02% 82.08% 69.61%

Randomly Initial PSPNet None 49.72% 48.63% 32.13%

DeepCluster∗ [3] PSPNet None 57.03% 57.32% 40.17%

PiCIE∗ [6] PSPNet None 64.98% 65.61% 48.77%

DINO [4] PSPNet None 56.93% 57.38% 40.23%

DSM [21] PSPNet None 68.18% 66.92% 49.92%

SGSCN∗ [2] PSPNet None 67.62% 68.72% 52.16%

MSSG PSPNet None 78.26% 77.09% 62.72%

CRAG
Dataset

Unet [26] U-Net Fully 82.70% 84.40% 70.21%

VF-CNN [20] RotEqNet Fully 71.10% 72.10% 57.24%

MILDNet [13] MILD-Net Fully 86.90% 88.30% 76.95%

PiCIE∗ [6] PSPNet None 67.04% 64.33% 52.06%

DSM [21] PSPNet None 67.22% 66.07% 52.28%

SGSCN∗ [2] PSPNet None 69.29% 67.88% 55.31%

MSSG PSPNet None 77.43% 77.26% 65.89%

3.2 Implementation Details

The experiments are conducted on four RTX 3090 GPUs. For the SPM, a 3-
layer encoder is trained for each training sample. Each convolutional layer uses
a 3 × 3 convolution with a stride of 1 and a padding size of 1. The encoder is
trained for 50 iterations using an SGD optimizer with a polynomial decay policy
and an initial learning rate of 1e−2. For the MSG, MMSegmentation [7] is used
to construct a PSPNet [38] with a ResNet-50 backbone as the segmentation
network. The network is trained for 20 epochs with an SGD optimizer, a learning
rate of 5e−3, and a batch size of 16. For a fair comparison, the results of all
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Fig. 4. Ablation Study on MSG modules. Without MSG, the performance is not good
enough, due to significant sub-region variation and gland omission. With MSG mod-
ules, the performance of the network is progressively improved (More in the Sup-
plementary Material).

Table 2. Performance gains with MSG modules. The segmentation performance is
progressively improved as the involvement of MSG for Variation & MSG for Omission.

MSG for Variation MSG for Omission mIOU Improvement(Δ)

× × 48.42% -√ × 56.12% +7.70%

× √
50.18% +1.64%√ √
62.72% +14.30%

unsupervised methods in Table 1 are obtained using the same backbone trained
with the corresponding pseudo-labels. The code is available at https://github.
com/xmed-lab/MSSG.

3.3 Comparison with State-of-the-art Methods

We compare our MSSG with multiple approaches with different supervision
settings in Table 1. On the GlaS dataset, the end-to-end clustering methods
(denoted by “∗”) end up with limited improvement over a randomly initialized
network. Our MSSG, on the contrary, achieves significant advances. Moreover,
MSSG surpasses all other unsupervised counterparts, with a huge margin of
10.56% at mIOU, compared with the second-best unsupervised counterpart. On
CRAG dataset, even in the absence of any hints, MSSG still outperforms all
unsupervised methods and even some of the fully-supervised methods. Addi-
tionally, we visualize the segmentation results of MSSG and its counterpart (i.e.,
SGSCN [2]) in Fig. 3. On both datasets, MSSG obtains more accurate and com-
plete results.

https://github.com/xmed-lab/MSSG
https://github.com/xmed-lab/MSSG
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3.4 Ablation Study

Table 2 presents the ablation test results of the two MSG modules. It can be
observed that the segmentation performance without the MSG modules is not
satisfactory due to the significant sub-region variation and gland omission. With
the gradual inclusion of the MSG for Variation and Omission, the mIOU is
improved by 6.42% and 2.57%, respectively. Moreover, with both MSG modules
incorporated, the performance significantly improves to 62.72% (+14.30%). we
also visualize the results with and without MSG modules in Fig. 4. It is apparent
that the model without MSG ignores most of the interior epithelial tissues.
With the incorporation of MSG for Variation, the latent distance between gland
borders and interior epithelial tissues is becoming closer, while both of these two
sub-regions are further away from the background. As a result, the model can
highlight most of the gland borders and interior epithelial tissues. Finally, with
both MSG modules, the model presents the most accurate and similar result
to the ground truth. More ablation tests on the SPM (Tab. 1 & 2) and
hyper-parameters (Tab. 3) are in the Supplementary Material.

4 Conclusion

This paper explores a DL method for unsupervised gland segmentation, which
aims to address the issues of over/under segmentation commonly observed in
previous USS methods. The proposed method, termed MSSG, takes advantage
of an empirical cue to select gland sub-region proposals with varying appear-
ances. Then, a Morphology-aware Semantic Grouping is deployed to integrate
the gland information by explicitly grouping the semantics of the selected pro-
posals. By doing so, the final network is able to obtain comprehensive knowledge
about glands and produce well-delineated and complete predictions. Experimen-
tal results prove the superiority of our method qualitatively and quantitatively.
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