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Abstract

We consider the problem of minimizing a function
f(z,y), where f is a smooth and strongly convex
function with respect to both variables, being fi,.-
strongly convex in x and fi,,-strongly convex in y.
The optimal accelerated gradient method of Yurii
Nesterov achieves a convergence rate that requires
approximately O((min (s, p1,))~'/?) evaluations
of the partial gradients V f and V,, f. In this pa-
per, we propose a novel optimization algorithm that
improves upon this complexity by requiring only
O(u;1/2) computations of V, f and (’)(u;l/z)
computations of V, f. This improvement is par-
ticularly advantageous in scenarios where there
is a significant disparity between the strong con-
vexity parameters, specifically when p, > p,.
Furthermore, in practical applications where the
computation of V,, f is considerably more efficient
than that of V, f, the proposed method leads to a
substantial reduction in the overall wall-clock time
required for optimization. As a key application, we
consider Partially Local Federated Learning, a set-
ting in which the model is partitioned into a local
component and a global component. We demon-
strate how our proposed method can be effectively
applied in this framework, highlighting its practical
advantages in improving computational efficiency.

1 INTRODUCTION

The development of optimal ("black-box") algorithms for
fundamental classes of convex optimization problems dates
back several decades [Nemirovski and Yudin, [1983]]. Con-
temporary research, however, often exploits the additional
structural properties of optimization problems, effectively
“looking inside the black box” [Nesterov, 2018]]. Many no-
table results in this direction focus on problems with a com-

posite structureE], formulated as
min F(x) = f(z) + g(), M

where the complexity of the problem can be "split" into two
components: approximately /Ly /u evaluations of V f and
A\ /Lg/,u evaluations of Vg [Lan, [2016] Ivanova et al., [2022,
Kovalev et al.,[2022].

However, there remains a significant gap in the literature
regarding "optimal results" for the so-called min-min prob-
lem:

min f(z,y), )

T,y
where the smoothness constants, strong convexity parame-
ters, and computational complexities of V. f and V,, f can
vary significantly between the variables = and y, as well as
in their respective dimensionalities.

Such problems frequently arise in various applications, in-
cluding transportation modeling, where they play a crucial
role in combined trip distribution and assignment [[De Cea
et al., 2005} |Gasnikov et al.| 2014, as well as in soft cluster-
ing [Nesterovl 2020]. A particularly relevant application
in Machine Learning can be seen in the Yahoo! Click-
Prediction model proposed by [[Dvurechensky et al., 2022]:

m

min f(z) := % Zlog (1+exp (_nk<£k7x>))
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where IsUIp = {1, ...,d},]sﬂID = @, with |ID| > |Is|
and A\g > Ap.

In this context, it is natural to define z := {;}, ., and
y := {%i};c;, in the formulation of (2), highlighting the
distinct structural differences in optimization complexities
between these two variable groups.

2The function F' is p-strongly convex, while both f and ¢
have Lipschitz-continuous gradients with constants Ly and Lg,
respectively.



1.1 PROBLEM SETUP AND OVERVIEW OF MAIN
RESULT

In this paper, we consider the following class of optimization
problems:

min  f(z,y), S

zERe yeRYy

where f(x,y): R% xR% — Ris a convex function satisfy-
ing the assumptions outlined below. We impose the follow-
ing standard smoothness and strong convexity conditions

on f(z,y):

Assumption 1.1. The function f(z,y) is (L, L, )-smooth
with constants L, L, > 0. That is, for all 1,2, € R
and 1, y2 € R%, the following inequality holds:

f(z2,92) < f(w1,y1) + (Vaf(w1,91), 72 — 1)
+ <Vyf($1,y1)7y2 - y1> (4)

L. L
+ ?Hﬂb —z]? + 7y||yz —

This condition implies that the gradients V, f and V, f are
Lipschitz continuous with constants L, and L, respectively,
up to a factor of 2.

Assumption 1.2. The function f(x,y) i8 (ig, ty)-Strongly
convex with constants fiz, t, > 0. That is, for all 1, x5 €
R% and y;,y, € R%, the function satisfies:

f(x2,y2) > f(w1,91) + (Vaf(z1,91), 22 — 71)
+(Vyf(z1,91), 92 — 1) (5)

1 0
+ 2 oy — 2l + Bl —

This assumption ensures that f(x,y) exhibits strong con-
vexity in both x and y, which is crucial for achieving fast
convergence rates using accelerated methods.

The main contribution of this paper is the introduction of the
Block Accelerated Method (BAM) (see Section[2), which
efficiently solves problem (3) to a relative precision € with
the following computational complexity:

] ( % log %) evaluations of V,, f

and
@) (1 / i—i’ log %) evaluations of V f.

These complexity bounds match the known lower bounds
for strongly convex smooth optimization, as established
in classical results by Nemirovski and Yudin| [1983]] and
Nesterov| [2018]]. Therefore, our method is optimal in terms
of the number of gradient evaluations required for solving

0).

Moreover, when f(x,y) is convex but not strongly convex
in one or both blocks, we can apply a regularization tech-
nique (see, e.g., Gasnikov et al|[2016]) to transform the
problem into a strongly convex one. Specifically, by intro-
ducing a small regularization term, we can ensure strong
convexity with a parameter of approximately p, ~ €/ R2,
where R is the Euclidean distance between the initial point
and the closest optimal solution. This allows us to extend
the applicability of our method to a broader class of convex
problems.

1.2 RELATED WORKS

The problem formulation we consider in this paper is
closely related to those studied in the context of acceler-
ated coordinate-descent methods [Nesterov, 2012} Richtarik
and Takac, 2014, Nesterov and Stich, [2017} [Ivanova et al.,
2021]]. However, while the formulation is similar, our results
differ significantly.

In particular, prior work on accelerated coordinate-descent
methods has established that, with probability at least 1 — 9,
the complexity bounds for solving our problem (3) using
randomized coordinate-wise acceleration are:

o) (\/%log L 1og %) evaluations of V, f

and

O ( \/% log 1 log %) evaluations of V,, f,

where L, and L, are the Lipschitz constants of V, f(x, y)
with respect to « and V,, f(z, y) with respect to y, respec-
tively.

The first accelerated coordinate-descent methods [Nesterovl,
2012} |Richtarik and Takacl 2014] did not yield these re-
sults directly. The breakthrough came with [Nesterov, May
14, 2015]], which introduced a specialized coordinate-wise
randomization scheme with probabilities p, ~ /L, and
Dy ~ \/LT, . This approach was further developed in sub-
sequent works, leading to various algorithmic refinements
[[Gasnikov et al., 2015] |Allen-Zhu et al.,[2016, Nesterov and
Stichl [2017]].

Similar complexity bounds, albeit with slightly worse
smoothness constants, have also been derived for **acceler-
ated alternating methods** [Beckl 2017, |Diakonikolas and
Orecchia, [2018} |(Guminov et al., 2021} [Tupitsa et al., 2021]].

An alternative way to analyze the complexity of solving
(@) is through a variable re-scaling approach. Specifically,
by introducing a re-scaled variable ¥ := \/f1, /112y, We
can equalize the strong convexity constants such that y, =
. Applying the accelerated coordinate-descent method
from [Nesterov and Stich, [2017]] to the re-scaled problem,
we obtain the following complexity bounds in the original
variables:



Algorithm 1 Block Accelerated Method (BAM)

Parameters nz,ny > 0 936,0 >0,a€(0,1)
Input: 2° = 70 € Ry —yO
fork=0,1,..., K —1do

¢ = azk + (1 - a)z"

y* = ay’ + (1 - )7

find 7**! such that

IV f @, 7" + ()~ (7
T =2k — eV, f(2F, 7
Ik+1 . +a(7k k+1) N v f( k+1)
Y =y a(@ - ) Y, f(ah, )

end for

=PI < ()T -

Tl (6)

o (, / % log % log %) evaluations of V f

and
O (\/5:31055 % log %) evaluations of V,, f.

These results are closely related to our findings, but our ap-
proach provides an important advantage: our method is fully
deterministic, which eliminates the additional logarithmic
dependence on § present in randomized methods. Moreover,
our derivation is based on fundamentally different theoret-
ical principles, further distinguishing our work from prior
research.

An alternative line of research approaches problem (3)) us-
ing a nested optimization framework, where the outer op-
timization is performed over z, and the inner problem in
y is solved approximately to provide an inexact gradient
oracle. This methodology has been explored in a series of
works [Bolte et al., 2020, \Gladin et al., 202 1a.b, |(Ostroukhov,
2022]], where the objective function is reformulated as:

min F(z) : = min f(, ),

VE(z) =V, f(z,y(z))
of
=5, @Y s@)’

where y(z) is defined as the solution to the inner minimiza-
tion problem min,, f(x,y).

The most practical results in this framework have been ob-
tained for problems where = belongs to a low-dimensional
set Q C R where d,, is relatively small. In this case, the
established complexity bounds are:

1) (ds log 1) evaluations of V, f
and

o (dm / m log? ) evaluations of V, f.

Interestingly, the known lower bounds for this setting sug-
gest:

O (dgg log %) evaluations of V, f
and

O ( \/% log + ) evaluations of V,, f.

However, it remains unclear whether this lower bound is
tight, leaving room for potential improvements in future
research.

This nested optimization framework has also been extended
to scenarios involving various types of inner problem ora-
cles: Gradient-free approaches [Gladin et al., | 2021b]], Ran-
domized variance-reduced methods [|Gladin et al.| |2021a]],
Higher-order tensor methods [[Ostroukhov} 2022]]

Despite these advances, the performance of these methods
deteriorates significantly when d is large. In this case, the
outer method must be accelerated, leading to complexity
bounds of:

] ( % log %) evaluations of V,, f
and
O ( Loly 1502 %) evaluations of V,, f.

Ha fly

This bound is significantly worse in terms of the number of
V, f evaluations compared to our method.

To summarize, prior to our work, no known deterministic
optimization algorithm could achieve an independent com-
plexity bound for each block without sacrificing theoretical
guarantees. Our method provides the first fully determin-
istic approach that effectively decouples the complexities
into separate terms for x and y, achieving an optimal rate
without requiring coordinate-wise randomization or nested
optimization frameworks.

The removal of the logarithmic factor in our analysis con-
stitutes a substantial theoretical contribution. Eliminating
stochasticity—and thus the associated logarithmic over-
head—not only simplifies the analysis but also enhances
the stability of the method by removing the need to average
over multiple runs to estimate convergence behavior, a com-



mon requirement in stochastic settings. Our proof technique
diverges significantly from standard analyses of acceler-
ated coordinate methods that rely on coordinate sampling,
thereby advancing the theoretical foundations for such meth-
ods. Historically, the elimination of logarithmic factors has
marked several key breakthroughs in optimization. For in-
stance, Accelerated Gradient Descent [1], while often seen
as a novel application of momentum, can also be interpreted
as eliminating logarithmic terms from the complexity of the
conjugate gradient method [2]. Katyusha [3], a milestone in
stochastic optimization, achieved direct acceleration with
variance reduction, essentially refining the log-dependent
Catalyst framework [4]. Similar log-factor removals under-
pinned major advances in online learning [5—7] and resolved
a long-standing problem in the multi-armed bandit setting
[8]. These precedents underscore the theoretical depth and
practical value of eliminating such terms, highlighting the
significance of our contribution.

2 MAIN ALGORITHM

The development of the Block Accelerated Method (BAM)
was influenced by a series of recent advancements in op-
timization, particularly those presented by Kovalev et al.
[2022]], Kovalev and Gasnikov|[2022alb]] (see also [Ivanoval
et al., 2021, \Gasnikov et al., 2021, |Carmon et al., [2022]]).
These works leverage inner-loop acceleration techniques,
akin to catalyst-type methods, to derive optimal acceler-
ated algorithms for saddle-point problems and high-order
optimization methods.

However, it is important to emphasize that BAM represents a
fundamentally different approach. While previous methods
primarily focus on achieving optimal acceleration through
nested iterations or high-order techniques, BAM is explic-
itly designed to decouple the complexities associated with
different variable blocks. This distinction is crucial because
splitting the computational burden into independent com-
plexity bounds for each block is nontrivial and requires a
novel algorithmic framework. Unlike existing methods that
rely on uniform acceleration across all variables, BAM intro-
duces a tailored acceleration mechanism that optimally bal-
ances the computational effort required for different blocks,
ensuring efficiency without resorting to coordinate-wise ran-
domization or nested optimization schemes.

Let us provide a detailed description of the BAM method.
The first step involves computing convex combinations for
both coordinate blocks. This operation can be interpreted as
a form of momentum, which plays a central role in achieving
acceleration:

=k

zF = azkf + (1 — a)zF, T

ykzayk+(1—a)y.

Next, we solve a subproblem to ensure the following condi-

tion is satisfied:

|Vuf (@70 + ()™ (7 - o)

SOYOR Vatesd |

This step is crucial for separating the complexity of different
components and for enabling acceleration; it is also essen-
tial for the theoretical analysis. Subsequently, the method
performs a gradient step on the server block:

= gF —n,aV, f (28, 7).

Finally, the algorithm updates both coordinate blocks us-
ing gradient steps that incorporate the difference between
iterations. This mechanism is another key component con-
tributing to acceleration:

"t =ab o (af — ) = 0 Vo f (28, 51,

Yo = yF 1 (gk+1 _ yk+1) — Vo f (£k7gk+1) .

The theoretical guarantees and complexity bounds estab-
lished in this work are fundamentally dependent on a key
technical result, which we formalize in the core lemma be-
low.

Lemma 2.1. Let 1, satisfy 1, < (aL;)~t. Then, the fol-
lowing inequality holds:
—f(a®, ") < =@ g )
yr1es .
5, f( T

We now formally present our main theoretical result in the
theorem stated below. This theorem encapsulates the core
contribution of our work, providing a rigorous statement
of the achieved complexity bounds and demonstrating the
effectiveness of the proposed algorithm.

Theorem 2.2. Let RE = [|z% — 2*|]%, RE = |ly* — y*|°.
Let U be the following Lyapunov function.:

UF = (1+a) (g, 'RE +n, 'RE) 8)
2 * *
=+ a (f(fk>yk) - f(JJ Y )) :
Let parameters 1,1y, « be defined as follows:

. 1 [
i~ = =— /=0

) Nz = ) Ux

Then, iterations of Algorithm[I|satisfy the following inequal-
ity:

o =

TR < (14 ) 10k, (10)



Algorithm 2 Optimized Gradient Method (OGM-G)

Parameters: stepsize ~y, matrix 6;:
1+,/1+862 )

2 +17 1= 07

0; = Q 14+4/1+462

L i=1,...,N—1,

1, i= N,
Input: 20 = y° € R?
fori=0,1,..., N—1do

Yir1 =i — YV (i)
8;,—1) (20,411
xi+1:yi+l+( )( +1 )

0;(20,—1)
end for

20,11

(Wit = i) + 555

(Yit1 — @)

3 INNER ALGORITHM

We define the auxiliary function A¥(y): R% — R as fol-
lows:
1

AF(y) = f(2"y) + S0

ly—y"l*. an
Then, the condition in (6) from Algorithm [I]can be equiva-
lently written as:

VARG D] < (nya)HIg" =8l (2)
To find 7"+ that satisfies this condition, we apply an opti-
mal algorithm for gradient norm reduction [Diakonikolas
and Wang] 2022} |[Kim and Fessler, |[2021]] to the minimiza-

tion problem:
min AF(y).

yERYY

13)

The following theorem, taken from Remark 1 of [Nesterov
et al., [2021]], applies to this setup.

Theorem 3.1. There exists an algorithm that, when ap-

plied to problem (13) with starting point y*, produces hans

satisfying:

B C max{L,, (n,o) "' }y* — v*|
VAR @) < ————

, (14)

where T is the number of calls to VA*(y), y* =
arg min, cga, A*(y), and C > 0 is a universal constant.

Corollary 3.2. To output 5"+ that satisfies condition (12),
the inner algorithm requires the following number of itera-

tions:
T = v2C max {1, nyaLy} . (15)

A simple approach to achieve the optimal rate O (7z) for
gradient norm reduction under the initial distance condition
involves running Nesterov Accelerated Gradient for the first
N/2 iterations and then applying the OGM-G algorithm
(Algorithm for the remaining /N/2 iterations.

The OGM-G algorithm utilizes a triangular matrix 0;, which
determines coefficients for the iterations. The first step of
the algorithm is a gradient step, while the second step is an
acceleration step using previous points and the coefficients
0;.

4 TOTAL COMPLEXITY

Let us now formulate and summarize the key results, fol-
lowed by an analysis of the total computational complexity.

From Theorem 2.2] we can conclude that to find an -
accurate solution to problem (3), Algorithm[I|requires the
following number of calls to V, f(x, y):

L 1
K:(’)( zlog).
Mo €

Additionally, Corollary [3.2] in conjunction with the param-
eter choices in Algorithm [T]as derived from Theorem [2.2]
implies that the number of inner iterations is:

T=0 (max{l, \/M})

Lo (17)
=0 1,2 .

Thus, the total number of calls to V,, f(z, y) is:

KxT:(’)(Hllmlogl) xO(maX{l,
Ha €
:O<max{1/LI,1/Ly}logl>
K Hy €

This expression provides a concise description of the total
complexity required for solving the problem to e-accuracy,
considering the number of gradient evaluations in both
blocks.

(16)




S FEDERATED LEARNING
APPLICATION

5.1 COLLABORATIVE LEARNING

Federated learning is a robust machine learning paradigm
in which multiple clients (or workers) collaborate to train a
shared model in a distributed environment, while ensuring
that the clients’ local data remains private [McMahan et al.,
2017]). This privacy is critical, as it allows for training on
sensitive or proprietary data without the need to share it
across participants. Typically, the data is distributed across
numerous clients, and communication occurs only with a
central server in the centralized regime [Konecny et al.|
2016]]. In contrast, in the decentralized regime [Koloskova
et al., 2020]], clients interact based on a predefined com-
munication graph, without relying on a central coordinator
or server, enabling more flexible communication architec-
tures. A key example of federated learning is in developing
machine learning models for applications such as text pre-
diction in mobile keyboards, where sensitive user data (such
as typed text) is never shared between clients or with the
server, maintaining privacy.

Federated learning is deployed in a variety of settings, in-
cluding both cross-device and cross-silo environments. In
cross-device settings, such as mobile devices or IoT de-
vices, data is typically distributed across a large number
of individual devices, and federated learning allows for
the creation of global models without transferring sensi-
tive data [Hard et al., 2018]]. In cross-silo settings, such as
corporate or institutional collaborations, data is distributed
across a smaller number of entities (e.g., hospitals or banks),
where federated learning facilitates model training across
organizations while ensuring privacy and compliance with
regulations [Rieke et al., [2020]].

In standard federated learning approaches, a single global
model is trained using local updates from clients. One of the
most commonly used algorithms is FedAvg [Khaled et al.,
2020, 'Woodworth et al., [2020]], which reduces communica-
tion costs—typically the major bottleneck in federated learn-
ing—by allowing clients to perform several local gradient
steps before sending their updates to the central server for
aggregation. While this approach helps reduce communica-
tion frequency, it suffers from poor convergence guarantees
in the presence of data heterogeneity, especially when no
additional assumptions about data similarity are made. To
overcome these limitations, several enhanced methods have
been proposed [Karimireddy et al.|[2020, [Mitra et al., 2021},
Gorbunov et al., [2021]], which achieve linear convergence
rates in deterministic settings. However, despite these im-
provements, the communication complexity of these meth-
ods still does not outperform vanilla gradient descent (GD)
because of the small step sizes required in the analysis.

In a more recent advancement [Mishchenko et al., [2022]], it

was shown that incorporating local steps into the training
process can indeed accelerate communication, offering a
promising approach for improving the efficiency of feder-
ated learning. This has been further developed in subsequent
works that extend this mechanism to various problem set-
tings [Malinovsky et al., 2022} |Grudzien et al., 2022} |(Condat
et al., 2022]. These studies provide valuable insights into
how local optimization strategies can complement global
model aggregation, thereby enhancing the overall communi-
cation efficiency without sacrificing convergence speed.

However, global model training can be prohibited in some
settings even without sharing data due to privacy constraints.
For example, using client-specific embeddings can reveal
user identity, which is not allowed by a privacy policy. In
order to fix this issue, a concept of partial federated learn-
ing was introduced [Singhal et al.,2021]]. In this approach,
models have two blocks of parameters: global block x and
local blocks %;, which never leave the clients. This tech-
nique enables to have interpolation between distributed and
non-distributed learning. Partial federated learning is closely
connected to personalizing and meta-learning algorithms.
The most popular meta-learning algorithm is MAML [Finn
et al.,[2017]], and connection to federated learning was es-
tablished in several works [Nichol et al.,[2018| |Chen et al.,
2018l [Fallah et al., [2020].

5.2 FEDERATED RECONSTRUCTION

Let us describe the baseline of partial federated learning
known as Federated Reconstruction [Singhal et al., [2021]].
In this framework, there are two blocks of coordinates: user-
specific parameters y; and non-user-specific parameters .
During each communication round, the server sends the
global part of the parameters z; to all clients. Each client
then reconstructs its local parameters ! using the current
global model x;. This reconstruction process generally re-
quires several steps. Once the local model is restored, each
client updates its copy of the global parameters and sends
only the updated copies back to the server. The server then
aggregates these updates and generates the next iterate x4 1.

The newly proposed BAM algorithm can be extended to min-
imize f(x,y1,...,yn) in a distributed setting and can be
applied to Federated Reconstruction [Singhal et al., 2021]].
Since the communication complexity depends on the num-
ber of calls to V. f(x,y1,...,ym), the communication
\/LZ log l) . This bottle-
Ha €

neck in communication can be alleviated when the condition
number of the local parameters is small. Furthermore, this
communication complexity is optimal.

complexity of this method is O (

We now elaborate on how to apply the Block Alternating
Minimization (BAM) method in a distributed setting under
the Federated Reconstruction framework. We consider a
federated system with n clients and the following objective
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Figure 1: Comparison of Block Accelerated Method (BAM), Nesterov Accelerated Method (NAG), Accelerated Coordinate
Descent Method (ACDM), and Linear Coupling method (LinCoupling) on logistic regression loss functions with two
different I regularizers. The first line represents the rate in terms of the V., f(x,y) oracle calls, and the second one
represents the rate in terms of the V,, f (x, y) oracle calls. We set 11, = 0.002 (left column), p,, = 0.0001 (middle column)

and p,, = 0.00005 (right column).

function:

n

)= 3 file )

=1

f(xaylw"

where x denotes the global (server-specific) model block,
and y; represents the local block associated with client 7.
Each local loss function f; depends only on the global vari-
able x and the corresponding local variable y;.

We now describe the Federated BAM algorithm. At the be-
ginning of each communication round, the server computes
the extrapolated global model:

2F = az® + (1 - o)z

The server then broadcasts z* to all clients. Upon receiv-
ing this model, each client computes the extrapolated local

model:

yF = ayf + (1— )3

Each client then solves a local subproblem of the form (6)

to find gf“ such that

Hvyf (", 5*) + (nya) ™! (ﬂf“ - ﬂk) H

7
< (771/04)71 ‘ ~k+1 _ Kk

Y; Y,

1

After solving this subproblem, the client updates its local
variable as follows:

Y = yf o (T - yF) =,V f (28, gF )

Each client also computes the gradient with respect to the
global variable: V,, f; (gk, gf“) , and sends it to the server.
The server aggregates these gradients to compute the full
global gradient:

1 n
Vaf (&k@f—H, gt = - Z A (Ekvﬂf—H) .
i=1

Using the aggregated gradient, the server updates the global
model as follows:

" =ab —naV, f (28, ")

2R kg (Ek _ xk) VS @k’gkﬂ) )

The process repeats until convergence, with local parameters
y; staying on clients and only the global parameter « shared
with the server.

Experimental results for partial federated learning can be
found in|Singhal et al.|[2021]], Mishchenko et al.| [2023]]. A
detailed study of the practical application of BAM to Partial
Personalized Federated Learning with deep learning models
is left for future work.

6 EXPERIMENTS

In all of our experiments, we compare the proposed Block
Accelerated Method (BAM) with several well-established
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Figure 2: Comparison of Block Accelerated Method (BAM), Nesterov Accelerated Method (NAG), Accelerated Coordinate
Descent Method (ACDM) and Linear Coupling method (LinCoupling) on quadratic functions. First line represents rate
in terms of the V f(x, y) oracle calls and the second one represents rate in terms of the V,, f(x,y) oracle calls. We set
L, = 500 (left column), L, = 5000 (middle column) and L, = 50000 (right column).

optimization methods to assess its performance and effec-
tiveness. These methods include the Nesterov Accelerated
Method (NAG) [Nesterov,, [1983]], which is a classical ap-
proach for smooth convex optimization, the Accelerated
Coordinate Descent Method (ACDM) [Nesterov and Stich),
2017]], known for its efficiency in coordinate-wise optimiza-
tion, and the Linear Coupling Method (LinCoupling) [Allen}
Zhu et al., 2016, |Gasnikov et al.l 2015]], which provides a
framework for optimizing coupled problems.

6.1 QUADRATIC OBJECTIVES

In our experiments, we begin by considering quadratic func-
tions of the form:

f(z)=2"Az+b" 2,

where z = (z,y) " represents a joint vector consisting of
two blocks: x and y. The matrix spectrum is uniformly
generated for each block, with eigenvalues for the block
x ranging from p, to L,, and eigenvalues for the block y
ranging from p,, to L,. For this setup, we set i, = i, =
0.1, and L, = 50. The dimensions of the blocks are set to
d, = 100 for x and d,, = 10 for y.

To analyze the impact of varying condition numbers, we
adjust the parameter L, to generate different values of the
condition number x,,. Throughout the experiments, we focus
on comparing the number of oracle calls for V,, f (x, y) and
V., f(x,y) across several optimization methods. This allows
us to evaluate the efficiency of each method under controlled
settings.

6.2 LOGISTIC REGRESSION

In our experiments, we also investigate the logistic re-
gression loss function with two [5 regularizers for a click-
prediction model, defined as:

Flas) = = log (14 exp (1 (€4, (,))

k=1
+ Aallz)l® 4+ Ayllyl*.

For this experiment, we used the "ala" dataset from the
LIBSVM collection [Chang and Lin} [2011]]. The datasets
analyzed in this study are available in the LIBSVM reposi-
tory. The smoothness constant for this dataset is estimated
as L = 1.567. We set d, = 100, d, = 19, and p, = 0.01.
To explore condition numbers, we vary the parameter fi,.
Also, we consider the number of oracle calls to V. f(x, y)
and V,, f(x, y) for comparison across different methods.

6.3 RESULTS

In our experiments, as illustrated in the plots, the new Block
Accelerated Method (BAM) demonstrates superior perfor-
mance in terms of the number of V, f(x, y) oracle calls for
both objective functions across all tested condition num-
bers. This indicates that the new method is more efficient
in terms of computational resources for these oracle calls.
Additionally, all accelerated coordinate methods outperform
the Nesterov Gradient Method (NAG) by a significant mar-



gin, which serves to validate the theoretical bounds estab-
lished for these methods.

When considering V,, f(z, y) oracle calls, the performance
of BAM is approximately the same as that of other acceler-
ated coordinate methods and the Nesterov Gradient Method.
This shows that BAM does not incur a performance penalty
when evaluating V,, f(z, y). In scenarios where oracle calls
to V. f(z,y) are particularly costly, BAM can be particu-
larly advantageous due to its reduced communication com-
plexity. Furthermore, the method’s ability to be generalized
to distributed and federated settings further enhances its
practical utility, suggesting that BAM has significant poten-
tial for practical applications.

7 DISCUSSION

In this paper, we address a convex optimization problem
with a min-min structure:

min f(z,y).
z,y

Under the assumption that f is L-smooth and p,-strongly
convex in z, and u,-strongly convex in y, we propose a

new algorithm, BAM, which requires O <\/ L/ g log %)

calculations of V, f and O (,/L /by log %) calculations

of V,, f to achieve an e-accurate solution. Furthermore, we
demonstrate the applicability of BAM to Federated Learn-
ing, showing its potential to reduce communication costs
while maintaining high efficiency in decentralized settings.

The approach proposed in this paper offers several possi-
bilities for further generalizations. For instance, it can be
adapted to mixed oracles, as introduced in [Gladin et al.|
2021b]), where instead of computing V,, f, only the function
value f(x,y) is available. Another possible extension is in-
creasing the number of blocks in the optimization problem
(currently, we consider only two blocks, x and y) for more
complex scenarios. Additionally, BAM can be combined
with other techniques, such as composite sliding methods
[Lan, 2016, Kovalev et al., [2022]], which were mentioned
at the outset of the introduction. These possible extensions
present promising directions for future research and could
lead to further improvements in efficiency and applicability
across various domains. Furthermore, the proposed method
opens up new avenues for exploring optimization in large-
scale distributed systems, where the challenges of data het-
erogeneity and communication constraints are critical.
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A  PROOFS

Proof of Lemma[2.1} Using Assumption[I.1] we get
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Proof of Theorem[2.2] We start our derivation of upper bound from considering the following term: 1, *RET! 4 T RETL,
Using definition of RE™! and R} in Theorem 2.2 we have
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Let us consider the squared norm of difference ||z**1 — z*||? :
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Similarly, we have
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Combining these equations together we obtain
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Next, we recall that the update rules for new iterates are the following:
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We can extract the difference between iterates:
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Next, we need to use standard algebraic trick:
2<(a=b),(b—c)>=lla—c|*~[b—c|*~[Ib—al*.

We can quickly proof this statement:
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We apply this identity to our main equation for 2n; o (xz;, — "1, %1 — 2*) 4 29 k1
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Starting from previous bound on 7, *RE* + 7, T RE*! and let us open the brackets:

noIREHL 4 ny_lRZ“ <o IRE 4 77;173’; ! ka-u _ ka2 _ ny—l Hyk-u _ ka?
oot 2 o la o

k+1 k+1

+oyta |7 = | =yt |yt -y
—2<fo (£ 7gk+1)71,k‘+1 > 2<V f(,k _k+1),yk+1—y*>.

k+1
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Next we add and subtract vectors 2* and y* in inner products and use the following identity: —2 < a,b — ¢ > —2 <
a,c—d>=2<a,b—d>,sowehave
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Next, we need to apply Young’s inequality for inner products (also known as the Peter—Paul inequality):
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Next, we need to add and subtract vectors z* and 7**! in inner products, so we have
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Now we are ready to apply strong convexity Assumption |1.2f specifically for terms —2 (V, f (2%, y* 1) , 2 — 2*) —
2(Vyf (zF, "), g* T — y*). This allows us to obtain the following inequality:
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Next, we use convexity of f(z,y) and apply for the term ((V, f(z¥,7"™1), 2% — a*) + (V, f (2", 7* 1), 5" — 7" h)):

1+ ) (ny "RET + 9 "RETY) < 'RE 4+ "R + (0 ' — o) |l2F — 2|12+ () P — ) |77 = |

Ve @ TP 40y IV f ,yk“>||2 L2 (f(at ) — )
+ 229 (@ ) — b ) + 2T, R T T ),

(67

After reshuffling of terms we obtain

(1+a) (n, "REF  + 0 'RETY)

< 'RE A+ Ry 4 (o — )12t — 2P+ (e — ) I[TET - ot
+ 02| Vo f (2, TP+ ny IV f (2, 75
2(1 — 2
+2f(w*,y*)+wf(f’ﬂyk)— T CANTAR
@] Q
<V f( k+1) yk+1 _Qk>
Using Lemma 2.T] we obtain
(14 @) (7 "RE + 0, 'Ryt < 'RE + 0 'Ry + (07 o — o) |2 — 2|17 + ("o = i) 1757 = 7|
+ 0| Va f (2, TP 4y 1V f (2, 7)1
2(1 —
+2f (2", y") + wf(f’“,@k)
2 —k+1 —k+1 k =k+1y(2
- = (F@ Y + BV 7P
2
+ a<vyf(£k7?k+l)ayk+l - gk>
Since 2f (2%, y*) = 2 f(a*,y") — 212 f(a*, y*) we have
(I4a) (n; "REF 40 ' RETY) < 'RE +0 "Ry + (7 o — ) 2 — 2% + () o — ) [T — 7|
2(1 — « e . x 2, _ -
+ % (f(xk7yk) - f(.l? Y )) - a (f(mk+1ayk+l) - f(l‘ Y ))
+ IV f (™ 7 HIP + <V FEE G g = b,
Next, we use Z—Z = 1 and obtain
(14 a) ("R + 0, "Ry ™) < 'RE+ 0 'RY + (o — pa) |l2* — 2% + (Moo= )77 — w7
o1 —a) o 2 .
+ T (f(xkvyk) - f(x Y )) - a (f(xk+1uyk+1) - f((E Y ))
+ |V (@ 7P+ 20y (Vy £ (2", 55, (nya) T = ).
Using the fact that 2 (a, b) = ||a + b||*> — ||a|* — ||b]|* we get
(14 ) (y "RET + 0, 'Ryt < 'RE + 0y 'Ry + (0 o — paa) |2 — 217 + ("o = i) 1757 = 7|

+@(f(f’“,?k)—f(x*,y*)) —%(f( LT = fat )

+ )|V f(2® *’““)H2+77yllv F 7" + (o) @ =)
=y [V f (2" 7P =y a7 R,



After rearranging terms we get

(1 + Oé) (n;lRI;+1 4 ny_lle;J’_l) < n;le + 771/ 1Rk

+ (e — po) |2 — 2P + (e — ) [T g
4 2(1 ) ( ( k ) ( *’y*)) _ 2 (f( k+1’yk+1) f(x*,y*))
+ Ny (”V fz ,, k+1) + (nyo) ™ l(yk—H _Qk)HQ (y

) 2||yk+1 kaQ) )
Using inequality (6), we get
(1 4 Oé) (,,,]x 1Rk+1 +7’]71Rk+1) < ,r}fle 4 n;le

(ny " = py) I = 7|2
+ 229 (@ ) — g ) - 2 (@7 - ).

+ (o= o) 2 — 2P +
Using the choice of parameters 7, 7, o, we get

(14 a) (ny "RET: 40 "REFY) < 'RE 4+ ' RE + @ (F@*.7%) = fa*,y)
= 2 (@)~ f ).

After rearranging, we get

UM < RE 4t 2T (pk gy e )
—1

<o R 4oy R + 2O (@ ) g )

=(1+a) 1ok

O
Proof of Corollary[3.2] Using inequality (T4) and (T3], we get
k(—k+1 (mye)™' Ak
VA @) < =5 —lly" — arg min A% (y)]|
yERY
-1
My Ty« _ .
< ( \y™=) ) ||yk+1 gk” + ( 112) Hyk+1 fargmmAk(y)H.
yERM
Function A*(y) is (n,a)~!-strongly convex which implies
(myer) 7"+ = argH;inA’“(y)ll < |vAR@Y) - VAk(argrilinAk(y))ll = [VAR @Y. (18)
ye]R Y yeR Yy

Hence,

var ) < O

Hyk-H

y'l+ 5 HVA'“( I
Rearranging concludes the proof.
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