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Abstract

In the era of increasing regulatory scrutiny and001
stakeholder expectations, understanding how002
companies frame their sustainability commit-003
ments and limitations is essential for assess-004
ing corporate accountability. This study ex-005
plores promise and constraint claims made by006
1,898 companies worldwide from 2020 to 2024.007
Promises are forward-looking claims that tend008
to lack specific, measurable actions or mecha-009
nisms for accountability, while constraints - are010
sentences that mention some impediments, re-011
strictions, or obstacles at a company, society, or012
governmental level that may restrict the com-013
pany from fulfilling its promises. Our study014
provides a rigorous and well-defined defini-015
tion of promise and constraint claims based on016
the sustainability reports, the terms that have017
not been explored before, and offers a compre-018
hensive dataset of 5,299 annotated sentences019
from 2,221 reports1. The research presents020
a lightweight alternative to resource-intensive021
models by employing ClimateBERT and fine-022
tuning it as a ClimateBERT-Promise-Constraint023
model on the collected data. The analysis iden-024
tifies the distribution of constraint claims across025
four primary sectors: natural resources, man-026
ufacturing, retail, and information. This work027
contributes a comprehensive dataset and mod-028
eling framework, supporting future research029
on corporate accountability and transparency030
within environmental, social, and governance031
(ESG) disclosures, aligned with emerging regu-032
lations such as the EU Corporate Sustainability033
Reporting Directive (CSRD).034

1 Introduction035

Corporate accountability has emerged as a corner-036

stone of sustainable development in an era marked037

1The main GitHub repository of the project with the data
and code (the link will be added after the review to comply
with the anonymity policy). The fine-tuned model and dataset
are also provided via the HuggingFace (the links will be added
after the review to comply with the anonymity policy)

by increasing environmental challenges and soci- 038

etal expectations. Companies are now expected 039

to generate profit while still aligning their opera- 040

tions with environmental, social, and governance 041

(ESG) principles (Yudoko, 2024). Sustainability 042

reporting, a growing practice among organizations 043

worldwide, is critical for documenting and commu- 044

nicating these efforts. 045

Our study looks at sustainability reports pro- 046

vided by companies within 2020-2024. The sus- 047

tainability reports are public documents organiza- 048

tions use to disclose their environmental, social, 049

and governance (ESG) performance. These reports 050

provide transparency about a company’s impact 051

on society and the environment, detailing efforts 052

in areas such as reducing carbon emissions, im- 053

proving labor practices, and enhancing corporate 054

governance. By sharing this information, compa- 055

nies aim to build trust with stakeholders, including 056

investors, customers, and employees, and demon- 057

strate their commitment to sustainable development 058

(Gunawan, 2023). 059

The practice of providing sustainability reports 060

has gained significant recognition globally. For in- 061

stance, as of 2020, 96% of the world’s largest 250 062

companies (the G250) reported on their sustain- 063

ability performance (Global Reporting Initiative 064

and Sustainability Accounting Standards Board, 065

2021). This widespread adoption reflects the grow- 066

ing acclaim for the importance of transparency in 067

corporate social responsibility initiatives. 068

By leveraging the information from the reports, 069

we get a closer look at promises a company pledges 070

to fulfill within a specific time or constraints - 071

claims that identify impediments that obstruct a 072

company’s realization of a particular objective (see 073

Table 1 with provided examples). The promises 074

and constraints go hand-in-hand as the company 075

intends to justify some of its failures or set lower 076

stakeholder expectations. 077

The main resolution of this study is to identify 078
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Sentence Label
We aim to be a net zero company in the entire value chain. Promise
We will promote the introduction of a solar power generation system to realize the shift to renewable energy. Promise
However, as the world shifts to a lower carbon economy, various federal, state,
and/or provincial legislative mechanisms could cause our operational costs to increase significantly.

Constraint

Various factors may result in substantially different outcomes. Constraint

Table 1: The most representative examples of promise and constraint claims from the gathered dataset.

such claims and to foster research connected with079

promise and constraint identification in ESG report-080

ings. We believe our contribution will be fruitful in081

the light of the European Union Corporate Sustain-082

ability Reporting Directive (CSRD), which came083

into force on January 1, 2025, and mandates that084

companies meeting specific criteria disclose risks085

related to climate change and their societal impacts086

(Carey, 2024).087

The study contributes to the established088

paradigm of environmental claims detection by089

providing a curated, comprehensive, and extensive090

dataset with 5,299 annotated text samples from the091

2,221 gathered sustainability reports. We juxtapose092

our model to the existing ClimateBERT sentiment093

analysis model trained on the climate sentiment094

dataset (Webersinke et al., 2022) and highlight the095

inability of the ClimateBERT sentiment analysis096

model to perform well on the Promise-Constraint097

dataset2, indicating the need for a better model.098

Further, we map the distribution of constraint099

claims over the 2020–2024 period and detail their100

frequency across four primary sectors: natural re-101

sources, manufacturing, retail, and information.102

The distribution of constraint and promise claims103

across sectors reveals how companies frame ESG104

narratives differently depending on their opera-105

tional domain. These distinctions shed light on106

recurring justifications and commitments embed-107

ded in corporate ESG disclosures.108

Our study is significant for research and applica-109

tion purposes. Analyzing the constraint statements110

facilitates further insights into the company’s green-111

washing strategies. It provides a method to keep112

the companies accountable when the identified con-113

straints are insufficient for the company to drop114

their reduction targets. Overall, the findings di-115

rectly affect policymakers, investors, and organi-116

zations. Policymakers can utilize insights from117

this study to develop more stringent disclosure re-118

quirements and assess corporate compliance with119

2The Promise-Constraint dataset via HuggingFace (the link
will be added after the review).

ESG standards. Investors, in turn, can leverage the 120

findings to make informed decisions by identifying 121

discrepancies or overstatements in sustainability 122

claims. 123

2 Background 124

This study builds upon a growing body of research 125

that applies language models to environmental text 126

analysis, including claim detection (Bulian et al., 127

2020; Coan et al., 2021a; Rolnick et al., 2022), 128

fact-checking (Luo et al., 2020; Webersinke et al., 129

2022), and sentiment analysis (Webersinke et al., 130

2022). 131

Central to our methodology is ClimateBERT, 132

a language model pre-trained on climate-related 133

corpora (Webersinke et al., 2022). Among general- 134

purpose language models, ClimateBERT demon- 135

strates superior performance on downstream tasks 136

like sentiment analysis, fact verification, and clas- 137

sification. Its use on the Climate Sentiment dataset 138

is particularly relevant, where paragraphs are la- 139

beled as expressing a positive opportunity, negative 140

risk, or neutral stance. However, our focus diverges 141

from sentiment framing and instead centers on iden- 142

tifying constraints and promises explicitly stated 143

by companies in sustainability disclosures. 144

Unlike ClimateBERT-Climate-Sentiment, which 145

was trained on paragraph-level sentiment cat- 146

egories, our ClimateBERT-Promise-Constraint 147

model is fine-tuned on sentence-level annotations. 148

This granularity allows the model to capture precise 149

linguistic signals linked to specific ESG commit- 150

ments or limitations. As a result, our model is better 151

suited for detecting narrowly defined ESG claims, 152

offering a more accurate alternative to sentiment- 153

driven classifiers that are ill-equipped for this task. 154

Prior works have also addressed environmental 155

claim detection at the sentence level. For example, 156

Stammbach et al. (2023) trained a binary classifier 157

using ClimateBERT to detect environmental bene- 158

fit statements or pledges. Schimanski et al. (2023) 159

introduced ClimateBERT-NetZero, a model trained 160

to classify sentences as referencing a net-zero tar- 161
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get, a reduction goal, or neither. These efforts align162

with ours in leveraging sentence-level supervision163

to uncover climate-specific assertions.164

Our study introduces two targeted categories165

of ESG discourse: promise claims and con-166

straint claims. Promise claims are typically167

forward-looking and characterized by vague or non-168

measurable language. They often lack enforceable169

mechanisms or timelines, relying instead on opti-170

mistic phrasing, such as the use of future simple171

or present continuous tenses. These statements in-172

dicate actions in progress or planned but seldom173

provide sufficient operational detail.174

This framing echoes the "cheap talk" concept in175

the climate finance literature (Bingler et al., 2024),176

where firms issue vague declarations that appear177

substantive but are not verifiable or enforceable.178

While not all promise claims are devoid of opera-179

tional value, statements such as “net-zero Scope 1180

and 2 emissions company-wide by 2035” can be181

concrete when well-scoped, many however lack182

clarity on implementation, financing, or gover-183

nance. Our model is designed to surface this rhetor-184

ical ambiguity by identifying commitments that185

lack accountability mechanisms.186

Constraint claims, by contrast, are concrete state-187

ments identifying barriers such as technological,188

financial, regulatory, or societal that hinder the189

achievement of sustainability targets. For instance,190

a company may note that the absence of viable191

technology limits its ability to reduce emissions.192

This differs fundamentally from the "negative risk"193

sentiment label in Webersinke et al. (2022), which194

captures generalized pessimistic framing (e.g., cli-195

mate threats or costs); and contrarian claims (Coan196

et al., 2021b) that refer to statements that challenge197

or reject mainstream climate science or policy solu-198

tions, often associated with climate change misin-199

formation and delay rhetoric. In contrast, constraint200

claims focus not on sentiment or climate change201

denial but on specifying a factual barrier tied to an202

ESG objective.203

It is crucial to underscore that our model and204

dataset are not designed for sentiment classification205

and do not serve as proxies for it. The Climate206

Sentiment dataset (Webersinke et al., 2022) aims207

to map tone or risk framing, whereas we propose a208

distinct classification framework that isolates two209

types of actionable corporate statements: promises210

and constraints.211

This methodological distinction introduces a212

new lens for analyzing ESG disclosures grounded 213

not in the overall tone of a paragraph but in the pres- 214

ence or absence of concrete commitments and jus- 215

tifications. Our approach enables sharper insights 216

into the ways companies articulate accountability, 217

negotiate expectations, and frame their sustainabil- 218

ity efforts. 219

Finally, this work fits within broader explo- 220

rations into automated claim verification Leip- 221

pold et al. (2024) and ESG-related fact-checking 222

(Diggelmann et al., 2020; Gencheva et al., 2018; 223

Subramanian et al., 2019). However, constraint 224

detection remains underexplored in this space. By 225

focusing on this overlooked category, we contribute 226

a critical piece to the larger puzzle of tracking and 227

evaluating ESG narratives—supporting more in- 228

formed decision-making by both public and private 229

stakeholders (Schimanski et al., 2024). 230

3 Dataset 231

Sentence frequencies
Sector Initial Set Final Labeled Set
Manufacturing 47027 2065
Natural Resources 39802 1430
Retail 13904 748
Information 87957 1143

Table 2: Statistics of sentences before they are filtered
and manually checked and after the labels are assigned.

3.1 Data Gathering Process 232

We obtain 2,221 sustainability reports from 1,898 233

companies via an open source platform3, which 234

allows to download specific records gathered from 235

enterprises around the world. Thus, our data is not 236

geographically restrained and provides rich meta- 237

data for further exploration. While the corpus in- 238

cludes reports from companies worldwide, the ma- 239

jority are authored in English. Consequently, our 240

dataset’s applicability may be limited when analyz- 241

ing non-English corporate disclosures, potentially 242

affecting the generalizability of our findings to non- 243

English-speaking regions. 244

The sustainability reports cover four main sec- 245

tors: natural resources, manufacturing, retail, and 246

information. The selection of the four industry sec- 247

tors was guided by their substantial contributions to 248

global greenhouse gas (GHG) emissions and their 249

critical roles in the global economy, making them 250

3Sustainability Reports’ Repository

3

https://sustainabilityreports.com/sectors/


particularly pertinent for Environmental, Social,251

and Governance (ESG) disclosures.252

Natural resources encompasses agriculture,253

forestry, and land use, is responsible for approx-254

imately 18% of global GHG emissions, primar-255

ily due to activities like deforestation and agricul-256

tural practices (Ritchie, 2020). Based on the re-257

port by Ritchie (2020) the manufacturing category258

includes food & tobacco, paper & pulp, machin-259

ery, iron & still, non-ferrous metals, chemical &260

petrochemical industries which together account261

for approximately 24.2% of global GHG emissions.262

The manufacturing sector’s emissions stem from263

energy-intensive processes and the use of fossil fu-264

els in production activities (Ritchie, 2020). While265

direct emissions from retail operations are rela-266

tively lower, the sector’s Scope 3 emissions (those267

that come from its supply chain) are significantly268

higher. For instance, in the retail sector, Scope269

3 emissions can be up to 92 times higher than di-270

rect operational emissions, highlighting the sector’s271

extensive indirect environmental impact 4.The In-272

formation and Communication Technology (ICT)273

sector contributes to approximately 2% to 4% of274

global GHG emissions, a figure that is expected to275

rise with the increasing demand for digital services276

and data centers 5.277

An important distinction from other datasets is278

that our collection is restricted to sustainability re-279

ports published between 2020 and 2024. This spe-280

cific time frame was chosen due to the significant281

impact of global events on corporate sustainability282

strategies and reporting practices during this pe-283

riod. The onset of the COVID-19 pandemic in early284

2020 disrupted global supply chains and height-285

ened stakeholder awareness of corporate resilience286

and social responsibility. Empirical studies have287

shown that companies increased their sustainability288

reporting during the pandemic, with average ESG289

scores rising from 53% pre-COVID-19 to 62.3%290

during the pandemic period, indicating an increase291

emphasis on sustainability disclosures (Nakpodia292

et al., 2024).293

Additionally, geopolitical events such as the294

Russo-Ukrainian war, escalating U.S.-China ten-295

sions, and shifts in international trade policies296

have influenced corporate sustainability priorities.297

These developments have led to increased regula-298

tory scrutiny and a reevaluation of sustainability299

4Scope 3 Inventory Guidance
5World Bank. Measuring the Emissions & Energy Foot-

print of the ICT Sector

commitments, prompting companies to adjust their 300

ESG strategies accordingly 6. 301

Focusing on 2020–2024 period, our dataset cap- 302

tures a transformative era in sustainability reporting 303

characterized by amplified transparency and ex- 304

pressing commitments and constraints. This focus 305

allows a nuanced analysis of how external crises 306

and geopolitical shifts have shaped corporate sus- 307

tainability narratives. 308

Despite the deliberate sector selection and time 309

period, the resulting dataset exhibits a notable class 310

imbalance, with promise claims significantly out- 311

numbering explicit neutral or constraint statements. 312

To address potential issues arising from this im- 313

balance, our evaluation metrics explicitly incor- 314

porate macro-averaging techniques, ensuring that 315

model performance adequately represents minority 316

classes and accurately reflects the nuanced reality 317

of ESG-related corporate communication. 318

3.2 Data Processing 319

To extract relevant textual content for annotation, 320

we begin by segmenting each sustainability report 321

using the ‘SpacyTextSplitter‘7 with a maximum 322

chunk size of 2,000 characters. Each resulting para- 323

graph is then evaluated for climate relevance using 324

the ClimateBERT Environmental Claims model by 325

Stammbach et al. (2023), which produces domain- 326

specific embeddings optimized for environmental 327

discourse. 328

We compute the cosine similarity between each 329

paragraph’s embedding e⃗p and a manually curated 330

centroid embedding e⃗c representing key climate- 331

related themes (constructed from ClimateBERT 332

Environmental Claims dataset (Stammbach et al., 333

2023)). A paragraph is retained if: 334

cos(e⃗p, e⃗c) =
e⃗p · e⃗c

∥e⃗p∥∥e⃗c∥
≥ τ

where τ = 0.78 is the empirically chosen simi- 335

larity threshold maximizing recall for relevant con- 336

tent based on a development subset. This initial 337

filtering step yielded 140,690 candidate paragraphs. 338

The selected paragraphs are tokenized into in- 339

dividual sentences using the spaCy transformer 340

pipeline8, which is optimized for high-accuracy 341

sentence boundary detection. Sentences containing 342

fewer than three words, non-ASCII characters, or 343

6Top Geopolitical Risks.
7SpacyTextSplitter by LangChain library.
8spaCy Sentence BERT.

4

https://www.epa.gov/climateleadership/scope-3-inventory-guidance?
https://documents1.worldbank.org/curated/en/099121223165540890/pdf/P17859712a98880541a4b71d57876048abb.pdf
https://documents1.worldbank.org/curated/en/099121223165540890/pdf/P17859712a98880541a4b71d57876048abb.pdf
https://www.spglobal.com/en/research-insights/market-insights/geopolitical-risk
https://python.langchain.com/api_reference/text_splitters/spacy/langchain_text_splitters.spacy.SpacyTextSplitter.html
https://spacy.io/universe/project/spacy-sentence-bert


formatting artifacts are discarded. At this stage,344

108,520 sentences remain.345

Given the substantial volume of remaining data,346

we implemented a pre-annotation filtering proce-347

dure based on large language models. We em-348

ploy the GPT-3.5-turbo model (Brown et al., 2020)349

to perform few-shot filtering, grounded in anno-350

tation guidelines derived from Stammbach et al.351

(2023) and Bingler et al. (2024). We construct a352

domain-specific prompt (see Figure E) and filter353

out sentences classified with high confidence as354

"None" (i.e., not promise, constraint, or related355

neutral claims) where model confidence exceeds356

70%. The prompt includes examples for each class357

and a forced-choice format, minimizing ambiguity.358

This step retains 27,334 sentences.359

We emphasize that the use of GPT-3.5-turbo is360

not due to an assumed bias in lightweight Trans-361

former models per se, but due to domain cover-362

age limitations of off-the-shelf models. While Cli-363

mateBERT Environmental Claims is trained on364

climate-related corpora, it is optimized for gen-365

eral ESG disclosure binary classification tasks,366

and lacks sentence-level supervision for constraint-367

specific language. A study by Garrido-Merchán368

et al. (2023) shows that Transformer-based models,369

when fine-tuned on paragraphs or non-specialized370

claim tasks, tend to oversample policy pledges and371

under-identify subtle constraint indicators (e.g., reg-372

ulatory hurdles or supply chain risks). The GPT-373

based pre-filtering thus acts as a semantic gate-374

keeper to ensure only well-formed, contextually375

relevant sentences proceed to the human labeling376

phase.377

Once filtered, the dataset consists of 27,334 sen-378

tences presented to three annotators: two profes-379

sional linguists and one with an environmental pol-380

icy background. Annotators receive sector-specific381

sentence batches along with paragraph-level con-382

text for anaphora resolution. The annotation task383

involves assigning each sentence a label: Promise,384

Constraint, or Neutral. The complete set of annota-385

tion instructions is detailed in Appendix B. After386

this stage 5,299 sentences are kept as relevant for387

the task and manually annotated.388

Labels are finalized using a majority vote mech-389

anism, with ties adjudicated by the lead author.390

Krippendorff’s alpha for inter-annotator agreement391

is 0.84, demonstrating strong reliability. The ma-392

jority vote accounts for 83% of the final labels,393

while 17% required adjudication. Importantly, all394

GPT-generated labels are discarded prior to human 395

labeling to prevent priming effects (Richmond and 396

Burnett, 2022). The distribution of annotated labels 397

across sectors is shown in Figure 2. 398

399

Figure 1: The statistics of label counts per sector.

4 ClimateBERT-Promise-Constraint 400

Classifier 401

We evaluate three types of models: traditional ma- 402

chine learning classifiers trained on manually la- 403

beled data, transformer models fine-tuned on the 404

climate sentiment dataset, and transformer mod- 405

els fine-tuned directly on our Promise-Constraint 406

dataset. The goal is to assess whether domain- 407

adaptive pretraining or task-specific fine-tuning 408

yields better performance for identifying discrete 409

corporate ESG claims. 410

Among the traditional models, logistic regres- 411

sion (Lever et al., 2016), support vector machines 412

(SVM) (Hearst et al., 1998), and XGBoost (Chen 413

and Guestrin, 2016) are trained on feature vectors 414

generated using CountVectorizer and sparse TF- 415

IDF representations from the Promise-Constraint 416

data. These classifiers show strong baseline per- 417

formance (macro-F1 scores around 0.74), demon- 418

strating that lexical patterns alone can reasonably 419

separate the three label categories. Their simplicity 420

and competitive performance make them suitable 421

for lightweight deployment, though they may strug- 422

gle to capture nuanced ESG phrasing. 423

We then compare these baselines to several 424

BERT-family models (RoBERTa_base (Liu et al., 425

2019), RoBERTa_large (Liu et al., 2019), Distil- 426

RoBERTa (Sanh et al., 2019)) fine-tuned on the 427

climate sentiment dataset. These models perform 428
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Model name F1 Accuracy Precision Recall
Machine Learning Models Trained on Promise-Constraint Data

Logistic Regression 0.7486 ± 0.0098 0.7643 ± 0.0567 0.7621 ± 0.0098 0.7488 ± 0.0907
SVM 0.7376 ± 0.0108 0.7458 ± 0.0457 0.7427 ± 0.0167 0.7362 ± 0.0493
XGBoost 0.7457 ± 0.0045 0.7615 ± 0.0476 0.7585 ± 0.0154 0.7463 ± 0.0703

BERT Models Fine-Tuned on Climate-Sentiment Data
RoBERTa_large 0.5610 ± 0.0206 0.5946 ± 0.0267 0.6298 ± 0.0343 0.5940 ± 0.0156
RoBERTa_base 0.5209 ± 0.0070 0.5466 ± 0.0565 0.5979 ± 0.0701 0.5463 ± 0.5442
DistilRoBERTa 0.4575 ± 0.0094 0.5266 ± 0.0489 0.5945 ± 0.0927 0.5272 ± 0.0310
ClimateBERT-Climate-Sentiment 0.1485 ± 0.0074 0.2013 ± 0.0313 0.1377 ± 0.1377 0.2004 ± 0.0214

BERT Models Fine-Tuned on Promise-Constraint Data
RoBERTa_large 0.8837 ± 0.0360 0.8860 ± 0.0358 0.8939 ± 0.0373 0.8780 ± 0.0348
RoBERTa_base 0.8803 ± 0.0284 0.8841 ± 0.0277 0.8954 ± 0.0294 0.8731 ± 0.0273
DistilRoBERTa 0.8358 ± 0.0132 0.8375 ± 0.0133 0.8360 ± 0.0151 0.8366 ± 0.0117
ClimateBERT-Climate-Sentiment 0.8677 ± 0.0337 0.8728 ± 0.0320 0.8728 ± 0.0342 0.8610 ± 0.0314

Table 3: The table presents the macro-averaged precision, recall, F1 score, and accuracy expressed as fractions.
Standard deviations are calculated from the 5-fold cross-validation results on the held-out test sample.

markedly worse on our task (macro-F1 ranging429

from 0.45 to 0.56), reinforcing the misalignment430

between sentiment classification and the identifica-431

tion of explicit promise or constraint claims. As our432

task is not about calculating tone or risk framing433

but about identifying concrete commitments or lim-434

itations, sentiment-optimized embeddings fail to435

generalize (Bingler et al., 2024; Webersinke et al.,436

2022).437

To address this, we fine-tune the same BERT-438

family architectures on our Promise-Constraint439

dataset. RoBERTa_large achieves the highest per-440

formance (macro-F1: 0.8837), followed closely by441

RoBERTa_base and DistilRoBERTa. A fine-tuned442

version of ClimateBERT, initially developed for443

environmental sentiment classification, also per-444

forms competitively (F1: 0.8677). Despite slightly445

lower performance compared to RoBERTa_large,446

we log the fine-tuned ClimateBERT variant as447

our ClimateBERT-Promise-Constraint model. This448

choice reflects both practical and theoretical pri-449

orities: ClimateBERT’s domain-specific embed-450

dings offer better generalization to unseen ESG451

text, and using an openly available climate-focused452

model promotes reproducibility for future work453

(Webersinke et al., 2022).454

Ultimately, our findings underscore the need for455

task-specific fine-tuning in ESG contexts. General456

sentiment classification objectives are poorly suited457

for pinpointing structurally and semantically pre-458

cise claims such as promises and constraints. The459

Promise-Constraint model addresses this by learn-460

ing sentence-level linguistic patterns that general461

sentiment models overlook. 462

5 Conclusion 463

The study introduces a comprehensive dataset en- 464

compassing both the promises companies make 465

toward achieving sustainability goals and the con- 466

straints they identify as hindrances to reaching net- 467

zero targets. We analyze sustainability records 468

from four key industries: manufacturing, natural 469

resources, retail, and information. Although our 470

dataset covers a limited period (2020–2024), it ef- 471

fectively exposes the major risks and barriers re- 472

lated to emission reduction objectives. We present 473

a fine-tuned version of ClimateBERT that performs 474

well in detecting these constraints and promises, 475

alongside a sector-based analysis of constraint and 476

promise prevalence. Future work may explore finer- 477

grained discourse strategies or the rhetorical fram- 478

ing companies use to construct accountability in 479

sustainability reporting. 480

Limitations 481

Despite the listed contributions, the study has sev- 482

eral limitations. 483

1. The dataset is limited to 2020 to 2024 and 484

does not account for earlier texts that may 485

provide additional context regarding the con- 486

straints. 487

2. The fine-tuned ClimateBERT model, while 488

showing high performance on our dataset, 489

might not scale well to other similar datasets, 490

such as sentiment analysis. Moreover, the 491
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model is fine-tuned on the sentence level and492

may not be as robust on the paragraphs.493

3. The GPT-based filtering of the sentences may494

have excluded some samples pertinent to our495

studies. Hence, the dataset may be limited to496

only the instances that contain explicit con-497

straint and promise claims, discarding other498

potentially relevant data points.499

4. The reliance on English-language reports ex-500

cludes valuable insights from non-English cor-501

porate disclosures, potentially limiting the502

generalizability of the findings.503

Ethics Statement504

This research adheres to the ethical standards in505

data collection, annotation, and analysis. The506

dataset comprises publicly available sustainabil-507

ity reports, ensuring no breach of confidentiality508

or proprietary information. Annotators were pro-509

vided with detailed guidelines to minimize subjec-510

tive biases, and all annotations underwent rigorous511

quality checks. We explicitly specified the purpose512

of data annotation and realized that some bias may513

still be present in the data. However, the partici-514

pants were positive towards the main idea of the515

study and dedicated much time and effort to data516

labeling. The findings aim to enhance corporate517

accountability and transparency without targeting518

or discrediting specific organizations. Our com-519

mitment to ethical AI extends to using models that520

prioritize energy efficiency and align with the sus-521

tainability objectives supporting this research.522
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664

A Data Collection 665

Figure 2 illustrates the distribution of label counts 666

derived from the collected data. Notably, 2022 has 667

the highest number of labels, indicating the shift 668

in the general rhetoric regarding climate change, 669

goals, and restrictions. On the other hand, we see 670

from Figure 3 that the counts of sentences within 671

each sector remain consistent through the years, 672

with a peak in 2022 and a slight reduction in 2023. 673

This pattern may be explained by the COVID-19 674

pandemic in 2020–2021, during which some com- 675

panies either chose not to issue sustainability re- 676

ports or concentrated on highlighting how lock- 677

downs temporarily alleviated environmental pres- 678

sures. As anticipated, the United States of America 679

dominates the dataset with the largest share of sus- 680

tainability reports per sector, followed by Japan, the 681

United Kingdom, Canada, China, and South Korea. 682

Within the European Union, Germany and France 683

emerged as the most proactive nations concerning 684

ESG disclosures. 685

B Annotation Guidelines 686

We adopt the annotators’ guidelines described in 687

Stammbach et al. (2023) paper for environment 688

claim detection. Each annotator was presented with 689

the subsets of data per sector after the GPT filtering 690

of the sentences. The timing between each sector 691

annotation encompassed 4 days. Overall, it took 3 692

to 5 days to annotate one subset of data. This way, 693

we reduce annotators’ fatigue and give them time to 694

focus on other topics. Unlike other studies, we did 695

not directly involve people with prior experience 696

in sustainability finance or climate change analy- 697

sis. Therefore, we supplied the annotators with two 698
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Hyperparameters Tuning

Hyperparameters RoBERTa_large RoBERTa_base DistilRoBERTa ClimateBERT-Climate-Sentiment

learning_rate: 1e-05, num_train_epochs: 3, batch_size: 16 0.8036 ± 0.0112 0.7902 ± 0.0125 0.8046 ± 0.0131 0.7984 ± 0.0099

learning_rate: 2e-05, num_train_epochs: 3, batch_size: 16 0.8188 ± 0.0081 0.7935 ± 0.0112 0.8114 ± 0.0159 0.8085 ± 0.0101

learning_rate: 2e-5, num_train_epochs: 3, batch_size: 8 0.8078 ± 0.0068 0.7948 ± 0.0107 0.8098 ± 0.0158 0.8086 ± 0.0062

learning_rate: 3e-5, num_train_epochs: 3, batch_size: 16 0.8058 ± 0.0114 0.7926 ± 0.0086 0.8117 ± 0.0093 0.8213 ± 0.0070

Table 4: The table describes the hyperparameters grid along with the corresponding F1-Macro scores and their
standard deviations. Each set of parameters was trained using an 80/20% split, and the results are reported for the
test subset based on 5-fold cross-validation. The best score per model is highlighted in bold.

Evaluation of ML Models on the Sectors
Model name Full dataset Information Manufacturing Retail Natural Resources

Logistic Regression 0.748 ± 0.0098 0.684 ± 0.0113 0.729 ± 0.0067 0.747 ± 0.0089 0.729 ± 0.0116
SVM 0.737 ± 0.0108 0.75 ± 0.0057 0.722 ± 0.0112 0.734 ± 0.0054 0.702 ± 0.0101
XGBoost 0.745 ± 0.0045 0.731 ± 0.0116 0.676 ± 0.0108 0.691 ± 0.0076 0.644 ± 0.0042

Table 5: Exploratory analysis of data separability across subsets and the full dataset, leveraging standard machine
learning techniques. The best score per model is highlighted in bold. The results are given from the F1-Macro
metric.

primary papers by Stammbach et al. (2023) and699

Schimanski et al. (2023) to get acquainted with700

the topic and to look through the existing data.701

Moreover, the participants have either linguistic or702

environmental studies background, which makes703

them well-trained candidates for the annotation.704

We provided the annotators with two types of data:705

sentences and paragraphs to perform anaphora res-706

olution when needed and better understand if the707

sentence is ambiguous. We decided not to use para-708

graphs as final data points because more concrete709

restrictions can be better inferred on the sentence710

level rather than paragraph.711

Annotation Guidelines712

Your task is to label sentences connected with some713

environmental topics. You must choose between714

three labels: Promise, Constraint, and Neutral. You715

need to be careful and rely exclusively on explicit716

ideas and stances in the sentences.717

Promises - are forward-looking claims that tend718

to lack specific, measurable actions or mechanisms719

for accountability. These claims frequently rely on720

optimistic language, future simple and present con-721

tinuous tenses, stating that some actions are either722

in progress or planned without defining specific723

criteria for their execution or time periods.724

Examples of promise claims:725

• We aim to be a net zero company in the entire726

value chain.727

• We aim to reach net zero first in our own and 728

then in our whole value chain. 729

• We will promote the introduction of a solar 730

power generation system to realize the shift to 731

renewable energy. 732

Constraints - sentences that mention some im- 733

pediments, restrictions, or obstacles at a company, 734

society, or governmental level that may restrict the 735

company from fulfilling its promises. You do not 736

need to consider descriptions of risks connected 737

with climate change as constraints unless it is ex- 738

plicitly stated that some climate issues now influ- 739

ence a company’s performance or have a visible 740

impact on its operational abilities. 741

Examples of constraints: 742

• Accordingly, please be advised that the actual 743

results may differ from such statements due 744

to various changes. 745

• However, as the world shifts to a lower car- 746

bon economy, various federal, state, and/or 747

provincial legislative mechanisms could cause 748

our operational costs to increase significantly, 749

given the industry’s current reliance on natural 750

gas. 751

• Various factors may result in substantially dif- 752

ferent outcomes. 753

The sentences that do not fall under these three 754

categories are considered neutral. 755
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The sample from the final dataset with the as-756

signed labels by annotators is depicted in Table757

6.758

759

760

761

C Models Fine-Tuning762

The hyperparameters grid is presented in the Table763

4. We follow the most commonly adopted hyper-764

parameter configurations for BERT-family models765

with the Adam optimizer (Kingma and Ba, 2014).766

Each configuration is evaluated through a five-fold767

cross-validation process to ensure robustness and768

minimize overfitting. The final model is selected769

based on the configuration that yielded the highest770

performance on the held-out set. We subsequently771

download the same fine-tuned model from the Hug-772

gingFace to confirm that the results remain consis-773

tent while re-applying the five-fold cross-validation774

check.This approach ensures reliability and trans-775

parency in the evaluation process for the future776

research.777

D Environmental Impact778

We understand that the task of fine-tuning language779

models like BERT is not new, but with the rise780

and omnipresence of the large language models,781

we consider the necessity of fostering the applica-782

tion of the smaller models, such as BERT, which783

can achieve high results while being less harmful784

to the environment. We use the Compute Cluster,785

which provides V100 GPUs with 64GB VRAM for786

fine-tuning and inference. Running the fine-tuning787

jobs and inference on the trained models took ap-788

proximately 20 hours. The lightweight machine789

learning models were trained locally on the dis-790

crete NVIDIA GeForce RTX 4080 (Laptop, 140W)791

GPU. Although the production of such a laptop is792

also carbon-demanding, it is still less damaging793

to the environment than using a proprietary GPU794

cluster for a large language model inference. The795

GPT-3.5-turbo took 1 hour 30 min for the sentence796

distillation task. In total, we spent about 26 hours797

in computation time.798

E AI Assistance799

The AI model GPT-4o was used to make para-800

graph "2 Background" sound more coherent while801

preserving the information written by the authors.802

Moreover, the model was used for exploration to803

find information regarding greenhouse gas contri- 804

butions by each sector. 805
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Figure 2: The distribution of labels across years.

Figure 3: The statistics of sentence counts collected for each sector in a period starting 2020 to 2024.

Figure 4: The distributions of promise, constraint and neutral sentences across countries.
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Listing 1: Few-Shot Prompt Template

806
1 """<| begin_of_text|><|start_header_id|>system <| end_header_id|>807
2 You are a helpful assistant who assists human analysts in answering a question808

regarding the text.809
3 <|eot_id|><| start_header_id|>user <| end_header_id|>810
4811
5 Question: {question}812
6 Sentence: {sentence}813
7 Assign:814
8 - ’Promise ’ - a forward -looking claim that tends to lack specific , measurable815

actions or mechanisms for accountability. These claims frequently rely on816
optimistic language , future simple and present continuous tenses , stating817
that some actions are either in progress or planned without defining818
specific criteria for their execution or time periods.819

9 - ’Constraint ’ - a sentence that mentions some impediments , restrictions , or820
obstacles at a company , society , or governmental level that may restrict the821
company from fulfilling its promises. You do not need to consider822

descriptions of risks connected with climate change as constraints unless it823
is explicitly stated that some climate issues now influence a company ’s824

performance or have a visible impact on its operational abilities.825
10 - ’None ’ if none of the above is applicable.826
11827
12 ## Example 1:828
13 Question: Does the sentence contain any claim that mentions constraints ,829

impediments or goals , targets connected with sustainability , net -zero ,830
environmental or sustainability targets?831

14 Sentence: Disruption of our supply chain , including increased commodity , raw832
material , packaging , energy , transportation , and other input costs.833

15 [Guess]: Constraint834
16 [Confidence ]: 0.8835
17836
18 ## Example 2:837
19 Question: Does the sentence contain any claim that mentions constraints ,838

impediments or goals , targets connected with sustainability , net -zero ,839
environmental or sustainability targets?840

20 Sentence: We are committed to achieving net -zero carbon emissions by 2050.841
21 [Guess]: Promise842
22 [Confidence ]: 0.9843
23844
24 ## Example 3:845
25 Question: Does the sentence contain any claim that mentions constraints ,846

impediments or goals , targets connected with sustainability , net -zero ,847
environmental or sustainability targets?848

26 Sentence: The negative impacts of, and continuing uncertainties associated with849
the scope , severity , and duration of the global COVID -19 pandemic and the850
substance and pace of the post -pandemic economic recovery.851

27 [Guess]: Constraint852
28 [Confidence ]: 0.7853
29854
30 Reply in the following format:855
31 [Guess]: <Your most likely guess , should be [Promise , Constraint , None].>856
32 [Confidence ]: <Give your honest confidence score between 0.0 and 1.0 about the857

correctness of your guess. 0 means your previous guess is very likely to be858
wrong , and 1 means you are very confident about the guess.>859

33 Answer: <|eot_id|><| start_header_id|>assistant <| end_header_id |>"""860861

862
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Sentence Label
If the risks or uncertainties ever materialize or the assumptions prove incorrect, the results of HP Inc.
and its consolidated subsidiaries (HP) may differ materially from those expressed or implied by such
forward-looking statements and assumptions.

Constraint

Actual results could differ materially due to factors such as the availability of funding for the programs
described in this Report.

Constraint

Just as the global pandemic’s effects began to ease, the invasion of Ukraine worsened the supply
chain disruptions, caused the inflation to surge, heightened political tensions, polarized, and fractured
international relations.

Constraint

Suppliers may find it burdensome to install additional equipment, get assessments, or receive certificates
to improve their environment.

Constraint

Due to the high growth of the battery industry, the global production capacity of LG Energy Solution
is rapidly increasing every year, and the resulting increase in energy use makes it difficult for us to
achieve our carbon neutrality.

Constraint

Geopolitical risks also pose a difficulty for collaboration between nation states to progress towards
common goals such as climate change adaptation and mitigation, response to pandemic, access to
medicines, etc.

Constraint

These targets were not met due to COVID-19 related temporary production shutdowns in FY20 and
operation at 75% of production capacity in FY21.

Constraint

Moreover, ongoing conflicts like the Russia-Ukraine war, are causing energy prices to rise and acting
as a barrier to the renewable energy transition.

Constraint

Sustainable development is marked by considerable uncertainty because of changing expectations, the
complexity of the problem, and the difficulty of its resolution.

Constraint

An analysis of reductions to date shows that meeting the target of the Paris Agreement will be
challenging, requiring countries to step up their efforts.

Constraint

Our new commitment is to work toward reducing absolute and by percent by from a base year. Promise
We will continue to improve different such as product recovery and repair as well as raw material with
a focus on to the circular economy.

Promise

We aim to reach net zero by first in our own and then in our entire value chain. Promise
At Deutsche Telekom, we have set ourselves a vital target of achieving net zero emissions along our
entire value chain by 2040.

Promise

The Company set ambitious for Carbon and Water Neutrality and a strategy to achieve them. Promise
As part of this commitment, T-Mobile aims to reduce absolute emissions by 90% by 2040. Promise
Regarding the utilization of renewable energy, we plan to start and expand solar power generation. Promise
Under this policy, we commit to maximize renewable energy use, reduce the carbon footprint in our
and work with our business to reduce across the value chain.

Promise

Our goal is to become Climate Positive by removing more carbon than we create, and assuring that
future are able to enjoy the world we love.

Promise

We know that, in order to ensure the of the Group and its climate change adaptation and mitigation are
absolutely necessary.

Neutral

Even in a year of great change, we continue to drive forward to reach our Net Zero. Neutral
Flue gas capture is vital to net zero commitment. Neutral
Meanwhile, we are actively exploring a natural way towards carbon neutrality. Neutral
Since the competition is to grow to obtain the necessary for carbon neutrality, a stable supply chain
will be an urgent task.

Neutral

Our strategy was to to drive our reduction to net zero. Neutral
The Audit and Risk Committee (ARC) is responsible for the risk management and to mitigate key
climate change.

Neutral

As the leader in our industry, our responsibility to reduce the impact of construction on our world. Neutral
Through our commitment to net zero we demonstrate our leadership in the global climate crisis. Neutral
The electrification of is a key step toward net zero and air pollution. Neutral

Table 6: Examples of sentences and their corresponding labels. The full dataset also incorporates metadata with
companies names, years, and four sectors.
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