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Abstract

This paper investigates the potential of large001
language models (LLMs) to shift from passive002
data absorption to active, interactive learning003
through simulated student-teacher dialogues.004
We introduce a dataset of 1,322 contexts span-005
ning domains like song lyrics, news articles,006
movie plots, academic papers, and images, and007
analyze conversational interactions to assess008
the ability of LLMs to gain knowledge about009
these contexts. Our findings show that in-010
teractive learning significantly boosts perfor-011
mance, with interactive student models surpass-012
ing static learning approaches in just four dia-013
logue turns on average. However, student mod-014
els still trail behind teacher models equipped015
with full context knowledge. To further assess016
learning dynamics, we introduce the Cumula-017
tive Information Coverage (CIC) metric, reveal-018
ing that more insightful questions drive better019
outcomes, although rigid questioning patterns020
remain a limitation. These findings suggest that021
advancing interactive learning methods and ex-022
tending machine learning theories could better023
capture the dynamics of conversational learn-024
ing, paving the way for effective machine intel-025
ligence and educational technologies.026

1 Introduction027

The future of machine intelligence depends on cre-028

ating systems that not only learn passively from029

data but also engage in dynamic, interactive learn-030

ing processes akin to human cognition. Language,031

crucial in human learning and pedagogy (Vygotsky032

and Cole, 1978), facilitates the active construction033

of knowledge through dialogues. Whether learn-034

ing about new movie plots or complex academic035

theories, students often refine their understanding036

through conversational interactions with teachers,037

resolving ambiguities and deepening their com-038

prehension (see Figure 1). In contrast, machine039

learning has predominantly followed an inductive040

learning approach, focusing on static datasets of la-041

beled examples. Consequently, the role of machine 042

learning models in dynamic settings or personal- 043

ized applications has been limited. 044

Although some earlier efforts integrated conver- 045

sational capabilities (Eric and Manning, 2017; Liu 046

et al., 2018), they were constrained by the limita- 047

tions of the NLP and generative capabilities of the 048

time. Despite advances in large language models 049

(LLMs) (Achiam et al., 2023; AI@Meta, 2024), 050

their potential to learn from conversations remains 051

underexplored. In this paper, we ask the ques- 052

tion: How effectively can LLMs learn new concepts 053

through conversational interactions? 054

Interactive learning marks a shift from tradi- 055

tional inductive learning and paradigms like ac- 056

tive learning (Lewis and Gale, 1994; Cohn et al., 057

2004), enabling models to refine their understand- 058

ing through dialogue. This can lead to models that 059

better capture the complexities of adaptive learning 060

environments. In educational technologies, LLMs 061

simulating student-teacher interactions can provide 062

personalized and adaptive learning experiences. In- 063

teractive learning can also enhance human-AI col- 064

laboration in fields like healthcare and research. It 065

could also drive innovation in multimodal learning, 066

integrating diverse data types and allowing clearer 067

alignment with human values. 068

In this work, we investigate how LLMs can ac- 069

quire knowledge about new concepts that were not 070

part of their pre-training data, simulating real-world 071

situations where AI must learn new information. 072

These include concepts across diverse domains and 073

modalities. We introduce a dataset comprising 074

1,322 contexts spanning multiple domains, includ- 075

ing song lyrics, news articles, movie plots, aca- 076

demic papers, and images; all unseen by the LLMs 077

during pretraining. This diverse collection allows 078

for a rigorous assessment of performance in an 079

eclectic range of scenarios and complexity levels. 080

We compare two modes of teaching: static 081

lessons, where a teacher model provides a con- 082
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Movie: Kung Fu Panda 4 (2024)
Plot: In the Valley of Peace, Po helps Li Shan and Mr. Ping open their new restaurant. Master Shifu then tells 
Po that he must advance and become a spiritual leader, which means Po can no longer be the Dragon Warrior and 
must find a suitable successor to take his place. Po struggles to choose the right candidate as he does not want 
to lose his status as the Dragon Warrior, and he stumbles upon a fox bandit named Zhen trying to steal ancient 
weapons from the Jade Palace. Po is able to outsmart ...

Question: What 
does Po help Li 
Shan and Mr. 
Ping open?

Answer: Po helps 
them open a post 

office.

Question: What 
does Po help Li 
Shan and Mr. 
Ping open?

Answer: Po helps 
them open a 
restaurant.

Question: What 
does Zhen steal 
from the Jade 

Palace?

Answer: Zhen 
steals a golden 

statue.

Teacher 
LLM

Question: Is there a main 
supporting character that 
helps the protagonist?

Answer: Yes. Zhen, a fox 
bandit, plays a crucial role 
throughout the story. She is 
initially an adversary who 
attempts to steal ancient 

weapons but is later an ally 
who assists Po ...

Question: What 
does Po help Li 
Shan and Mr. 
Ping open?

Answer: Po helps 
them open a 
restaurant.

Question: What 
does Zhen try to 
steal from the 
Jade Palace?

Answer: Zhen 
tries to steal 
ancient weapons.

Student
LLM

Dynamic Interaction

Quiz Phase

Learning Phase

Student LLM

Student 
LLM

Concept

Without Static Lesson

With Static Lesson
Student
LLM

Lesson: Po finds himself at crossroads when Master 
Shifu tells him that he must select a successor to 
carry on as the Dragon Warrior. The movie begins 
with Po helping his fathers open a new restaurant 
in the Valley of Peace. Po then encounters a fox 
bandit named Zhen. Along with Zhen’s help, Po ...

Teacher LLM

Teacher 
LLM

Figure 1: Given the concept of a movie plot (top) from a time-period outside of LLM training data, non-interactive
approaches such as zero-shot prompting (left-top) and static lessons (left-bottom) fail due to lack of information or
intricacies in the concept. Through dynamic interaction with a teacher (right), a student can learn about a concept
more comprehensively to perform well on tasks.

densed summary of key content, and dynamic in-083

teractions, where a student LLM actively engages084

by posing questions. We evaluate the effectiveness085

of these approaches by simulating interactions be-086

tween student and teacher models. To measure087

student learning, we compute the LLM’s perfor-088

mance after receiving the static lesson or at the089

end of each dialogue turn with the teacher in the090

dynamic interaction setting. The latter enables a091

study of the ability of LLMs to ask questions that092

most help understanding new concepts.093

Our experiments indicate that conversational in-094

teractions enable LLMs to acquire concepts with095

substantially greater effectiveness, outperforming096

static learning in 4 dialogue turns on average. How-097

ever, we also observe that the performance of098

LLMs saturates and falls short of the performance099

of teacher models. Our contributions are:100

• We develop a framework and datasets to assess101

the learning capabilities of LLMs in static and102

dynamic interaction setups.103

• We show that LLMs consistently learn more ef- 104

fectively from dynamic interactions, suggesting 105

promise for interactive learning approaches. 106

These findings have significant implications for 107

advancing machine learning theory, educational 108

technologies, and human-AI collaboration. 109

2 Related Work 110

Conversational Machine Learning. Previous 111

works have utilized language instructions to guide 112

machine learning tasks (Srivastava et al., 2017; 113

Hancock et al., 2018; Arabshahi et al., 2020), typ- 114

ically focusing on single-turn dialogues where a 115

student model is taught using instructions and lim- 116

ited labeled examples. These approaches often 117

suffer from incomplete task understanding due to 118

instruction complexity. Prior research addresses 119

this with two strategies: (i) active learning through 120

teacher annotations (Collins et al., 2008; Tamkin 121

et al., 2022), and (ii) language-based advice or clar- 122

ifications from teachers. Our work aligns with the 123
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latter, enhancing student comprehension through124

teacher guidance. Unlike studies that rely on exter-125

nal modules to generate questions based on statisti-126

cal measures (Rao and Daumé III, 2018; Srivastava127

et al., 2019), we employ LLMs to dynamically gen-128

erate contextually relevant questions, tailored to129

address gaps in student knowledge.130

Interactive Learning with LLMs. Recent re-131

search shows that LLMs can improve task perfor-132

mance with human-provided explanations (Wei133

et al., 2022; Lampinen et al., 2022) and self-134

generated feedback (Madaan et al., 2023; Chen135

et al., 2024). Smaller LLMs also benefit from136

fine-tuning on explanations from larger models137

(Ho et al., 2023). While these studies focus on138

enhancing student performance through teacher-139

provided information (Saha et al., 2023), our re-140

search shifts the focus to the student’s ability to ask141

informative questions, enabling more comprehen-142

sive teacher explanations. Related work includes143

using LLMs to learn human preferences through144

dialogue (Li et al., 2023) and evaluating LLMs in145

conversational question-answering (Abbasiantaeb146

et al., 2024). Our study uniquely examines LLMs’147

ability to engage in conversations with teachers to148

learn concepts across various domains, extending149

beyond accuracy metrics to assess the novelty and150

effectiveness of student questions.151

3 Experiment Setup152

In this section, we delineate the problem setup153

(§ 3.1), outline the creations of datasets (§ 3.2),154

describe the different interaction scenarios (§ 3.3)155

and models used (§ 3.4), and define our evaluation156

metrics (§ 3.5).157

3.1 Problem Setup158

In this work, a concept refers to a distinct unit159

of knowledge that captures abstract ideas or in-160

formation embedded in documents across various161

domains such as literature, sciences, and current162

world events. Practically, our concepts are ex-163

pressed through contexts, which comprise of de-164

tailed information pertinent to the concepts being165

taught. For instance, the concept of a specific166

movie is defined by the context of its corresponding167

Wikipedia article, which contains the plot, while168

the concept of a specific image is defined by the169

context provided by the image itself. For our study,170

we explore how a student LLM, denoted by S , can171

learn concepts by interacting with a teacher, de-172

noted by T . The student-teacher dynamic forms a 173

central part of our experimental design. 174

The student, S is an LLM capable of following 175

instructions and asking open-ended, information- 176

seeking questions. The teacher, T , on the other 177

hand, can be either a human expert or another lan- 178

guage model. For the purpose of this study, the 179

teacher is also an LLM but with one critical differ- 180

ence from the student LLM: the teacher has direct 181

access to a context that allows it to respond ac- 182

curately and effectively to the student’s questions. 183

For example, in the task where we teach S about 184

new movies, we provide T access to movie plots 185

available on Wikipedia (§3.2). By adopting this 186

configuration of the student and teacher, we aim to 187

isolate the effects of learning from interactions on 188

concept acquisition in LLMs. 189

3.2 Datasets 190

LLMs possess extensive world knowledge as a re- 191

sult of large-scale pre-training on open web-text 192

(Roberts et al., 2020). Evaluating their learning 193

abilities on concepts within their pre-training data 194

can thus lead to ambiguous and misleading inter- 195

pretations. To ensure a robust analysis of concept 196

acquisition, we compiled datasets comprising a 197

range of previously unseen concepts. 198

We sourced new and unseen concepts by both 199

automated scraping and manual compilation from 200

a broad spectrum of sources to gather diverse ma- 201

terials, including song lyrics, movie plots, news 202

articles, and academic papers, all published af- 203

ter July 2023 (since we tested LLMs trained on 204

data obtained before this period). These docu- 205

ments were collected from platforms such as Ge- 206

nius, Wikipedia, AP News, and arXiv. This hetero- 207

geneous dataset, carefully curated, spans a broad 208

spectrum of complexity and information types, en- 209

abling a comprehensive evaluation of LLM’s inter- 210

active learning performance in various scenarios. 211

Dataset Composition Our evaluation dataset 212

comprises a diverse collection of 1,322 contexts 213

spanning multiple domains, as detailed in Table 214

4 in Appendix B. This comprehensive compila- 215

tion includes images for visual interpretation tasks, 216

movie plots for narrative analysis, and song lyrics 217

for assessing comprehension of artistic and poetic 218

language. Additionally, it features academic pa- 219

pers from various disciplines and a wide range of 220

news articles covering different topics. The diver- 221

sity in content types and the substantial number 222
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of contexts in each domain ensure a robust evalu-223

ation across a wide spectrum of complexity levels224

and subject matters. This carefully curated dataset225

allows us to thoroughly assess the concept acqui-226

sition and teaching capabilities of large language227

models across different types of information and228

communication styles. Next we describe the differ-229

ent subsets of the dataset.230

Song Lyrics (417 contexts) Sourced from Ge-231

nius, this subset challenges the interpretation of po-232

etic and artistic language, often rich with metaphor233

and emotional expression. The brevity and ambi-234

guity of lyrics test the models’ ability to extract235

meaning from concise, creative texts.236

News Articles (412 contexts) Gathered from AP237

News, this subset spans various categories: World238

News (72), Sports (67), Science (55), Politics (54),239

Entertainment (48), US News (51), Business (41),240

and Oddities (24). This domain evaluates the accu-241

rate transmission of factual, often timely informa-242

tion and the ability to distinguish between objective243

reporting and subjective commentary.244

Movie Plots (179 contexts) Compiled from245

Wikipedia, this subset tests the models’ ability to246

comprehend and convey complex story elements247

such as characters, settings, and events. The com-248

plexity of the plots varies, allowing for evaluation249

across different difficulty levels.250

Academic Papers (164 contexts) Sourced from251

arXiv, this category spans various disciplines:252

Computer Science (25), Economics (13), Electrical253

Engineering & Systems Science (25), Mathemat-254

ics (25), Physics (25), Quantitative Biology (18),255

Quantitative Finance (8), and Statistics (25). This256

domain examines the communication of special-257

ized and technical language, complex logical struc-258

tures, and the handling of citations and references.259

It tests the models’ capacity to understand and260

teach detailed, scholarly content, engaging with261

in-depth analysis and evidence-based arguments.262

Images (150 contexts) Drawn from the COCO263

dataset (Lin et al., 2014)1, this subset assesses vi-264

sual interpretation skills and the conversion of vi-265

sual information into textual explanations. This266

1Images, unlike text, do not carry direct semantic content
that could be memorized or specifically encoded in a language
model’s training data. Therefore, the age of the images is
inconsequential to the model’s ability to analyze and interpret
visual information.

multimodal aspect challenges the models to inte- 267

grate visual data into coherent educational content. 268

Quiz Generation for Evaluating Learning Per- 269

formance To assess the concept-learning abilities 270

of the student LLMs, as shown in the quiz phase 271

in Figure 1, we generated a set of 10 questions and 272

their respective answers for each context. For tex- 273

tual contexts, we utilized gpt-3.5-turbo, while 274

for the image domain, we employed gpt-4-turbo 275

due to its multimodal capabilities. This approach 276

ensured that each question was directly relevant to 277

its source material, simulating realistic scenarios. 278

Figure 1 provides examples of quiz questions from 279

the movie plots domain. Appendix B (Table 3) 280

shows examples of quiz questions for each domain. 281

3.3 Student-Teacher Interaction Scenarios 282

In this work, we explore three student-teacher inter- 283

action scenarios to assess the conversational learn- 284

ing capabilities of LLMs, categorized as static and 285

dynamic interactions: 286

1. Static Student with Lesson: The student is 287

presented with a static lesson generated by the 288

teacher. 289

2. Dynamic Student without Lesson: The stu- 290

dent asks questions without any prior knowl- 291

edge of the concept. 292

3. Dynamic Student with Lesson: The student 293

generates questions after initially receiving the 294

static lesson. 295

These interaction types allow us to examine dif- 296

ferent facets of conversational learning and address 297

four key research questions: 298

• RQ1: Can students effectively learn concepts 299

in a non-interactive, static setting? 300

• RQ2: Can the student model, through ques- 301

tioning, elicit enough information to match 302

quiz performance from a static lesson? 303

• RQ3: Do the questions posed by the student 304

effectively seek new information, leading to a 305

deeper understanding of the concept? 306

• RQ4: What patterns or features emerge in the 307

questions generated by the student model? 308

3.4 Models 309

We use the gpt-3.5-turbo models for our teacher 310

and student LLMs, with the exception of image- 311

based tasks where we use gpt-4o as the student and 312
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teacher LLMs. These models are chosen for their313

strong language understanding and generation capa-314

bilities, which are vital for conversational learning.315

For the static lesson, we prompt the teacher model316

to generate a comprehensive lesson, distilling the317

main content into a concise summary. In the static318

setting, the student model is provided with this319

lesson, if available, to answer the quiz questions.320

During dynamic interactions, after every dialogue321

turn, the student model is prompted to integrate the322

newly acquired information from the ongoing con-323

versation and, if available, the prior static lesson.324

The student then uses this consolidated knowledge325

to answer quiz questions. The temperature is set326

to 1.0 when generating dynamic dialogues and 0327

when generating quiz answers for fair comparison.328

All experiments are repeated across three seeds.329

3.5 Evaluation Metrics330

To evaluate the effectiveness of LLMs in each in-331

teraction setting, we employ the following metrics332

to assess concept learning progression.333

Quiz Performance. Our primary metric is the334

accuracy of the student model’s responses in con-335

cept quizzes, measured as the fraction of quiz ques-336

tions answered correctly. This metric quantifies337

how well the student has internalized the concept338

discussed during the interactions.339

Cumulated Information Coverage. While quiz340

performance provides a broad measure of learning,341

it doesn’t capture the interaction dynamics or con-342

versation quality. To address this, we introduce the343

Cumulative Information Coverage (CIC) metric,344

which evaluates how well the student’s questions345

cover relevant information from the context. For346

instance, in the case of movie plots, CIC measures347

how effectively the student’s questions encompass348

details from the Wikipedia page.349

CIC in built on the idea of concept elicitabil-350

ity, which assesses how well a question draws out351

relevant context or how comprehensively an an-352

swer reflects it. Using a natural language inference353

(NLI) model, with the question as the premise and354

the context as the hypothesis, we calculate concept355

elicitability using the entailment score to indicate356

how well the context answers the question. If qj is357

a question from the j-th turn in a conversation and358

sk is the k-th sentence of the context, then CIC for359

the conversation c until turn i is defined as:360

Figure 2: Average Quiz Performance of student and
teacher LLMs across different domains.

CICi(c) =
1

K

K∑
k=1

max
j=1,...,i

σ(qj , sk) (1) 361

In other words, this metric measures the maxi- 362

mum information from the context covered by all 363

questions or responses up to that point. We use a 364

max operation because an earlier question might 365

cover more information than a later one. 366

4 Experiment Results 367

4.1 RQ1: Can students learn concepts 368

effectively in a non-interactive setting? 369

We investigate the limitations of LLMs in non- 370

interactive settings, where students lack the ability 371

to proactively question a teacher for comprehensive 372

concept learning. Specifically, we measure the quiz 373

performance of the student LLM in two scenarios: 374

(1) without any prior knowledge of the concept or 375

its content, and (2) after receiving a static lesson 376

from a teacher. To highlight the disparity in learn- 377

ing outcomes with limited concept knowledge, we 378

further compare the student’s quiz performance to 379

that of a teacher with access to (a) the relevant con- 380

cept context, and (b) both the context and the static 381

lesson generated by the teacher. 382

Results. Figure 2 shows the quiz performance 383

of student and teacher LLMs across various do- 384

mains from our dataset, based on their access to 385
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Domain Student Questions

Academic
Papers

• Could you elaborate on the methodology
employed in the academic paper to achieve
its objectives? • What was the approach
used in the paper to investigate and analyze
v-palindromes in different number bases?

Images • What is the dominant color scheme used
in the image? • Can you describe the main
action or event taking place in the image?

Movie Plots • What is the central conflict that drives the
plot of the movie? • What specific events
lead to Margot’s initial attraction to Robert
at the beginning of the movie?

News Articles • Who are the key figures mentioned in
the news article regarding the California
budget deficit? • What are the main events
discussed in the news article?

Song Lyrics • How does the use of metaphor enhance
the exploration of authenticity and vul-
nerability in the song "Actress" by Maya
Delilah? • How does the artist convey the
theme of loyalty in "Back From That"?

Table 1: Examples of student questions generated in the
Student w/o Lesson setup for each domain

information. Interestingly, students with no spe-386

cific knowledge of new concepts perform above387

chance, likely relying on pre-existing knowledge.388

This effect is particularly pronounced in the Aca-389

demic Papers and News Articles domains. When390

provided with a static lesson, student performance391

improves significantly (p < 0.01) across all do-392

mains, though it remains notably lower (p < 0.01)393

than that of teachers with full concept knowledge394

in all domains except Images. As expected, the395

teacher’s performance remains consistent, regard-396

less of incorporating the static lesson. These find-397

ings highlight the substantial learning gap when398

LLMs rely solely on static information, underscor-399

ing the potential of our dataset as a benchmark for400

studying the benefits of dynamic, conversational401

learning approaches to enhance LLM capabilities.402

4.2 RQ2: Can dynamic student models match403

the performance from static lessons?404

In our second research question, we analyze the405

accuracy of concept learning when a student model406

engages in dialogue with a teacher to elicit infor-407

mation. We compare this to the performance of a408

student model that receives a static lesson from the409

teacher without any interaction.410

Study Design. We measure concept learning ac-411

curacy through quiz performance across different412

methods. Additionally, we compare the student’s413

performance when learning via dialogue with that414

of the teacher, who has complete knowledge of the 415

concept, establishing an upper bound for quiz per- 416

formance. We also track the student model’s quiz 417

performance at the end of each conversational turn 418

to gain insights into the progression of learning in 419

interactive settings. 420

Main Results. Figure 3 shows the quiz perfor- 421

mance of various approaches across five domains: 422

Academic Papers, Movie Plots, News Articles, 423

Song Lyrics, and Images.2 The student model with- 424

out a lesson shows noticeable improvements in all 425

domains, outperforming the static student with a 426

lesson in four out of five domains. This suggests 427

that the student model asks sufficiently compre- 428

hensive questions during the conversation. Table 429

1 shows some examples of questions generated by 430

the student model during conversations in the stu- 431

dent models without a lesson setup. 432

To address whether a dynamic student starting 433

from a knowledge of the static lesson is more effec- 434

tive at eliciting additional knowledge that translates 435

into improved quiz performance (compared to the 436

dynamic student starting from tabula rasa in the 437

scenario just described above), we evaluate the stu- 438

dent’s ability to gather further information from the 439

teacher after being conditioned on the initial les- 440

son. Generally, adding conversational capabilities 441

to the student with a static lesson leads to slight, 442

statistically significant improvements (p < 0.01) 443

over the student without a lesson, except in the 444

Song Lyrics and Images domains. However, the 445

student’s performance in this scenario remains sig- 446

nificantly lower (p < 0.01) than that of the teacher 447

in all domains except Images, indicating that LLMs 448

may require additional guidance to effectively learn 449

concepts through interaction. 450

Overall, our findings demonstrate that while stu- 451

dent models are capable of learning through inter- 452

action, the extent of knowledge acquired via this 453

method significantly lags behind a teacher that acts 454

with complete knowledge of the concept. 455

4.3 RQ3: Can questions posed by the student 456

models effectively seek new information? 457

In the previous sub-section, we observed that stu- 458

dent models learning through interaction with a 459

teacher still lag behind the teacher’s performance in 460

quiz accuracy. However, it remains unclear whether 461

this gap is due to the student asking uninformative 462

2Detailed variance across domains is provided in Table 2.
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Figure 3: Performance of student LLMs across various dynamic evaluation settings along with static baselines.
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Figure 4: Average CIC of questions asked by student LLMs across various dynamic evaluations.
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Figure 5: Average CIC of answers generated by teacher LLMs across various dynamic evaluations.

questions. This research question aims to measure463

the quality of questions posed by the student model.464

Study Design To evaluate question quality, we465

utilize our Cumulative Information Coverage (CIC)466

metric (§3.5). CIC measures the extent of rele-467

vant information elicited by each student question468

relative to the teacher’s complete concept knowl-469

edge. Conversely, for teacher responses, CIC quan-470

tifies the amount of information covered by each471

response. We compute CIC after each question472

in the dialogue, allowing us to assess how much473

of the context is addressed by the questions or re-474

sponses at the conclusion of each dialogue turn.475

For this, we exclusively focus on text-based do-476

mains (i.e., Movie Plots, News Articles, Academic 477

Papers, Song Lyrics) since the NLI model operates 478

only on text. 479

Main Results Figure 4 shows the average CIC 480

scores for the questions posed by student models 481

throughout the dialogue. Across most domains, 482

the information coverage of questions asked by 483

the Student with Lesson forms an upper bound. 484

However the gap between Student w/ Lesson and 485

Student w/o Lesson is not significant for the Aca- 486

demic Papers and Song Lyrics domains (p > 0.01). 487

Questions posed for news articles are the most com- 488

prehensive, while those for song lyrics are the least. 489

Figure 5 displays the average CIC scores for an- 490
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swers generated by teacher models. In all domains,491

information coverage of answers in the Student492

with Lesson setup forms an upper bound. A signifi-493

cant gap (p < 0.01) between Student w/o Lesson494

and Student w/ Lesson setup is observed, indicating495

that presenting a lesson before questioning leads to496

more informative questions and responses. While497

student questions show a trend of increasing infor-498

mation coverage, the coverage of teacher responses499

tends to saturate after a few questions, similar to500

the quiz performance results.501

Our findings demonstrate that (1) questions502

posed by student LLMs and teacher responses503

cover more information with each turn, and (2)504

presenting an initial static lesson produces more505

comprehensive questions and responses.506

4.4 RQ4: What patterns emerge in questions507

asked by the student models?508

While previous research questions focus on learn-509

ing effectiveness, it remains unclear which fac-510

tors contribute to the learning gains of the student511

model. In this fourth research question, we inves-512

tigate whether specific features of the questions513

posed by the student model are associated with514

better learning outcomes.515

Study Design We explore the relationship be-516

tween learning gains and predefined features of the517

student’s questions. Learning gain is measured as518

the increase in quiz performance compared to the519

previous turn. We examine four key features that520

may correlate with learning gains in both the Stu-521

dent w/ Lesson and Student w/o Lesson setups: (1)522

question length, (2) maximum depth of the ques-523

tion’s syntax tree, (3) total count of named entities524

in the question, and (4) position of the question525

within the dialogue (represented as a binary fea-526

ture). We calculate the Pearson Correlation Coef-527

ficient between these features and learning gain,528

using Stanza (Qi et al., 2020) for syntax parsing529

and entity extraction.530

Main Results Overall, we do not observe strong531

correlations between any of the predefined features532

and learning gains. Generally, the influence of533

these features diminishes when the student model is534

provided with a lesson. Named entity count shows535

a relatively stronger correlation in the news arti-536

cles domain, where entities like people, locations,537

and organizations are central. Question length is538

the most correlated feature in the absence of a les-539

son across most domains. Interestingly, being the540

first question in a dialogue has a negative corre- 541

lation with learning gain, unlike other positions. 542

Appendix A (Figure 6 in ) includes detailed analy- 543

sis of feature correlations for each domain. 544

Qualitative Analysis Although none of the fea- 545

tures strongly correlate with learning gains, distinct 546

patterns emerge across dialogues. For example, in 547

movie plots, the student model typically begins by 548

asking about the central conflict, then progresses to 549

questions about character development, key themes, 550

and setting. A similar pattern is observed in aca- 551

demic papers, where questions generally follow 552

themes such as objectives, methodology, key find- 553

ings, limitations, and motivation. Despite the tem- 554

perature being set to 1.0 during question generation, 555

these patterns might suggest a lack of diversity in 556

the questions, which may contribute to the observed 557

performance saturation after a few questions. 558

5 A Future of Conversational Learning 559

While our research demonstrates the promise of 560

interactive learning for LLMs, it also highlights the 561

challenges and opportunities that lie ahead. Our 562

findings show that dynamic, conversational inter- 563

actions with a teacher enable LLMs to gain more 564

comprehensive understanding across domains than 565

static lessons. However, despite the benefits of 566

interactive learning, student models still lag be- 567

hind teachers with full concept knowledge, indi- 568

cating the need for further advancements in this 569

area. Addressing these limitation through more 570

sophisticated question generation techniques could 571

improve the models’ ability to explore concepts 572

from multiple perspectives. 573

Future work can explore extensions of existing 574

machine learning theories, such as active learning, 575

to better analyze and optimize interactive learning 576

methods. By treating active learning as a special 577

case, these extensions could lead to new theoretical 578

frameworks that capture the complexities of real- 579

time, adaptive learning. Additionally, expanding in- 580

teractive learning to include multimodal scenarios, 581

such as audio and video, could provide richer edu- 582

cational experiences and better simulate real-world 583

learning environments. Investigating long-term re- 584

tention of knowledge acquired through interaction, 585

as well as the ethical implications of deploying AI 586

in educational settings, will also be critical. Such 587

conversational learning systems would not only 588

learn but also teach effectively, potentially trans- 589

forming both AI and education technologies. 590
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Limitations591

Our study on interactive learning with Large Lan-592

guage Models (LLMs) has several key limitations593

that warrant consideration.594

Firstly, our exclusive use of closed-source GPT595

models limits the generalizability of our findings.596

Different architectures or training paradigms might597

yield varying results in interactive learning scenar-598

ios. This limitation extends to the persistent per-599

formance gap between student models and teach-600

ers with full concept knowledge, suggesting our601

current approach, while promising, falls short of602

enabling LLMs to fully grasp complex concepts603

through dialogue alone.604

Another significant limitation lies in our evalu-605

ation methodology. Our primary metrics of quiz606

performance and Cumulative Information Cover-607

age, while informative, may not capture all aspects608

of concept understanding. These metrics might609

overlook nuanced comprehension or the ability to610

apply learned concepts in novel contexts. More-611

over, our focus on immediate concept acquisition612

leaves open questions about long-term retention613

and integration of knowledge gained through inter-614

active learning. More comprehensive evaluation615

methods could offer a more holistic picture of LLM616

learning, including assessments of reasoning abil-617

ity, knowledge transfer, and conceptual integration618

over time.619

Lastly, the scalability of our approach to larger620

datasets, longer conversations, or more complex621

concepts remains untested. As the complexity of622

tasks increases, the computational resources re-623

quired for extended dialogues could become pro-624

hibitive, potentially limiting practical applicability625

in real-world settings. This scalability challenge is626

closely tied to ethical considerations, particularly627

regarding the deployment of AI in educational con-628

texts. Important issues such as AI transparency,629

potential biases in learning outcomes, and the im-630

pact on human learning processes when interacting631

with AI teachers remain unaddressed.632

Addressing these limitations will be crucial for633

realizing the full potential of conversational AI in634

educational and knowledge acquisition contexts.635

Future work should focus on diversifying model se-636

lection, developing more comprehensive evaluation637

metrics that include long-term retention, addressing638

scalability challenges, and thoroughly examining639

the ethical implications of AI in education.640
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Appendix 780

A Additional Results 781

A.1 Static Baseline Results 782

Baseline student LLMs, relying solely on pre- 783

training knowledge, achieve relatively low scores 784

across all domains, with performance ranging from 785

24.53% in the images domain to 74.18% in the 786

science sub-domain of news articles. However, 787

when provided with structured lessons from teacher 788

LLMs, student performance improves significantly. 789

For example, in the academic papers domain, stu- 790

dent performance increases from an average of 791

75.70% to 85.57% with lessons, demonstrating a 792

9.87 percentage point increase. Teacher LLMs con- 793

sistently outperform student LLMs, with their di- 794

rect access to original material providing them with 795

comprehensive contextual knowledge. Their near- 796

perfect scores, ranging from 91.60% to 98.55% 797

across domains, set a high bar for student LLMs. 798

When teacher LLMs receive additional lessons, 799

their performance improves only marginally, with 800

an average increase of 0.46 percentage points. This 801

slight improvement suggests that, while summaries 802

are beneficial, the original material already cov- 803

ers the essential information comprehensively, and 804
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Domain Sub
Domain

Student
w/o Lesson

Student
w/ Lesson

Teacher
w/o Lesson

Teacher
w/ Lesson

Academic
Papers

q-bio 81.48(17.03) 92.22(7.57) 98.33(5.14) 98.33(5.14)
q-fin 77.92(18.24) 86.25(13.02) 96.67(4.99) 97.50(4.63)
econ 70.77(19.37) 84.62(11.27) 96.92(4.80) 96.15(5.97)
cs 77.20(16.19) 86.40(13.19) 96.00(5.77) 95.60(7.68)
math 72.13(19.08) 82.13(15.39) 92.67(9.33) 92.93(10.64)
eess 78.67(15.83) 86.13(16.22) 96.00(6.45) 95.47(6.06)
stat 76.27(12.98) 88.80(13.21) 96.53(6.11) 94.80(7.33)
physics 75.47(15.53) 85.73(11.44) 97.07(5.47) 96.53(4.85)

Images - 59.82(25.69) 86.98(19.31) 88.80(15.50) 91.96(12.90)

Movie
Plots

- 55.96(16.62) 71.62(14.78) 95.31(7.34) 95.38(7.20)

News
Articles

entertainment 69.38(15.05) 87.92(10.23) 97.43(4.41) 98.06(4.00)
business 67.07(19.12) 85.45(11.27) 96.59(6.56) 96.50(6.19)
science 72.97(16.44) 87.88(12.65) 98.36(4.32) 98.85(4.63)
us-news 74.31(16.66) 90.65(10.11) 97.84(4.61) 97.52(5.57)
sports 50.45(19.94) 77.76(15.26) 95.42(7.43) 95.12(7.86)
politics 71.30(15.62) 85.12(12.70) 96.36(5.58) 96.36(5.91)
world-news 74.95(14.88) 84.81(13.60) 97.50(5.05) 98.15(4.26)
oddities 61.53(18.23) 86.81(12.02) 97.64(6.70) 97.08(5.49)

Song
Lyrics

- 66.47(18.87) 77.07(16.47) 93.65(7.95) 93.10(8.63)

Overall 70.22(17.44) 84.97(13.14) 96.06(6.50) 96.07(6.58)

Table 2: Concept Quiz Performance of student and teacher LLMs that are privy to varying levels of information (i.e.,
with or without lesson) across the different sub-domains in our proposed datasets. Numbers reported are the mean
and standard deviation of performance across available documents for each domain/sub-domain. Bold numbers are
the best method for a domain/sub-domain.
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teacher LLMs’ access to detailed source material805

is crucial to their high performance. Overall, the806

substantial underperformance of the student LLM807

compared to the teachers highlights the challenge808

posed by our datasets to LLMs, leaving room for809

effective guidance by teachers.810

A.2 Features of Questions Posed by Student811

Model812

Figure 6 shows average correlations between learn-813

ing gains from questions posed by student LLMs814

and the predefined set of features: (1) length of the815

question, (2) the maximum depth of the syntax tree816

of the question, (3) total count of named entities in817

the question, and (4) position of the question in the818

dialogue. Results are presented for both Student w/819

Lesson and Student w/o Lesson setups.820

A.3 Example Questions Posed by Student821

LLM822

B Dataset Creation823

B.1 Data Collection824

Datasets were compiled by scraping a wide array of825

sources to obtain song lyrics, movie plots, news ar-826

ticles, and academic papers, all published after July827

2023.3 In addition to textual data, the Visual Ques-828

tion Answering (VQA) dataset from the COCO829

image collection was utilized to add a multimodal830

dimension to the context preparation, further chal-831

lenging the instructional capabilities of the models832

under study.833

Automated Scraping Python scripts using li-834

braries such as requests and BeautifulSoup835

were employed to streamline the data collection836

process. These scripts fetched the necessary data by837

navigating to the relevant URLs, parsing the HTML838

content, and extracting the required information.839

The following general approach was adopted:840

• Concurrent Processing: The use841

of ThreadPoolExecutor from the842

concurrent.futures module enabled843

concurrent downloading and processing844

of data, significantly speeding up the data845

collection process.846

3This temporal criterion was strategically chosen to en-
sure that the data used was not previously encountered by
the GPT-3.5 model, thus eliminating potential biases or prior
knowledge that could influence the model’s performance in
teaching and learning scenarios.

• Error Handling and Retries: Robust error 847

handling mechanisms were implemented to 848

manage network issues and server errors, in- 849

cluding retries for failed requests. 850

B.2 Context Preparation 851

Textual Contexts Textual data including movie 852

plots, song lyrics, and news articles were retained 853

in their plain text format to facilitate easy process- 854

ing. Academic papers, typically presented in PDF 855

format and characterized by their extensive length, 856

were converted to text. However, given their volu- 857

minous nature, only the first 1500 words of each 858

document were used. This limitation ensured that 859

there was ample but manageable content for gen- 860

erating accurate instructional materials and assess- 861

ments, while avoiding reaching context limits for 862

the used models. 863

Image Processing For the processing of images, 864

the GPT-4-Vision model was employed, as GPT- 865

3.5 does not support image inputs. Each image 866

was converted into a base64 encoded string, a for- 867

mat suitable for model processing. The GPT-4- 868

Vision model was then used to generate a set of 869

five multiple-choice questions per image. This de- 870

cision was based on the consideration that asking 871

the model to generate a larger number of questions, 872

such as ten, could lead to redundancy and a decline 873

in question quality. The limited content inherent to 874

single images typically does not support the gen- 875

eration of a large number of high-quality, diverse 876

questions without compromising the depth or rele- 877

vance of the content being tested. 878

Justification for Using Older Image Data 879

While the textual contexts were specifically re- 880

quired to be post-July 2023 to avoid GPT-3.5’s pre- 881

existing knowledge influencing the study, the use 882

of older images from the COCO dataset does not 883

present the same risk. Images, unlike text, do not 884

carry direct semantic content that could be memo- 885

rized or specifically encoded in a language model’s 886

training data. Therefore, the age of the images is 887

inconsequential to the model’s ability to analyze 888

and interpret visual information. This distinction 889

allows for the inclusion of a broad range of visual 890

contexts, enhancing the multimodal aspect of the 891

study without compromising the integrity of the 892

experimental results. 893

Question Generation Each textual context was 894

processed using custom Python functions that lever- 895
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Figure 6: Average correlations between learning gains from questions posed by student LLMs and the predefined
set of features

Domain Example Quiz Questions

Academic Papers Question 6: During what periods was the coefficient of performance found to be
41% higher?
A) When there was a low cooling demand
B) During high cooling demand periods
C) When the filter was not used
D) During off-peak hours

Images Question 2: What color are the flowers in the right garden bed?
A) Blue and yellow
B) Red and yellow
C) Green and white
D) Pink and orange

Movie Plots Question 3: Who criticizes Barbie for encouraging unrealistic beauty standards in
the real world?
A) Ken
B) Gloria
C) Weird Barbie
D) Sasha

News Articles Question 3: Which group of migrants does the new rule primarily target?
A) Families with children
B) Individuals seeking better job opportunities
C) Migrants with criminal records or terrorist links
D) Refugees fleeing war

Song Lyrics Question 5: What does the singer refer to as their addiction in the pre-chorus?
A) Coffee
B) Reading
C) Exercise
D) Someone

Table 3: Example quiz questions for each domain

aged gpt-3.5-turbo on the OpenAI API to gener-896

ate a set of questions and their respective answers.897

This method ensured that each question was di-898

rectly relevant to the context it was derived from,899

simulating realistic scenarios where a teacher gen-900

erates quiz material based on specific content. For901

the image-based contexts, similar functions were902

employed to generate descriptive and inferential903

questions, thus testing the model’s ability to inte- 904

grate visual information with textual instruction. 905

Table 3 shows example quiz questions for each 906

domain. 907

C Prompt Templates 908

Table 5 provides a legend for prompts used in the 909

static and dynamic settings of our study. 910
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Listing 1: Lesson Generation Prompt given Concept. We list the different prompts used for different domains in the
same listing for brevity.
System:

Movie Plots: "Prepare a student for any quiz on this movie plot , by explaining its storyline , character
↪→ arcs , themes , and significant scenes. Your explanation should cover all essential aspects ,
↪→ enabling the student to confidently answer questions on any part of the movie ."

Images: "Prepare a student for any quiz on this image by providing a detailed analysis of its elements ,
↪→ composition , and context. Highlight the key features and underlying messages , ensuring the
↪→ student can address questions related to any aspect of the image."

Academic Papers: "Prepare a student for any quiz on this academic paper by summarizing its objectives ,
↪→ methodology , findings , and significance. Your summary should comprehensively cover the paper 's
↪→ content , preparing the student to tackle questions on any part of the study ."

News Articles: "Prepare a student for any quiz on this news article by outlining the main events , key
↪→ figures , and the article 's context. Ensure your summary is thorough , allowing the student to
↪→ respond to questions on any detail of the article ."

Song Lyrics: "Prepare a student for any quiz on these song lyrics by dissecting the narrative , themes ,
↪→ and expressive techniques used. Provide a complete understanding , enabling the student to engage
↪→ with questions on any aspect of the lyrics ."

User:
{concept}

Listing 2: Quiz Generation Prompt for Concept
System:

"Generate {number_of_questions} multiple -choice questions based on the provided {domain}, each with 4
↪→ options (A, B, C, D). After each question , immediately provide the correct answer , preceded by '
↪→ Correct Answer: '. The format should be strictly followed for each question and answer pair.
↪→ Here is an example of how each question and answer should be formatted:

Question 1: [Question text]
A) Option A
B) Option B
C) Option C
D) Option D
Correct Answer: A

Please adhere to this format for all {number_of_questions} questions and their corresponding answers ."

User:
{concept}

Listing 3: Prompt for Student w/o Lesson
System:

"You will be given a set of {number_of_questions} multiple -choice questions regarding a {domain }. Please
↪→ provide your answers in the following format:

1. A single string of {number_of_questions} capital letters (A, B, C, or D) representing your choices
↪→ for each question.

For example: ABCDABCDAB

OR

2. A numbered list with the question number followed by a closing parenthesis or a dot , a space , and
↪→ then the capital letter (A, B, C, or D) representing your choice.

For example:
1) A
2) B
3) C
...

Even if you feel you lack context , make an educated guess for each answer. You must provide exactly {
↪→ number_of_questions} answers , one for each question , and use only the specified formats ."

User:
"Questions: {questions }"
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Listing 4: Prompt for Student w/ Lesson
System:

"You will be given a set of {number_of_questions} multiple -choice questions regarding a {domain }. Please
↪→ provide your answers in the following format:

1. A single string of {number_of_questions} capital letters (A, B, C, or D) representing your choices
↪→ for each question.

For example: ABCDABCDAB

OR

2. A numbered list with the question number followed by a closing parenthesis or a dot , a space , and
↪→ then the capital letter (A, B, C, or D) representing your choice.

For example:
1) A
2) B
3) C
...

Even if you feel you lack context , make an educated guess for each answer. You must provide exactly {
↪→ number_of_questions} answers , one for each question , and use only the specified formats ."

User:
"Lesson: {lesson}
Questions: {questions }"

Listing 5: Prompt for Teacher w/o Lesson
System:

"You will be given the original information of a {domain} and a set of {number_of_questions} multiple -
↪→ choice questions based on it. Please provide your answers in the following format:

1. A single string of {number_of_questions} capital letters (A, B, C, or D) representing your choices
↪→ for each question.

For example:
ABCDABCDAB

OR

2. A numbered list with the question number followed by a closing parenthesis or a dot , a space , and
↪→ then the capital letter (A, B, C, or D) representing your choice. For example:

1) A
2) B
3) C
...

You must provide exactly {number_of_questions} answers , one for each question , and use only the
↪→ specified formats ."

User:
"Original Information: {concept}
Questions: {questions }"

Listing 6: Prompt for Teacher w/ Lesson
System:

"You will be given the original information of a {domain} and a set of {number_of_questions} multiple -
↪→ choice questions based on it. Please provide your answers in the following format:

1. A single string of {number_of_questions} capital letters (A, B, C, or D) representing your choices
↪→ for each question.

For example:
ABCDABCDAB

OR

2. A numbered list with the question number followed by a closing parenthesis or a dot , a space , and
↪→ then the capital letter (A, B, C, or D) representing your choice. For example:

1) A
2) B
3) C
...

You must provide exactly {number_of_questions} answers , one for each question , and use only the
↪→ specified formats ."

User:
"Original Information: {concept}
Lesson: {lesson}
Questions: {questions }"
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Listing 7: Prompt for Student in Dynamic Conversation
System:

Movie Plots: "To learn more about the movie plot known only to the teacher and get prepared for any quiz
↪→ on that , ask questions on its storyline , character arcs , themes , and significant scenes. Ask
↪→ diverse questions encompassing plot progression , character actions , involvement , thematic
↪→ exploration , and character motivations. Include questions seeking specific details such as
↪→ character names , objects , settings , and dates. Include questions that prompt thorough analysis
↪→ of the plot and a deeper comprehension of its unfolding events. Ensure questions are diverse and
↪→ comprehensive , covering all facets of the movie. Also , feel free to ask detailed questions
↪→ whenever necessary. If you run out of questions , always think of and come up with more creative
↪→ and detailed questions! Ask one question at a time! NEVER PROMPT TEACHER TO ASK ANY QUESTION !"

Academic Papers: "To learn more about the academic paper known only to the teacher and get prepared for
↪→ any quiz on that , ask questions on its objectives , methodology , findings , and significance. Ask
↪→ diverse questions encompassing experiments , its relation to prior studies , limitations ,
↪→ motivation and key takeaways. Include questions seeking specific details such as experimental
↪→ setup. Include questions that prompt thorough analysis of the paper and a deeper understanding
↪→ of its broader contributions. Ensure questions are diverse and comprehensive , covering all
↪→ aspects of the paper. Also , feel free to ask detailed questions whenever necessary. If you run
↪→ out of questions , always think of and come up with more creative and detailed questions! Ask one
↪→ question at a time! NEVER PROMPT TEACHER TO ASK ANY QUESTION !"

News Articles: "To learn more about the news article known only to the teacher and get prepared for any
↪→ quiz on that , ask questions on the main events , key figures , and the article 's context. Ask
↪→ diverse questions encompassing background stories and broader implications. Include questions
↪→ seeking specific details such as names of individuals , events , actions , and dates. Include
↪→ questions that prompt thorough analysis of the article and a deeper comprehension of unfolding
↪→ events. Ensure questions are diverse and comprehensive , covering all aspects of the article.
↪→ Also , feel free to ask detailed questions whenever necessary. If you run out of questions ,
↪→ always think of and come up with more creative and detailed questions! Ask one question at a
↪→ time! NEVER PROMPT TEACHER TO ASK ANY QUESTION !"

Song Lyrics: "To learn more about song lyrics known only to the teacher knows about and get prepared for
↪→ any quiz on that , ask questions on its narrative , themes , and expressive techniques used. Ask
↪→ diverse questions encompassing emotions , individuals , events , involvement , themes and references
↪→ to other content. Include questions that prompt thorough analysis of the lyrics and a deeper
↪→ comprehension of its meaning. Ensure questions are diverse and comprehensive , covering all
↪→ facets of the lyrics. Also , feel free to ask detailed questions whenever necessary. If you run
↪→ out of questions , always think of and come up with more creative and detailed questions! Ask one
↪→ question at a time! NEVER PROMPT TEACHER TO ASK ANY QUESTION !"

{chat_history}

Chat History:
Teacher:

{lesson} You can ask me any question about the {context }.
Student: ...
Teacher: ... Do you have any other questions?
...
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Listing 8: Prompt for Teacher in Dynamic Conversation
System:

Movie Plots: "Prepare the student comprehensively for any quiz on this movie plot , by answering
↪→ questions on its storyline , character arcs , themes , and significant scenes. Content: {content }\n
↪→ Do not ask any questions to the student , only answer the questions! Generate long and detailed
↪→ answers! Include specific event and character -related details in your answers like what happened
↪→ , who performed specific actions , and who was involved ."

Academic Papers: "Prepare the student comprehensively for any quiz on this academic paper , by answering
↪→ questions on its objectives , methodology , findings , and significance. Content: {content }\n Do
↪→ not ask any questions to the student , only answer the questions! Generate long and detailed
↪→ answers !"

News Articles: "Prepare the student comprehensively for any quiz on this news article , by answering
↪→ questions on the main events , key figures , and the article 's context. Content: {content }\n Do
↪→ not ask any questions to the student , only answer the questions! Generate long and detailed
↪→ answers! Include specific event -related details in your answers like what happened , who
↪→ performed specific actions , and who was involved ."

Song Lyrics: "Prepare the student comprehensively for any quiz on this movie plot , by answering
↪→ questions on the narrative , themes , and expressive techniques used. Content: {content }\n Do not
↪→ ask any questions to the student , only answer the questions! Generate long and detailed answers
↪→ !"

{chat_history}

Chat History:
Teacher:

{lesson} You can ask me any question about the {context }.
Student: ...
Teacher: ... Do you have any other questions?
...

Listing 9: Prompt for Student Evaluation in Dynamic Conversation
System:

"You will be given a lesson on a specific topic. Please review the lesson carefully .\ nLesson :{ lesson}

{chat_history_lesson_removed}

You will be given a set of {number_of_questions} multiple -choice questions regarding a {context }. Please
↪→ provide your answers in the following format:

1. A single string of {number_oof_questions} capital letters (A, B, C, or D) representing your choices
↪→ for each question. For example: ABCDABCDAB

OR

2. A numbered list with the question number followed by a closing parenthesis or a dot , a space , and
↪→ then the capital letter (A, B, C, or D) representing your choice. For example:

1) A
2) B
3) C
...

Even if you feel you lack context , make an educated guess for each answer. You must provide exactly {
↪→ number_of_questions} answers , one for each question , and use only the specified formats. Based
↪→ on the discussion , please answer the following questions to evaluate your understanding.

User:
Questions: {questions}
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Domain Count

Images 150
Movie Plots 179
Song Lyrics 417
Academic Papers 164

Computer Science 25
Economics 13
Electrical Eng. & Systems Sci. 25
Mathematics 25
Physics 25
Quantitative Biology 18
Quantitative Finance 8
Statistics 25

News Articles 412
Business 41
Entertainment 48
Oddities 24
Politics 54
Science 55
Sports 67
US News 51
World News 72

Total 1,322

Table 4: Composition of the Dataset

Objective Reference Setting

Lesson Generation Listing 1 Static
Quiz Generation Listing 2 Static
Student w/o Lesson Listing 3 Static
Student w/ Lesson Listing 4 Static
Teacher w/o Lesson Listing 5 Static
Teacher w/ Lesson Listing 6 Static
Student Listing 7 Dynamic
Teacher Listing 8 Dynamic
Student Evaluation Listing 9 Dynamic

Table 5: Legend for prompts used in the various stages
of our study, including both static and dynamic experi-
ments.
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