
Are we going MAD? Benchmarking Multi-Agent
Debate between Language Models for Medical Q&A

Andries Smit∗
InstaDeep

Paul Duckworth∗

InstaDeep
Nathan Grinsztajn∗

InstaDeep
Kale-ab Tessera†

University of Edinburgh

Thomas D. Barrett
InstaDeep

Arnu Pretorius
InstaDeep

Abstract

Recent advancements in large language models (LLMs) underscore their potential
for responding to medical inquiries. However, ensuring that generative agents
provide accurate and reliable answers remains an ongoing challenge. In this context,
multi-agent debate (MAD) has emerged as a prominent strategy for enhancing
the truthfulness of LLMs. In this work, we provide a comprehensive benchmark
of MAD strategies for medical Q&A, along with open-source implementations.
This explores the effective utilization of various strategies including the trade-offs
between cost, time, and accuracy. We build upon these insights to provide a novel
debate-prompting strategy based on agent agreement that outperforms previously
published strategies on medical Q&A tasks.

1 Introduction

Practical medical question-answering assistants require a plethora of skills that until recently were
considered out-of-reach of generative language models. Such agents require advanced natural
language reading comprehension, along with accurate recall and manipulation of expert medical
knowledge. Following the increase in performance and popularity of large language models (LLMs),
prompting strategies have received significant attention, e.g. few-shot [Brown et al., 2020], chain-
of-thought (CoT) [Wei et al., 2022, Kojima et al., 2022]. To further improve performance, a wide
variety of strategies have been proposed to use interactive reasoning between multiple LLMs, by
either generating answers in parallel to maintain a form of self-consistency [Wang et al., 2023a], or
promoting models to simulate debate. These multi-agent approaches have recently seen an uptake
in applications, e.g. language generation [Chan et al., 2023], machine translation and arithmetic
reasoning [Liang et al., 2023], mathematical and strategic reasoning [Du et al., 2023], negotiation
and bargaining [Fu et al., 2023], and notably, medical Q&A [Anil et al., 2023]. How to best utilize
multiple agents for effective interactive reasoning is a prescient research question, however, to the
best of our knowledge there is no work comparing strategies, and there is no consensus for selecting
one strategy over another.

In this paper, we benchmark multi-agent debate (MAD) strategies when answering medical multiple-
choice exam questions. We explore the impact on, and trade-offs between, critical factors such as
factual accuracy, time and cost. We provide an open-source suite of MAD implementations for
the research community to build upon, with a unified API that is easy to use and experiment with.
Finally, we demonstrate that by utilizing specific debate-prompting strategies, LLMs exhibit improved
reasoning abilities. Concretely, we provide a novel debate prompting strategy able to modulate the

∗Equal contribution.
†Work done while at InstaDeep.

1st Workshop on Deep Generative Models for Health at NeurIPS 2023.



level of agreement between agents during a debate and improve upon the state-of-the-art for medical
Q&A for a given model class.

2 Multi-Agent Debate for Medical Q&A

Current state-of-the-art models for medical Q&A are dominated by generative LLMs that have been
specifically fine-tuned using vast quantities of medical content. Examples include MedPaLM [Singhal
et al., 2022], MedPaLM2 [Singhal et al., 2023], MedAlpaca [Han et al., 2023], Galactica [Taylor et al.,
2022] and ClinicalGPT [Wang et al., 2023b]. Furthermore, many single-agent prompting strategies
have been investigated in the context of medical Q&A. For example, Liévin et al. [2022] applied
CoT reasoning on top of Instruct GPT-3 [Ouyang et al., 2022], and achieves noticeable performance
improvements.

Recently, several MAD strategies have been proposed to improve upon the enhanced reasoning
capabilities of single-agent prompting methods leading to improved performance on challenging
natural language tasks [Du et al., 2023, Liang et al., 2023, Chan et al., 2023]. Likewise, Generative
agents [Park et al., 2023], multi-persona [Wang et al., 2023c], and CAMEL [Li et al., 2023] study the
behaviour of agents taking on different roles or personas within multi-agent interactions. One major
reason why debate strategies can be an effective tool is the ability of LLMs to adapt to additional
information given in-context [Zhang et al., 2023]. This facilitates multiple LLMs to participate in
multi-agent and/or multi-round debates entirely using in-context prompting. That is, the agents adapt
their behavior based on information provided by other agents at inference time, with no gradient-based
parameter updates being required.

In our study, we investigate several MAD strategies for medical Q&A. Whilst we note that not all
of these strategies were introduced specifically for the medical Q&A domain, each provides novel
perspectives on how to utilize multiple collaborative agents. We briefly introduce each strategy here.

Society of Minds (SoM) Du et al. [2023] propose a MAD approach where multiple agents each
provide their answers to each other in order to effectively collaborate. Optionally, answers are
summarized before being added to the history that is available to the agents in future rounds.

Multi-Persona Liang et al. [2023] propose a MAD strategy to encourage divergent agent outcomes
via prompting different personalities, i.e. an affirmative agent (angel) and a negative agent (devil)
each provide an answer to a judge agent who manages the process and obtains a final solution. The
judge has additional agency to end the debate early if it is satisfied with the answers provided.

ChatEval Chan et al. [2023] propose three MAD modes: 1) one-on-one where each agent answers
the provided question in turn, and each agent is provided with the history of all previous agents’
answers; 2) simultaneous-talk where agents asynchronously generate responses in each round to
nullify the effects of agent order; and 3) simultaneous-talk-with-summarizer which additionally
summarizes answers provided in each round and overwrites the history available to all agents in
future rounds.

Self-consistency Wang et al. [2023a] samples multiple reasoning paths given a fixed prompt and
selects the most frequent answer. Whilst this is not a debate per-se, as samples are rolled out
independently, it relies on multiple API calls so we distinguish it from the single agent case that uses
a single API call.

Ensemble Refinement (ER) Singhal et al. [2023] extends self-consistency. After multiple reasoning
paths are sampled, a second stage concatenates them into a list of student reasonings, after which
multiple rounds of aggregation are performed conditioned on the list.

Each strategy determines the high-level debate prompts and how the agents share answers and histories
in order to collaborate. However, in each case, there are multiple possible agent-level prompts
available, including: (1) zero-shot Q&A prompt, (2) zero-shot chain-of-thought (CoT) [Kojima
et al., 2022], (3) few-shot examples [Brown et al., 2020] which provides five Q&A examples but
no reasoning, (4) Solo Performance Prompting (SPP) (or Multi-persona self-collaboration) [Wang
et al., 2023c] which utilizes a single agent that mimics an internal debate, and (5) few-shot chain-of-
thought (FS-CoT) [Wei et al., 2022] which combines step-by-step reasoning steps, along with five
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Q&A examples and explanations3. The complete list of all agent-level and debate-level prompts are
provided in Appendices A.7 and A.6.

3 Experiments

As base agents for the MAD implementations we use GPT3 [Brown et al., 2020] with the 3.5-turbo
engine, and PaLM2 [Anil et al., 2023] (a successor to PaLM Chowdhery et al. [2022]). Each is
a large-scale transformer-based generative LLM [Vaswani et al., 2017, Kaplan et al., 2020], not
specifically fine-tuned on medical data, and available via API calls.

We follow the evaluation protocol in Med-PaLM2 [Singhal et al., 2023] and evaluate the above MAD
strategies on the following medical multiple-choice question-answering datasets:

• MedQA [Jin et al., 2021] comprising of 1273 general medical knowledge questions from the US
medical licensing exam (USMLE). Each question has 4-5 answer choices.

• PubMedQA [Jin et al., 2019] containing 500 open domain questions, context and answers.

• MMLU (clinical topics only) [Hendrycks et al., 2021] consisting of 123 medical questions
covering anatomy, clinical knowledge, college medicine, medical genetics, professional medicine,
and college biology.

We measure additional agent-level and debate-level metrics (the comprehensive list of all additional
metrics is provided in Appendices A.3 and A.4). Examples of agent-level metrics include whether
an individual agent answered a given question correctly or not and the debate round in which it first
provided the correct answer. Examples of debate-level metrics include whether any agent involved in
the debate provided a correct answer, and whether the agents came to a consensus by the final round.

Results In Figure 1, we present a scatter plot of the results of each experiment on the MedQA
dataset (we provide a full table of results for all MAD experiments in Appendix A.2). In the left panel,
we show the accuracy vs cost (measured in USD), where the size of each point reflects the average
number of API calls required per question (we also plot accuracy vs time, and accuracy vs average
prompt length in Appendix A.1). In the right panel, we summarize accuracy over all configurations
per strategy. Here we focus only on MedQA, but equivalent analyses for PubMedQA and MMLU
datasets are given in Appendix A.1.
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Figure 1: Benchmark of experiment configurations on MedQA dataset. Left Accuracy vs average
cost ($) per question. Size of points reflects the average number of API calls required per question.
Right Summarizes accuracy grouped by strategy, sorted by average performance (black dot). The X
represents improved performance described in the next section.

We see the highest performing MAD strategy from those introduced in Section 2 is SoM with multiple
different configurations achieving 61% on MedQA. Somewhat concerning for the domain of medical
Q&A, is that the single agent’s performance, along with self-consistency, can be manipulated via

3The few-shot Q&A examples with explanations are provided for each medical dataset in Singhal et al.
[2023]. The step-by-step explanations were generated by a panel of qualified clinicians who identified the best
examples and crafted the few-shot prompts as part of the MedPaLM project.
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prompts to achieve a high variance. We also note that Multi-Persona performs consistently about
10% worse than the SoM strategy. We revisit this in the next section.

Overall, we clearly see a general upward trend in performance as the cost and average number of API
calls increase. This positive correlation highlights the utility of MAD strategies and demonstrates that
generally speaking, more agents over more debate rounds perform better at medical Q&A. However,
we can see that certain MAD strategies only perform on par with the best-performing single-agent
approaches when using a carefully crafted prompt, which can be up to 13 times cheaper.

The best performing configurations for each QA system can be found in Table 1.

System Name Score Cost ($) Prompt Configuration
Society of Mind 0.61 28.04 SoM MAD, CoT 3 agents, 2 rounds
Ensemble Refinement 0.60 26.18 ER MAD CoT, CoT 3:1, GPT3.5
Self-Consistency 0.59 31.84 ER MAD CoT, CoT 5 rounds, GPT3.5
ChatEval 0.57 33.26 CE MAD, CoT 3 rounds, simultaneous talk
Single Agent 0.56 6.37 FS-CoT GPT3.5
Multi-Persona 0.51 14.41 MP MAD, angel 3 rounds max

Table 1: Highest performing configuration for each QA system on MedQA dataset.

Improving MAD performance via agreement modulation We observe the degree to which agents
agree with one another during a debate to have an effect on debate performance. Based on this insight,
we developed a new MAD prompting strategy that modulates (via prompts) how often agents within
a debate should agree with the other agents, for example, “you should agree with the other agents X%
of the time”. We call X in this prompt the agent’s agreement intensity.

To investigate further, we select the highest performing configuration for SoM, ChatEval and Multi-
Persona from Figure 1, and a subset of MedQA dataset (376 multi-choice USMLE Q&A [Han et al.,
2023]). In Figure 2 (left), we plot the performance of each strategy as we increase the prompted
agreement intensity from zero to 100%. Figure 2 (right) we plot the accuracy vs the actual observed
debate consensus, i.e. how frequently all the agents agree upon a final answer at the end of the debate.
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Figure 2: The impact of agent agreement on MAD performance. Left: Accuracy on USMLE as we
increase agreement intensity in our prompt. Right: Accuracy vs actual induced debate agreement.

We can see that modulating the agreement intensity in this way provides a substantial (≈15%)
improvement in performance for Multi-Persona, and (≈5%) for SoM on the USMLE dataset. Building
on this finding, we apply the 90% agreement intensity agent prompts to Multi-Persona on the full
MedQA dataset and demonstrate a new high score highlighted on Figure 1 as a red cross.

Code availability Source code for this work, including all protocol implementations and configura-
tions, is publicly available at [MASKED-FOR-BLIND-REVIEW].
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4 Conclusions

The benchmarking detailed in this work has demonstrated the utility of MAD approaches for improved
performance in medical Q&A. However, this improvement often comes at the cost of a higher number
of API calls, tokens, and, ultimately, expense. Interestingly, we find that the performance, and other
debate metrics, vary highly across different single and multi-agent strategies, with no clear consensus.
Furthermore, we demonstrate that a simple prompt-based manipulation of metrics found to correlate
to performance (specifically, agreement intensity), can provide non-trivial improvement. Overall,
we believe that these results highlight the potential, but still nascent state, of MAD and believe that
standardised benchmarking and detailed analysis will play an important role in its future development.

Limitations We utilize API calls to publicly available LLMs [Brown et al., 2020, Anil et al., 2023]
which, whilst sufficient for our preliminary investigations, exposes us to variable inference time calls
and unforeseen model updates. Moreover, large-scale API-based benchmarking incurs substantial
financial and time costs, which both limits us to only a single seed per experiment and provides a
barrier of entry to replication and extension efforts. For these reasons we hope to continue and extend
this line of work on dedicated in-house infrastructure.
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A Appendix

A.1 Extended Results

We provide a comprehensive suite of results for each strategy on each dataset: MedQA, PubMedQA, and MMLU.
For each scenario, we plot accuracy against average time used to answer each question, accuracy relative to
average tokens used per question, and accuracy in comparison to the total USD cost. Additionally, a box plot to
summarize the performance of each strategy. These results can be viewed in Figures 3, 4, and 5.
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(d) Accuracy by strategy

Figure 3: Comparative plots of accuracy metrics on MedQA.

A.2 Table of Experiments

A complete table of all configurations for each experiment is provided in Table 2. This includes the names of the
debate and agent prompts used. A full description of each of these prompts can be found in Appendix A.7.
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(d) Accuracy by strategy

Figure 4: Comparative plots of accuracy metrics on MMLU.
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Figure 5: Comparative plots of accuracy metrics on PubMedQA.
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A.3 Additional Debate Metrics

Metric Description
Final round consensus Percentage of agents in agreement with each other

at the end of the final round.
Final round correctly parsed consensus Percentage of agents in agreement with each other

at the end of the final round, where we exclude all
agents with incorrectly parsed answers.

Any Correct Answer Percentage of debates where any agent provided the
correct answer at least once.

How Many Agents Changed Number of agents that changed their answer during
the debate.

How Many Agents Changed When Correctly Parsed Number of agents that changed their answer exclud-
ing any agents with incorrectly parsed answers.

Number of Rounds Average number of rounds in the debate.
Unique First Answers Average number of unique first answers given by the

agents.
Unique First Correctly Parsed Answers Average number of unique first answers excluding

incorrectly parsed answers.

A.4 Additional Agent Metrics

Metric Description
Agent Engine The LLM engine used by the agent.
Agent Name Name of the agent.
Answered Correctly Percentage of questions answered correctly by the agent.
Any Incorrectly Parsed Answer Percentage of questions where at least one of the answers

were incorrectly parsed.
Avg Messages Removed Average number of messages removed from the agent’s

prompt input due to hitting the prompt limit for the LLM
model.

Avg Prompt Tokens Average number of tokens in the prompts given to the agent.
Avg Response Length Average length of the agent’s responses.
Avg Response Tokens Average number of tokens in the agent’s responses.
Avg Round Cost Average cost for each round of debate for the agent.
Bullied by Other Percentage of times the agent was bullied by others to

change its answer.
Changed Answer Percentage of times the agent changed its answer througout

the debate.
Cost per Question Average cost incurred by the agent per question.
First Correct Round When Correct The first round in which the agent gave a correct answer

when it was correct.
Incorrectly Parsed Final Answer Percentage of time when the final answer was parsed incor-

rectly.
Num of Correct Rounds When Correct Number of rounds in which the agent was correct when it

was correct.
Number of Answers Average number of unique answers given by the agent

throughout a debate.
Percentage of Correct Rounds When Correct Percentage of rounds in which the agent was correct when it

was correct.
Relied on Other Whether the agent took an answers from another agent in a

previous round as its final answer.
Time per Question Average time taken by the agent per question.
Total Prompt Tokens Total number of prompt tokens given to the agent.
Total Response Tokens Total number of tokens in the agent’s responses.
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A.5 Debate Metric Additional Analysis

For each multi-agent debate system (ChatEval, Multi-Persona, and Society of Mind), we analyze three experi-
ments which provide a spread in terms of accuracy achieved on the MedQA test set. We visualize the additional
debate metrics for each system in Figure 6.

Accuracy
(Min: 0.54, Max: 0.57)

Final Round Consensus
(Min: 0.47, Max: 0.97)

Any Correct Answer
(Min: 0.66, Max: 0.67)

How Many Agents Changed
(Min: 0.43, Max: 0.49)

Unique First Answers
(Min: 1.4, Max: 1.8)

2 rounds, simultaneous talk with summarizer

3 rounds, simultaneous talk

2 rounds, simultaneous talk

(a) ChatEval

Accuracy
(Min: 0.57, Max: 0.61)

Final Round Consensus
(Min: 0.74, Max: 0.84)

Any Correct Answer
(Min: 0.72, Max: 0.79)

How Many Agents Changed
(Min: 1.0, Max: 2.3)

Unique First Answers
(Min: 1.5, Max: 2.1)

3 agents, 2 rounds

4 agents, 3 rounds, summarized answers

2 agents, 2 rounds, summarized answers

(b) Society of Mind
Accuracy

(Min: 0.49, Max: 0.51)

Final Round Consensus
(Min: 0.32, Max: 0.35)

Any Correct Answer
(Min: 0.71, Max: 0.71)

How Many Agents Changed
(Min: 0.036, Max: 0.057)

Unique First Answers
(Min: 1.7, Max: 1.7)

2 rounds max

4 rounds max

3 rounds max

(c) Multi-Persona

Figure 6: Debate-level metrics of three MAD strategies. The minimum and maximum scores are
noted in the descriptions of each axis.

While there are exceptions in each case, several high-level takeaways emerge. A notable observation is that the
top-performing runs across the three strategies frequently feature a large number of agents that changed their
answers throughout the debate. This is intuitively reasonable, given that the strategies should facilitate agents
in altering their positions based on new information. Moreover, runs with superior accuracy generally exhibit
greater final agreement, or consensus, among agents with one notable exception being SoM. This correlates with
agents that change their answers during the debate; while it’s advantageous for agents to reassess their positions,
it’s crucial they discern which alternative answer to adopt. If agents were to merely switch to other answers
haphazardly, they would be less inclined to reach a consensus.
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A.6 Debate Prompts

Here we list all the debate-level prompts used in each of the strategies. The prompt names are linked to the
entries in the Debate Prompt columns in Table 2.

CE MAD: agent_system_message: You are a debater. Hello and welcome to the medical question answering competition, which will be conducted in a
debate format. It’s not necessary to fully agree with each other’s perspectives, as our objective is to find the correct answer.
summarizer_system_message: You are a summarizer. There will be debaters involved in a medical question answering debate. Your goal
is to summarize the main points in the debate so far, which will then be provided to the debaters in the next round.

ER MAD CoT: reasoning_step_message: Instruction: The following are multiple choice questions about medical knowledge. Solve them in a step-by-step fashion,
starting by summarizing the available information. Output a single option from the four options as the final answer.

aggregation_step_message: The following are multiple choice questions about medical knowledge. Solve them in a step-by-step fashion,
starting by summarizing the available information. Output a single option from the four options as the final answer. We
provide several student reasonings for the last question. Some of them may be correct and some incorrect. You can use the
best correct arguments from these reasonings. Beware of wrong reasoning and do not repeat wrong reasoning.

ER MAD: reasoning_step_message: The following are multiple choice questions (with answers) about medical knowledge.

aggregation_step_message: The following are multiple choice questions (with answers) about medical knowledge. We
provide several student reasonings for the last question. Some of them may be correct and some incorrect. You can use the
best correct arguments from these reasonings. Beware of wrong reasoning and do not repeat wrong reasoning.

SoM MAD: prefix_seperator: \n\n These are the solutions to the problem from other agents:
summary_prefix_seperator: \n\n These are the main points discussed so far:
suffix_seperator: \n\n Use these opinions carefully as additional advice, can you provide an updated answer? Make sure to state
your answer (capital multiple choice letter) at the end of the response.
summary_suffix_seperator: \n\n Use the responses of the experts and carefully provide a summary of the important points discussed so far."
agent_response: "\n\n One agent’s solution: ‘‘‘{}‘‘‘

MP MAD: agent_system_message: You are a debater. Hello and welcome to the medical question answering competition, which will be conducted in a
debate format. It’s not necessary to fully agree with each other’s perspectives, as our objective is to find the correct answer.
The debate topic is to give the correct answer to the following question: \n\n{question}.
judge_system_message: You are a moderator. There will be two debaters involved in a debate. They will present their answers and discuss their
perspectives on the following question: \n{question}.
\n\nAt the end of each round, you will evaluate answers and decide which is correct.
suffix_seperator: \n\n Use these opinions carefully as additional advice, can you provide an updated answer? Make sure to state
your answer (capital multiple choice letter) at the end of the response.
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A.7 Agent Prompts

Here we list all the agent-level prompts used in each of the strategies. The prompt names are linked
to the entries in the Agent Prompt columns in Table 2.

MP: ANGEL: {question}
You will now think step by step and provide a capital letter answer at the end of your response.
DEVIL: You disagree with my answer. Provide your answer and reasons, and a capital letter answer at the end of your response.

CoT: Instruction: Answer this multiple choice question.
Think step-by-step before giving as an answer the correct capital letter.
\n\nInput: {question}
\n\nAnswer: Let’s think step by step.
UNIVERSAL MODE: You, as the moderator, will evaluate both sides’ answers and determine if there is a clear
preference for an answer candidate. If so, please summarize your reasons for supporting affirmative/negative side and
give the final answer that you think is correct, and the debate will conclude. If not, the debate will continue to
the next round. Now please output your answer in json format, with the format as follows:
{\"Whether there is a preference\": \"Yes or No\", \"Supported Side\": \"Affirmative or Negative\",
\"Reason\": \"\", \"debate_answer\": \"the capital letter corresponding to the answer\"}.
Please strictly output in JSON format, do not output irrelevant content.

FINAL MODE: You, as the moderator, will evaluate both sides’ answers and determine your
preference for an answer candidate. Please summarize your reasons for supporting affirmative/negative side and
give the final answer that you think is correct to conclude the debate. Now please output your answer in json format, with the format as follows:
{\"Supported Side\": \"Affirmative or Negative\", \"Reason\": \"\", \"debate_answer\": \"the capital letter corresponding to the answer\"}.
Please strictly output in JSON format, do not output irrelevant content.

ER CoT: \n\nQuestion: {question}
\n\nExplanation: Let’s solve this step-by-step, referring to authoritative sources as needed.

FEW SHOT: \n\nQuestion: {question}
\n\nAnswer:

SIMPLE: Instruction: Answer this multiple choice question.
\n\nInput: {question}
\n\nOutput: The Answer to the question is:

SPP: SPP ORIGINAL:
When faced with a task, begin by identifying the participants who will contribute to solving the task. Provide profiles of the participants,
describing their expertise or needs. Then, initiate a multi-round collaboration process until a final solution is reached. The participants will
give critical comments and detailed suggestions whenever necessary.

Here are some examples:
---
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can only be
used once.
Input: 6 12 1 1

Participants: AI Assistant (you); Math Expert

Profiles:
- AI Assistant (you): A super-intelligent AI assistant capable of performing tasks more effectively than humans.
- Math expert: A person who is good at math games, arithmetic calculation, and long-term planning.

Start collaboration!

Math Expert: Let’s analyze the task in detail. You need to make sure that you meet the requirement, that you need to use exactly the four
numbers (6 12 1 1) to construct 24. To reach 24, you can think of the common divisors of 24 such as 4, 6, 8, 3 and try to construct these
first. Also you need to think of potential additions that can reach 24, such as 12 + 12.
AI Assistant (you): Thanks for the hints! Here’s one initial solution: (12 / (1 + 1)) * 6 = 24
Math Expert: Let’s check the answer step by step. (1+1) = 2, (12 / 2) = 6, 6 * 6 = 36 which is not 24! The answer is not correct. Can you
fix this by considering other combinations? Please do not make similar mistakes.
AI Assistant (you): Thanks for pointing out the mistake. Here is a revised solution considering 24 can also be reached by 3 * 8:
(6 + 1 + 1) * (12 / 4) = 24.
Math Expert: Let’s first check if the calculation is correct. (6 + 1 + 1) = 8, 12 / 4 = 3, 8 * 3 = 24. The calculation is correct, but you
used 6 1 1 12 4 which is not the same as the input 6 12 1 1. Can you avoid using a number that is not part of the input?
AI Assistant (you): You are right, here is a revised solution considering 24 can be reached by 12 + 12 and without using any additional
numbers: 6 * (1 - 1) + 12 = 24.
Math Expert: Let’s check the answer again. 1 - 1 = 0, 6 * 0 = 0, 0 + 12 = 12. I believe you are very close, here is a hint: try to change
the "1 - 1" to "1 + 1".
AI Assistant (you): Sure, here is the corrected answer: 6 * (1+1) + 12 = 24
Math Expert: Let’s verify the solution. 1 + 1 = 2, 6 * 2 = 12, 12 + 12 = 12. You used 1 1 6 12 which is identical to the input 6 12 1 1.
Everything looks good!

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24

---
Example Task 2: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms
the word "CHATGPT"; (2) the poem is about explaining what is a quantum computer. (3) the poem needs to be easy to understand by a ten
years old kid.

Participants: AI Assistant (you); Poet; Computer Scientist; Ten year old child

Profiles:
- AI Assistant (you): A super-intelligent AI assistant capable of performing tasks more effectively than humans.
- Poet: A person who studies and creates poetry. The poet is familiar with the rules and formats of poetry and can provide guidance on
how to write a poem.
- Computer Scientist: A scholar who specializes in the academic study of computer science. The computer scientist is familiar with
the concept of a quantum computer and can provide guidance on how to explain it.
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- Ten year old child: A child with a limited English vocabulary and little knowledge about complicated concepts, such as a quantum
computer.

Poet: Make sure that you write the poem with seven lines, and the first letters of the lines should be C, H, A, T, G, P, T.
Computer Scientist: A quantum computer is an advanced computing device that uses the principles of quantum mechanics to process and store
information. Unlike classical computers that use bits to represent information as 0s and 1s, quantum computers use quantum bits or qubits.
Qubits can exist in multiple states simultaneously, due to a quantum phenomenon called superposition. You can consider using these
information for the poem.
Ten year old child: I hope the poem to be fun and easy to understanding. I don’t want to see a lot of jargons or complicated concepts.
AI Assistant (you): Thanks for the guidance! Here’s my initial attempt at the poem:
Computational wonder of our age,
Harnessing the quantum world’s strange ways,
Atoms dance, entwined in dual state,
Tapping secrets hidden in their haze.

Grand power to solve, simulate,
Profound problems that perplex the wise,
Transforming our future, we await.

Poet: Let’s verify if the poem meets the requirements. The first letters are CHATGPT which is correct! And the poem rhymes well. Good job!
Computer Scientist: Everything looks good to me!
Ten year old child: I don’t know what does perplex mean. Can you make the use of words easier to understand?
AI Assistant (you): Sure, let me revise the poem by using more common words. Check out the revised version:
Curious machine of our time,
Harnessing the quantum realm’s odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

Poet: Let’s check again if the poem meets the requirements. The first letters are C H A T G P T. And now the poem is more accessible to
children. Everything looks good to me.
Computer Scientist: Looking good!
Ten year old child: I like this version a lot!

Finish collaboration!

Final answer:
Curious machine of our time,
Harnessing the quantum realm’s odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

---
Now, identify the participants, provide their profiles, and collaboratively solve the following task step by step. Remember to provide the
final solution with the following format "Final answer: (a single capital letter).".

Task: Answer this multiple choice question: \n\nInput: {question}
SPP EXPERT:
When faced with a task, begin by identifying the participants who will contribute to solving the task. Note that the participants can
only be
either AI Assistant (you) or Expert. Then, initiate a multi-round collaboration process until a final conclusion is reached. The Expert will
give critical comments and detailed suggestions whenever necessary.

Here are some examples:
---
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can only
be used once.
Input: 6 12 1 1

Participants: AI Assistant (you); Expert

Start collaboration!

Expert: Let’s analyze the task in detail. You need to make sure that you meet the requirement, that you need to use exactly the four
numbers (6 12 1 1) to construct 24. To reach 24, you can think of the common divisors of 24 such as 4, 6, 8, 3 and try to construct these
first. Also you need to think of potential additions that can reach 24, such as 12 + 12.
AI Assistant (you): Thanks for the hints! Here’s one initial solution: (12 / (1 + 1)) * 6 = 24
Expert: Let’s check the answer step by step. (1+1) = 2, (12 / 2) = 6, 6 * 6 = 36 which is not 24! The answer is not correct. Can you fix
this by considering other combinations? Please do not make similar mistakes.
AI Assistant (you): Thanks for pointing out the mistake. Here is a revised solution considering 24 can also be reached by 3 * 8:
(6 + 1 + 1) * (12 / 4) = 24.
Expert: Let’s first check if the calculation is correct. (6 + 1 + 1) = 8, 12 / 4 = 3, 8 * 3 = 24. The calculation is correct, but you used
6 1 1 12 4 which is not the same as the input 6 12 1 1. Can you avoid using a number that is not part of the input?
AI Assistant (you): You are right, here is a revised solution considering 24 can be reached by 12 + 12 and without using any additional
numbers: 6 * (1 - 1) + 12 = 24.
Expert: Let’s check the answer again. 1 - 1 = 0, 6 * 0 = 0, 0 + 12 = 12. I believe you are very close, here is a hint: try to change the
“1 - 1” to “1 + 1”.
AI Assistant (you): Sure, here is the corrected answer: 6 * (1+1) + 12 = 24
Expert: Let’s verify the solution. 1 + 1 = 2, 6 * 2 = 12, 12 + 12 = 12. You used 1 1 6 12 which is identical to the input 6 12 1 1.
Everything looks good!

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24
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---
Example Task 2: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms
the word "CHATGPT"; (2) the poem is about explaining what is a quantum computer. (3) the poem needs to be easy to understand by a ten years
old kid.

Participants: AI Assistant (you); Expert

Expert: Make sure that you write the poem with seven lines, and the first letters of the lines should be C, H, A, T, G, P, T. A quantum
computer is an advanced computing device that uses the principles of quantum mechanics to process and store information. Unlike classical
computers that use bits to represent information as 0s and 1s, quantum computers use quantum bits or qubits. Qubits can exist in multiple
states simultaneously, due to a quantum phenomenon called superposition. You can consider using these information for the poem. I hope the
poem to be fun and easy to understanding. I don’t want to see a lot of jargons or complicated concepts.
AI Assistant (you): Thanks for the guidance! Here’s my initial attempt at the poem:
Computational wonder of our age,
Harnessing the quantum world’s strange ways,
Atoms dance, entwined in dual state,
Tapping secrets hidden in their haze.

Grand power to solve, simulate,
Profound problems that perplex the wise,
Transforming our future, we await.

Expert: Let’s verify if the poem meets the requirements. The first letters are CHATGPT which is correct! And the poem rhymes well. Good
job! I don’t know what does perplex mean. Can you make the use of words easier to understand?
AI Assistant (you): Sure, let me revise the poem by using more common words. Check out the revised version:
Curious machine of our time,
Harnessing the quantum realm’s odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

Expert: Let’s check again if the poem meets the requirements. The first letters are C H A T G P T. And now the poem is more accessible
to children. Everything looks good to me. I like this version a lot!

Finish collaboration!

Final answer:
Curious machine of our time,
Harnessing the quantum realm’s odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

---

Now, identify the participants and collaboratively solve the following task step by step. Note that the participants can only be either
AI Assistant (you) or Expert. Remember to provide the final solution with the following format "Final answer: (a single capital letter).

Task: Answer this multiple choice question: \n\nInput: {question}
SPP JUDGE:
Instruction: You serve as the moderator in this debate. At each opportunity
you will critic the responses of each of the agents and guide the conversation.
You will then make a clear decision by providing the most likely capital letter
answer at the end.
\n\nInput: {question}
\n\nAnswer:
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