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ABSTRACT

Unbalanced Optimal Transport (UOT) has gained increasing attention due to its
ability to relax marginal constraints, thereby expanding its application potential.
Previous solvers often incorporate an entropy regularization term, which can result
in dense matching solutions. Meanwhile directly modeling UOT using penalized
linear regression can be computationally expensive. To address the above issue,
we turn to consider determining the marginal probability distribution of UOT with
KL divergence via proposed transform coefficient method. The transform coef-
ficient approach is not only computationally friendly but also reveals the essence
of UOT, which involves adjusting the sample weights accordingly. We further
extend the transform coefficient method into exploiting the marginal probability
distribution of Partial Unbalanced Optimal Transport (PUOT) with KL divergence
for validating its generalization. Since the marginal probability of UOT/PUOT
are determined, we are excited to discover that UOT/PUOT can be transformed
into classical Optimal Transport (OT) problem for finding the transportation plan.
Therefore, the transform coefficient method can be considered as the bridge that
establishes the connection between UOT/PUOT and OT. Moreover, we discover
the additional results of Lagrange multipliers when solving transform coefficient
can offer valuable guidance for achieving more sparse and accurate mapping with
Cost-Reweighted OT (CROT). We perform several numerical experiments to illus-
trate our proposed new algorithms on dealing with UOT, PUOT and OT problem.

1 INTRODUCTION

Optimal Transport (OT) technique is a powerful tool for discerning and comparing distinct probabil-
ity distributions. Nowadays, OT has multiple successful applications in traditional machine learning
(Frogner et al.| 2015; |[Feydy et al.l 2019} [Zhuang et al.| [2022; |Chuang et al.l [2023), unsupervised
clustering (Asano et al., 2019} [Caron et al.l |2020), domain adaptation (Damodaran et al.| 2018;
Courty et al., [2017;|Redko et al.,|2019), model diffusion modelling (Khrulkov et al., 2023} Lipman
et al., 2023), generative modelling (Korotin et al.| 2023} |Onken et al., 2021} [Tong et al., [2023)) and
many others. Nevertheless, directly solving OT distances could have relatively high computation
cost with around super-cubic time. Although one can adopt entropy-based Sinkhorn algorithm (Cu-
turil [2013) for solving OT efficiently, it still suffers from the dilemma of dense solution problem |Liu
et al.|(2023); Lorenz et al.|(2021)); Dessein et al.|(2018)). Moreover, classical OT strictly assume that
the masses on both source and target domains should be equal. It further hurdles the generalization
of OT for tackling the scenario when the data samples inherit noise or outliers.

Recently, Unbalanced Optimal Transport (UOT) (Benamou, [2003; |Chizat, 2017) technique has be-
come more attractive since it allows mass variation during solving the transportation results. UOT
adopts several divergences such as Kullback-Leiber (KL) divergence (Pham et al., [2020), /; norm
(Caffarelli & McCannl [2010) and ¢5 norm (Blondel et al., 2018}, |Chapel et al.,|2021) for the relax-
ation on OT mass equality constraints. Meanwhile KL divergence is the most commonly-used in
UOT formulation in real practice |Séjourné et al|(2022). UOT also provides great applications in
transfer learning (Fatras et al., 2021} [Tran et al.| 2023 Mukherjee et al., [2021), computer vision
(Bonneel & Coeurjolly, 2019), structure data exploration (Sato et al., [2020), natural language pro-
cessing (Arase et al.| [2023) and many areas. Previous solvers always involves some regularization
terms including entropy regularization term (Fatras et al., 2021)) and proximal point term (Chapel
et al.||2021) for tackling UOT problem. While adding additional entropy terms will lead to dense and
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inaccurate solution of matching. Latest, (Chapel et al.,|2021) further reconsiders UOT problem as
penalized linear regression without any entropy regularization term. Thus UOT can achieve sparse
and accurate solution via regularization path method (Chapel et al.,[2021)). While regularization path
method should utilize matrix inversion progressively results in high space-time consumption.

In this paper, we propose a new method, i.e., transform coefficients, for solving UOT with KL diver-
gence without entropy regularization term. Since it is difficult to directly obtain the matching results
of UOT, we originally turn to consider whether it is possible to first obtain the marginal probability
distribution of the solution. To do so, we make calculations based on the KKT conditions of UOT,
finding the proposed transform coefficients for determining the marginal probability distributions.
We can further observe that the essence of UOT lies in adjusting the initial weights of different data
samples accordingly, which provides us with new insights for understanding UOT. Moreover, we
observe that any UOT with KL divergence can be equivalently represented as the corresponding OT
problem through transform coefficients. As we already have abundant methods available for tackling
OT problems, the idea of converting UOT to OT brings us a brand new perspective in dealing with
UOT. Next we expand our approach into solving Partial Unbalanced Optimal Transport (PUOT)
with KL divergence and successfully transform PUOT into OT as expected. Moreover, we discover
that while solving the marginal distribution, the Lagrange multipliers can offer valuable guidance
for addressing the OT problem. Therefore we further proposed Cost-Reweighted Optimal Transport
(CROT) for achieving more sparse and accurate OT matching solution.

2 PRELIMINARY

To start with, we first provide a brief preliminary definition of OT, UOT and PUOT. Let us consider
two sets of data samples X € RM*P and Z € RV*P in source and target domains, where M,
N denote the number of samples and D denotes the data dimension. Each data samples has corre-
sponding mass @ € RM>1 and b € RV*!, Meanwhile the total masses of these data samples are
equal as a1y = b'1y. The classical OT problem was defined by (Kantorovich, |1942)) with a
linear problem to measure the minimum transportation cost from moving data sample X to Z:

OT(a,b) = mi>nO(C,7r> st.wly=a, m 1y =h, (1)
Tij>
where C € RM*¥ denotes the pairwise distance which can be calculated via C;; = || X; — Z;||3.

Meanwhile 7 € RM*¥ denotes the coupling matching matrix among the data samples X and Z.
One can directly solve equation [1] via utilizing network-flow algorithm (Kennington & Helgason,
19805 |Ahuja et al.l [1988). To consider more general cases (e.g., filtering out the noise or outliers),
one can relax two marginal constraints to achieve unbalanced optimal transport problem:

UOT (a,b) = mi>n0 (C, ) + 7o - KL (wln|la) + 7 - KL(7 ' 1]|b), )
g >

where KL (-) denotes Kullback-Leiber (KL) divergence which has been widely used in dealing with
UOT (). 7, and 73, denote the balanced hyper parameters between the minimizing cost and marginal
relaxation. For simplification, we set 7, = 7, = 7 in the following discussion. Note that when
7 — 4ooanda'1ly = b1y, UOT problem will turn into classical OT. Moreover, we can only
relax one marginal constraints to formulate PUOT. For instance, we relax the constraint 7ly = a
while keep the constraint w1y =b:

PUOT" (a,b) = Wr_n_iglo (C,7) +7-KL(wly|l@) s.t. 7w 1y =b. (3)
Previous researches always add entropy regularization term for solving OT, UOT and PUOT. Al-
though entropy regularization term can enhance the scalability of solving 7*, it still suffers from the
dense solution dilemma which inaccurate results. In this following paper, we will first investigate
the problem of UOT/PUOT from the perspective of marginal probability distribution, trying to find
out the sparse and accurate solution of 7w* for OT, UOT and PUOT.

3 METHODOLOGY

In this section, we will provide the calculation details on finding the solutions for commonly-
existed UOT and PUOT. Previous methods (Pham et al., [2020; [Fatras et al. 2021) always di-
rectly adopted entropy-based regularization term into tackling UOT and PUOT problem. Al-
though such approaches can provide fast computation speed, it will lead to relatively dense solu-
tion which does not match most of situations in real practices. Latest,|Chapel et al.|(2021]) adopted
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majorization-minimization algorithm or regularization path for solving UOT/PUQOT problem. How-
ever, majorization-minimization algorithm could be inaccurate when 7 — +o0 since it will provide
dense solutions. Meanwhile, regularization path could involve heavy matrix computation on inver-
sion with complicated optimization procedure. To better solve the above problem, we change the
perspective of reviewing the UOT/PUQOT problem, that is, not to directly solve the coupling matrix
7, but pay attention to exploiting the marginal probability of UOT/PUOT. From that we can obtain
some interesting insights on understanding the relationship between UOT/PUOT and classical op-
timal transport. Moreover, these new proposed theorems and corollaries can help to achieve more
accurate the sparse matching solution efficiently.

3.1 FINDING MARGINAL PROBABILITY FOR UOT

To start with, let we first exploit the marginal probability for UOT. To better fulfill this task, we need
to involve newly proposed transform coefficients for calculation. Meanwhile, we aim not to solve
matching matrix 7r directly during the optimization process for avoid heavy computation. Then we
introduce the calculation details as follows:

Proposition 1. Given any UOT problem with KL divergence, the marginal probability can be deter-
mined without calculating specific solution on matrix 7* as:

N
> miy = b B; and Y my = __ah 4)
- N - M

i=1 2 p—1 botp j=1 =140
where 1 and § _are denoted as UOT transform coefficients and they can be calculated via ¢; =
2%1 a;exp(—CF; /) and §; = Z 1 bjexp(— C{‘]/T) with transformed pairwise distance C; e

We illustrate Proposition 1 via providing details on optimizing the marginal probability for UOT.

KKT conditions of UOT. We first consider the Lagrange multipliers of UOT with KL divergence:
Lyor = max mln <C 7 + 7KL (7ln|a) + 7 - KL(7 " 1a]|b) — (s, 7) (5)

520 5>
where s denotes Lagrange multipliers. KKT optimal conditions illustrate that (1) s © w = 0 (com-
plementary condition), (2) s;; > 0 (feasibility condition), (3) V,; Luvor = Cij+7log((w1n)i/a:)+
Tlog((w " 1ar);/b;) — si; = O (stationary condition).

Determining Transform Coefficients of UOT. Secondly, we should calculate the transform co-

efficients of UOT. To facilitate the following computation, we let 7log((w1ln)i/a;) = —u; and
Tlog((mw 1ar); / b;) = —v; with the corresponding mass-equality and KKT stationary equations:
Zb exp (——) Zaz exp (——1) and @-j = Cij — 855 = ui + vj. (6)

Meanwhile we should figure out the unknown values of u, v and s while avoid solving 7. We set
sg.” = 0 for initialization and figuring out the value of v at the [-th iteration as:

O] (l) M a(l)
Zb exp(—)—exp( )Zamxp( ) for vwe {1,2,--- N}

Here we denote P = Z —, aiexp(— C’fv ZU /7) as one of the UOT transform coefficients for facilitat-

ing the calculation process and we could obtain the results of v via v{") = —7log(y" /¥?) where
o = \/ZN b Likewise, we can optimize another variable w using similar way:

0) W) & ow
Zazexp () = exp ( ) ijexp < J > for vVre{1,2,---,M}
T
j=1

Then we denote ¢ = Ej:l bj exp(— C( ) ;/7) as another UOT transform coefficients for achieving
the results of u via u® via u{" = —Tlog(é(l)/A”)) where AW = /370 ago. After the I-th

iteration, we further optimize the value of s via s”+1) = max(0, Ci; —u" —'Uy)) for the next iteration.

Corollary 1 from Proposition 1. Given any UOT problem with KL divergence, the marginal prob-
ability can be determined as 3" | m;; = 5 Fapbs and S my = e
infinity (T — +o00) and A, B denotes the sum ofzmtlal sample weights (A = ZL 10, B = Zj.v:l b;).

a; when T approaches to the
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Corollary 2 from Proposition 1. Given any UOT problem with KL divergence anda "1,y = b' 1y,

the marginal probability can be determined as 3" m;; = b; and Z _, Tij = a; when T approaches
to the infinity (T — +00) and at that time UOT is eqmvalent to classical OT problem.

Brief Summary. Due to the above observations, the marginal probability for any UOT with KL
divergence can be determined via our proposed transform coefficients. Apparently, the samples
with small initial weights or far away from the others will easily have lower value of transform
coefficients. Meanwhile different value of 7 will also affect the weights of different data samples
on marginal probability. We can also exploit some interesting corollaries from exploiting UOT
transform coefficients. The whole computation procedures are given in Algorithm 1. Note that
we don’t need to obtain the optimal solution of coupling matrix 7v* when calculating the marginal
probability. What is more, we do not involve any regularization terms during optimization.

Algorithm 1 The training procedure of transform coefficients on UOT with KL Divergence
Input: C': cost matrix; a, b: initial marginal probability; 7: Hyper parameters.
Set s\ = 0 as the initialization.
for! =1to L do R
Obtain transformed pairwise distance C,i(;) =Cj—s

)
ij "
c(”

S0)
Obtain UOT transform coefficients: 3" = > exp(—251), 50 = S0 by exp(——54).
Obtain v(l) = —TlOg(’l/J(l)/\If<l)) (.l) = —Tlog((S(l)/A(l)) where v = /bT4p®O, A® = \/aTcW).
Obtain multlphers via s(l+ ) = max(0, Ci; — ul” — o).

end for

Return: The UOT transform coefficients and s(L +),

3.2 FINDING MARGINAL PROBABILITY FOR PUOT

In Section 3.1, we have obtained the transform coefficients to determine the marginal probability
for UOT. The method even without directly solving the coupling matrix 7v*. In this section, we will
further extend our methods for solving the marginal probability on PUOT, which is also a commonly
exist optimization problem (Chapel et al.} 2021} |Le et al., 2021} [Schiebinger et al., [2017).

Proposition 2. Given any PUOT with KL divergence, the marginal probability can be determined
without calculating the specific solution on matrix w* as:

N X R
;ﬂi]‘ = Fi and Fi = a; eXp (]VT j;(gj — C”)> (7)

where I denotes PUOT transform coeﬁ‘icients and g denotes the multipliers which can be calculated

asg; =T log(zk 1be)— 7 log(z1 1 a; exp(—C;; /7)) with transformed pairwise distance C; ;.

We illustrate Proposition 2 via providing details on optimizing the marginal probability for PUOT.

KKT conditions of PUOT. We first consider the Lagrange multipliers of PUOT with KL divergence:
Lpyor = max mi;l()(C, w4+ 7-KL(7ln|a) — (g, 7 1a — b) — (s, ) (8)

>0,g mij>

where s and g denotes Lagrange multipliers. KKT optimal conditions illustrate that (1) 7" 1,; = b
(boundary condition), (2) s © ™ =0 (complementary condition), (3) s;; > 0 (feasibility condition),
4 Vaz,, Lpvor = Cij + Tlog((mln)i/a;) — g; — sij = 0 (stationary condition).

Optimization on multipliers g. We first try to figure out the value of multipliers g. Similar to

the optimization in UOT, we let ZN mi; = a;exp (—fi/7) = I'; to obtain the following equation

Cij = Cij — si; = fi + g;. We also set s( ) = 0 in initialization for facilitating the calculation. It is

obvious that ZZ 1 m] = E 1 b; and we can expand this formula at the [-th iteration accordingly:
0 _ AW N b,

Ju iu 0 _ Z] -
b; = i = gu =7l ’
Z Za exp ( > 9 08 (Zf‘il a; exp(Ci(i)/T)> ®

Optimization on PUOT transform coefficients I'. Since we have obtained the value of multipliers
9", we can achieve £ via minimizing the following equation [min, ) 3 CH — 0 — g3,

el
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The solution is clear to obtain as £ = S>%V (C\Y — ¢i")/N for the optimal estimation. Finally, we
can obtain the PUOT transform coefficients T'” via 'V’ = a; exp(— Z;V=1(@(Jl'> — g")/NT).

Optimization on multipliers s. After we obtain multipliers (> and PUOT transform coefficients
I'"), we can further optimize s via s{;"" = max(0, Ci; — f{") — ¢!") for the next (I + 1)-th iteration.
Brief Summary. Optimizing the marginal probability distribution on PUOT is rather similar to the
process mentioned in Section 3.1, which indicates that our proposed transform coefficient method
can be extended to more application scenarios. Specifically, we can figure out the marginal proba-
bility on PUOT without directly obtain the value of coupling matrix 7v* during the optimization.

3.3 THEOREM APPLICATION ON FINDING MAPPING SOLUTION

According to the (Proposition 1, Proposition 2) that discussed in Section 3.1 and 3.2, we have
figured out the marginal probability distributions on both UOT and PUOT with commonly used KL
Divergence. From that we can exploit the core mechanism of UOT/PUOT is carefully reweighted
the weights of different samples. If the samples are noise or outliers, the corresponding weights will
be much smaller. Otherwise, the corresponding weights among similar data samples will become
larger. Based on the reweighted mechanism, UOT/PUQOT has better adaptability than traditional
OT which commonly treat all data samples equally. Moreover, the KL Divergence terms (e.g.,
KL (mw1y|la) and KL (7" 1,/]|b) in UOT) become the constants. Therefore, we can obtain the
following corollary among (UOT, PUOT) and OT as:

Corollary 3. Given any UOT/PUOT with KL divergence, we can transfer the original optimiza-

tion problem into classical optimal transport via adopting newly proposed UOT/PUOT transform
coefficients. We can further utilize existing OT solver for solving * of UOT/PUOT as:

(UOT, PUOT) UOT/PUOT Transform Coefficients OT OT Solver o (10)

This observation brings us a complete new insights on solving the coupling matrix 7w* for UOT
and PUOT. The transformation via transform coefficient is meaningful, mainly because there exists
much more efficient and accurate OT solvers than directly optimize UOT/PUOT. Specifically, one
can adopt network-flow solver to calculate w* with precise results with relatively high computation
cost. Or one can adopt more efficient methods (e.g., Sinkhorn (Cuturi, 2013)) that involve some
additional regularization terms to figure out 7* with relatively high speed.

However, previous efficient OT solvers always suffer from the dilemma that matching results are
relatively dense. This is unreasonable since the solution of 7* should be sparse in most cases. Re-
calling the whole process of Proposition 1/Proposition 2, we not only obtain the marginal probability
with transform coefficients, but also obtain the value of multipliers s which can be further utilized.
According to the KKT complementary and feasibility conditions, when s;; = 0 it leads to m;; > 0,
otherwise s;; > 0 indicates that 7;; = 0. In other words, the value of ;; can be reflected via s;;. It
inspired us to further consider such useful information in calculating the optimal transport of 7r*.

Proposition 3. Given any OT with multiplier s, one can obtain sparse mapping solution via multi-
plying the cost matrix C with multiplier s to form Cost-Reweighted Optimal Transport (CROT):

min(C ©ns,n) = (C,w) st.wly=a, = 1y =0, mi; >0 (11)
™
where C denotes the reweighted cost matrix and 1 represents a sufficiently large positive number.

Apparently, we multiply cost matrix C' with multiplier matrix s to form a new reweighted cost
matrix C'. Therefore, the cost will be re-scaled according to the value of corresponding multipliers.
If s;; is much approaches to 0, it indicates that it has higher probability to be matched in 7;; and it
is reasonable to reduce the cost distance between them. Otherwise, we should extend their distances
by further multiplying s;; with a sufficiently large positive scalar 7, to avoid the pairwise matching.
Thus, the useful information of multipliers can be introduced into optimal transport, making the
distances become more discriminative for achieving sparse and accurate solution on 7v*.

Corollary 4. Given any OT, one can first choose large value of T to transfer it into UOT/PUOT
problem for finding the multipliers s, then establishing CROT for sparse matching solution as:

oT (UOT,PUOT) Reweighted OT

Large 7 Multipliers s OT Solver (e.g.,Sinkhorn) o (12)




Under review as a conference paper at ICLR 2024

+ Source samples Outlier No.40-50_ 273y

3
6] X Target samples >§%< "%éc‘
»«%X
X
X

+ Source samples % X

X Target samples 2
/ﬁ’ 4
Outlier ¥ /

+ +

+
0 + + ¥ o ¥ A 7
oty No.40-50 B {

-2 PO R Ny

dnd B
—4 { 5% Outlier No.40-50 0 10 20 30 40 30 0 10 20 30 40 % L

[ Source Data Points Target Data Points 4 =2 0 2 & o

. N {(b) Marginal Probability on (c) Marginal Probability on (d) Solving UQT matching
(@) Initial Data Distribution Source Samples Target Samples via Transform Coefficient with L2-Norm OT

Figure 1: The marginal probabilities among source/target samples and matching solution on UOT.
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Figure 2: The marginal probability among source/target samples and matching solution on PUOT.

This observations bring us another new insight on considering the OT problem. Specifically, trans-
form coefficient method not only provides the marginal probability information among UOT/PUOT,
but also serves as the connection bridge between UOT/PUOT and classical OT.

4 NUMERICAL EXPERIMENTS

In this section, we will show the obtained solutions on simple and interpretable examples for vali-
dation. To start with, we first provide the solutions on finding marginal probability of UOT/PUOT
using proposed transform coefficients method. Then we adopt traditional OT solvers to obtain the
matching results 7w* for UOT/PUOT and evaluating the computation cost. Finally, we investigate
the multipliers to establish cost-reweighted optimal transport with other OT solvers.

Visualization on Marginal Probability of UOT/PUOT. We first illustrate the learned marginal
probability of given UOT. Following previous works (Flamary et al.,[2021}; [Chapel et al 2021)), we
sample 40 points to build up the source and target domains from ™ ~ Px, 27 ~ Pz where Px =
N( :}] , [(1) ‘1)]) and Py = & <[Z] , [_(1)_8 ‘?'8T> respectively. Then we further sample 10 outliers

from £~ ~ U ([—4,—-3] x [-4,-3]) and 2~ ~ U ([6,7] x [6,7]) for source and target domains and
denote them from No.40 to No.50. The initial data distribution has been shown in Fig. [T{a) where
we depict source and target samples (i.e., ¢ = [z";x "] and 2 = [2"; z7]) with blue and red
colors respectively. We adopt square Euclidean distance to measure the cost via C;; = ||z; — 2|3
then divide by max;;[C;;] for normalization and set 7 = 0.05, a; = % and b; = Z5 following
(Flamary et al.| 2021}, [Chapel et al} 2021). Then we utilize our proposed transform coefficient
method to figure out the marginal probability (i.e., the value of o and 3 in equation ) for both
source and target domains via Algorithm 1 and the results have been shown in Fig. [[[b)-(c). We
can observe that these outliers (data samples No0.40-No.50) have much lower marginal probabilities
among the data samples which indicates that the essence of UOT is to reweight different samples
accordingly. Meanwhile, we should validate the performance of transform coefficients on PUOT
scenario. Following previous works (Flamary et al.| 2021}, [Chapel et all, 2021), we sample 100
points to form source and target domains as * ~ Px and z ~ P respectively. To simulate
the scenario when the mass are different across domains, we set a; = ﬁ and b; = 1 as shown in
Fig.[2a). We also adopt proposed transform coefficient method to figure out the marginal probability
(i.e., the value of transformation coefficient I" in equation [7)) when choosing different value of T as
7 € {0.01,0.1,10}. The results are shown in Fig. Ekb) and we can observe that when 7 is small,
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Figure 3: Time consumption analysis on solving UOT/PUOT with different value of 7. Here we
denote transform coefficient as TC for simplification in the legend. Note that MM Algorithm cannot

be directly applied in solving PUOT [Chapel et al.| (202T).
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only relatively few source data points get higher value of I'. When 7 becomes larger, I" turns to
be more average. What is more, it indicates that our proposed method can also tackle the scenario
when the initial masses a and b are not equal.

Solving 7* of UOT/PUOT. After we obtain the marginal probability of UOT/PUOT, we can there-
fore transfer UOT/PUOT into traditional optimal transport problem for finding the solution of 7*
according to corollary 1. Specifically, we adopt OT solvers with ¢5-norm regularization (Blondel
for finding the UOT mapping solution 7* by utilizing proposed transform coefficient
method and the results are shown in Fig.[T[d). Apparently, it provides sparse and smooth matching
among these normal data samples across domains. Meanwhile, we further adopt sparse OT solvers
by setting 2-nonzero-elements per-column (Liu et al. for solving 7* on PUOT with learned
marginal probability. The results are shown in Fig. 2[c) and as 7 increases from 0.01 to 10, the
number of matching pairs increases simultaneously which aligns with our expectations.

Time consumption analysis. We now provide an empirical evaluation of time consumption of the
proposed method. We sample the same number of data samples (i.e., m = n) ranging from 100 to
1000 from ¢ ~ Px and z ~ Pz for both UOT and PUOT respectively. We compare our meth-
ods with the following baselines: (1) Regularization Path (Chapel et al.l 2021) algorithm which
directly solves the UOT/PUOT problem with ¢s-penalty. (2) Majorization-Minimization (MM)
(Chapel et al, 2021) algorithm which solves the KL-penalized UOT/PUOT problem with multi-
plicative update. (3) Utilizing the following OT solvers, i.e., Sinkhorn (Cuturi, 2013), Smooth OT
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Figure 5: The results of 7w* with different value of  on CROT-Sinkhorn algorithm (¢ = 0.1).

with ¢5-norm (Blondel et al.l 2018)) and Sparse OT with 2-nonzero-elements per-column (Liu et al.,
2023)) after calculating the determined marginal probability of UOT/PUOT. Note that the coefficients
in front of the regularization term are all given as 0.1. We perform five random experiments and re-
port the average results in Fig. [3(a)-(f) We can observe that although Regularization Path can obtain
sparse and accurate results, it has highest computation cost than other methods. What is worse, the
blue line in Fig. [3(d) is broken since it needs high overhead on storage space (more than 450G) for
computation while we cannot satisfy the condition. Meanwhile our proposed transform coefficient
approach with Sinkhorn is even more slightly efficient than MM Algorithm, indicating that our pro-
posed approach is efficient in solving UOT/PUOT. Moreover, our proposed approach of utilizing
transform coefficients can be seamlessly integrated with various OT solvers, enhancing flexibility
and enabling the attainment of accurate results.

Solving 7* using CROT. Then we investigate CROT by multiply the cost matrix C with multipliers
and a relatively large value of 77. We sample 50 data (M = N = 50) from x ~ Px and z ~ Pz with
uniform weights respectively. We measure pairwise cost C';; via square Euclidean distance and then
divide by max;;[C;;] for normalization following (Flamary et al.,2021) and set n = 105 empirically.
We first directly apply Sinkhorn (set e = 0.1 for entropy regularization term) for solving 7* and
the results have been shown in Fig. d(a). Apparently, Sinkhorn just provides rather dense solution
which cannot meet the actual needs. If we directly multiply the cost matrix with 7, Sinkhorn will
lead to null solution as shown in Fig. @{b). To provide more sparse solution while using Sinkhorn,
we first set 7 = 10° to transform OT into UOT for finding the multipliers s to build up CROT. Then
we apply Sinkhorn on CROT and the results are shown in Fig. f[c). We can observe that CROT
with Sinkhorn provides relatively sparse solution on 7w*. Meanwhile we further plot the heatmap
and histogram of s as shown Fig.[d(c). We can observe that s shows a trend of long tail distribution,
indicating that at least 80% of non-matching pairs (;; — 0) are exploited. It illustrates that utilizing
s with CROT can reach more sparse solution via providing useful guidance beforehand.

Moreover, we calculate the dis- 3.0, Calculate Cost-Reweighted OT via UOT 30 Calculate Cost-Reweighted OT via PUOT
—k— CROT + Sinkhorn +— Sparsity —k— CROT + Sinkhorn —— Sparsit
crepancy e between the pro- 55| sinkhon Sk croTi Lz L5l Snknoth - Chora L2
posed matChing SOlutiOIl ﬂ,* and T+ 2 —#— CROT + Sparsity = 2 —J— CROT + Sparsity
. , | | I I . . T
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* o
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z ~ Py for calculation. We . . . .
first directly solve the problem Figure 6: The discrepancy analysis on OT solution 7° and so-

via Sinkhorn. Smooth OT with lution 7* obtained by CROT with multipliers s obtained from
{5-norm and ’Sparse OT with 2- UOT/PUQOT and different OT solvers.

nonzero-elements per-column. Meanwhile we conduct CROT using corollary 4 by transforming OT
into UOT or PUQT to find multipliers s and then adopt different OT solvers on reaching 7w*. We set
7 = 1 = 10° and the coefficients in front of the regularization term are all given as 0.1 empirically.
The discrepancy results are shown in Fig. [6] and we can observe that original Sinkhorn algorithm
has largest discrepancy indicates that it could easily provide inaccurate solutions. When the number
of data samples increases, the discrepancy of current sparse methods (e.g., 2-norm and Sparse OT)
continues to grow. Meanwhile, all CROT-based methods achieve much better results than previous
solutions even for £o-norm and Sparse OT. Moreover CROT with Sinkhorn reaches the lowest value.
It indicates that CROT with Sinkhorn is effective for obtaining the most accurate results of 7v* that
other methods, regardless of whether calculating multipliers s on UOT or PUOT.
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Table 1: Classification accuracy (%) on Office-Home for unsupervised domain adaptation

Method Ar—Cl Ar—Pr Ar—Rw Cl—=Ar Cl—Pr Cl—-Rw Pr—Ar Pr—Cl Pr—Rw Rw—Ar Rw—Cl Rw—Pr Avg

ResNet|He et al.|(2016} 349 50.0 58.0 374 419 46.2 385 312 60.4 53.9 412 59.9 46.1
DeepJDOT |Damodaran et al. |(2018] 50.7 68.6 74.4 59.9 65.8 68.1 552 46.3 73.8 66.0 549 78.3 63.5
JUMBOT Fatras et al. (2021} 552 75.5 80.8 65.5 744 749 65.2 52.7 792 73.0 59.9 83.4 70.0
JUMBOT + UOT(Sparse) 57.1 76.9 81.6 66.1 74.7 75.5 66.0 534 79.6 74.2 60.3 83.7 70.8
JUMBOT + UOT(CROT + Sparse) 57.8 712 82.3 66.7 76.1 759 66.8 53.9 80.7 755 61.0 84.6 1.5

Tuning on hyperparameter 7. Last but not least, we investigate the effects on choosing different
value of 7. We vary 7 in range of {10°,10%,10%,10%} on CROT with 50 samples (M = N = 50)
and reported in results in Fig.[5] Since the magnitude of s is too small, it cannot provide significant
effect when 7 is rather small for obtaining sparse 7v*. Therefore, it is also essential to multiple s
with a larger value 7 to further enhance the impact of the multipliers for obtaining sparse results.

UOT application for Unsupervised Domain Adaptation (UDA). We demonstrate the application
on using UOT for Unsupervised Domain Adaptation (UDA) where the goal is to assign labels to the
unlabeled target domain data using the labeled source domain data. Meanwhile, the unlabeled target
domain data shares the same class categories as the labeled source domain data (Agarwal et al.
2021; Flamary et al.,2016; |Redko et al.,2017; Nguyen et al., 2021). We follow the same framework
and experimental settings as UDA model Joint Unbalanced MiniBatch OT (JUMBOT) (Fatras et al.,
2021). In our approach, we replace the entropy-based minibatch UOT component in JUMBOT with
our proposed sparse UOT method, which incorporates UOT transform coefficient and ¢3-norm OT
solver for sparsification (Blondel et al.,2018). The regularization parameter for the /5-norm term is
setto 0.1. We then set 7 = 0.5 for KL divergence term in UOT and proceed to conduct experiments
on the Office-Home datasets (Venkateswara et al., |2017). Office-Home is a benchmark for visual
domain adaptation, which consists of 15,500 images in 65 object classes in office and home settings
with four dissimilar domains: Artistic images (Ar), Clip Art (Cl), Product images (Pr) and Real-
World (Rw). We report the average classification accuracy for various tasks on Office-Home in Table
1. From that we can observe that our proposed UOT with transform coefficient and ¢5-norm sparse
OT solver can provide better results than JUMBOT on UDA scenario with real data. This approach is
justified as sparse mapping helps to eliminate ambiguous transportation plans, while simultaneously
offering more reliable and robust solutions. Moreover, we further utilize CROT with ¢5-norm sparse
OT solver in solving UOT and it achieves the best performance, indicating the proposed method
provides more accurate results via considering the useful guidance of multipliers.

5 RELATED WORKS

Unbalanced Optimal Transport. UOT with KL divergence has been widely investigated for deal-
ing with diverse applications (Peyré et al.,|2019; |De Plaen et al.l 2023} Séjourné et al., [2019). Dif-
ferent types of UOT solutions can be distinguished by whether or not they incorporate an entropy
regularization term. Involving entropy in UOT can enhance the model scalability but results in dense
matching results (Sinkhorn & Knopp, |1967; Balaji et al., 2020). Latest, (Chapel et al., 2021) further
considers UOT without entropy terms by Majorization-Minimization (MM) (Chizat et al.| 2018;
Sun et al., 2016)) or regularization path methods (Mairal & Yu, 2012} Massias et al., 2018} |[Liu &
Nocedal, [1989). However, the nature of MM algorithm inherits inexact proximal point term (Xie
et al., 2020) and thus it cannot overcome the defects of entropy and leading to dense mapping when
T becomes larger. Meanwhile regularization path methods could be relatively slow in computation
especially when 7 — +o00. Furthermore, as the number of samples increases, it can lead to high
storage space consumption which can be problematic. Therefore, how to efficiently provide sparse
and accurate solution on both UOT and PUOT is still a challenging problem.

6 CONCLUSION

In this paper, we first propose transform coefficients method to determine the marginal probabil-
ity of UOT/PUOT. It reveals that the essence of UOT/PUOT is to reweight different samples with
its pairwise distance accordingly. Then we can directly transform UOT/PUQT into classical OT
problem via proposed UOT/PUOT transform coefficients. Meanwhile we can further utilize the ob-
tained multipliers when calculating transform coefficients to establish Cost-Reweighted OT (CROT)
to obtain more sparse and accurate transportation plan. We also conduct numerical and real data ex-
periments to validate the efficacy of our proposed methods. In conclusion, the transform coefficients
approach provides a complete new insight on connecting UOT, PUOT and OT problems.



Under review as a conference paper at ICLR 2024

REFERENCES

Nidhi Agarwal, Akanksha Sondhi, Khyati Chopra, and Ghanapriya Singh. Transfer learning: Survey
and classification. Smart Innovations in Communication and Computational Sciences: Proceed-
ings of ICSICCS 2020, pp. 145155, 2021.

Ravindra K Ahuja, Thomas L Magnanti, and James B Orlin. Network flows. 1988.

Yuki Arase, Han Bao, and Sho Yokoi. Unbalanced optimal transport for unbalanced word alignment.
ACL, 2023.

Yuki Markus Asano, Christian Rupprecht, and Andrea Vedaldi. Self-labelling via simultaneous
clustering and representation learning. arXiv preprint arXiv:1911.05371, 2019.

Yogesh Balaji, Rama Chellappa, and Soheil Feizi. Robust optimal transport with applications in
generative modeling and domain adaptation. Advances in Neural Information Processing Systems,
33:12934-12944, 2020.

Jean-David Benamou. Numerical resolution of an “unbalanced” mass transport problem. ESAIM:
Mathematical Modelling and Numerical Analysis, 37(5):851-868, 2003.

Mathieu Blondel, Vivien Seguy, and Antoine Rolet. Smooth and sparse optimal transport. In Inter-
national conference on artificial intelligence and statistics, pp. 880-889. PMLR, 2018.

Nicolas Bonneel and David Coeurjolly. Spot: sliced partial optimal transport. ACM Transactions
on Graphics (TOG), 38(4):1-13, 2019.

Luis A Caffarelli and Robert J] McCann. Free boundaries in optimal transport and monge-ampere
obstacle problems. Annals of mathematics, pp. 673-730, 2010.

Mathilde Caron, Ishan Misra, Julien Mairal, Priya Goyal, Piotr Bojanowski, and Armand Joulin.
Unsupervised learning of visual features by contrasting cluster assignments. Advances in neural
information processing systems, 33:9912-9924, 2020.

Laetitia Chapel, Rémi Flamary, Haoran Wu, Cédric Févotte, and Gilles Gasso. Unbalanced opti-
mal transport through non-negative penalized linear regression. Advances in Neural Information
Processing Systems, 34:23270-23282, 2021.

Lenaic Chizat. Unbalanced optimal transport: Models, numerical methods, applications. PhD
thesis, Université Paris sciences et lettres, 2017.

Lenaic Chizat, Gabriel Peyré, Bernhard Schmitzer, and Francois-Xavier Vialard. Scaling algorithms
for unbalanced optimal transport problems. Mathematics of Computation, 87(314):2563-26009,
2018.

Ching-Yao Chuang, Stefanie Jegelka, and David Alvarez-Melis. Infoot: Information maximizing
optimal transport. In International Conference on Machine Learning, pp. 6228-6242. PMLR,
2023.

Nicolas Courty, Rémi Flamary, Amaury Habrard, and Alain Rakotomamonjy. Joint distribution
optimal transportation for domain adaptation. Advances in neural information processing systems,

30, 2017.

Marco Cuturi. Sinkhorn distances: Lightspeed computation of optimal transport. Advances in neural
information processing systems, 26, 2013.

Bharath Bhushan Damodaran, Benjamin Kellenberger, Rémi Flamary, Devis Tuia, and Nicolas
Courty. Deepjdot: Deep joint distribution optimal transport for unsupervised domain adaptation.
In Proceedings of the European conference on computer vision (ECCV), pp. 447-463, 2018.

Henri De Plaen, Pierre-Francois De Plaen, Johan AK Suykens, Marc Proesmans, Tinne Tuytelaars,
and Luc Van Gool. Unbalanced optimal transport: A unified framework for object detection.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
3198-3207, 2023.

10



Under review as a conference paper at ICLR 2024

Arnaud Dessein, Nicolas Papadakis, and Jean-Luc Rouas. Regularized optimal transport and the rot
mover’s distance. The Journal of Machine Learning Research, 19(1):590-642, 2018.

Kilian Fatras, Thibault Séjourné, Rémi Flamary, and Nicolas Courty. Unbalanced minibatch optimal
transport; applications to domain adaptation. In International Conference on Machine Learning,
pp- 3186-3197. PMLR, 2021.

Jean Feydy, Thibault Séjourné, Francois-Xavier Vialard, Shun-ichi Amari, Alain Trouvé, and
Gabriel Peyré. Interpolating between optimal transport and mmd using sinkhorn divergences.
In The 22nd International Conference on Artificial Intelligence and Statistics, pp. 2681-2690.
PMLR, 2019.

R Flamary, N Courty, D Tuia, and A Rakotomamonjy. Optimal transport for domain adaptation.
IEEE Trans. Pattern Anal. Mach. Intell, 1:1-40, 2016.

Rémi Flamary, Nicolas Courty, Alexandre Gramfort, Mokhtar Z Alaya, Aurélie Boisbunon, Stanis-
las Chambon, Laetitia Chapel, Adrien Corenflos, Kilian Fatras, Nemo Fournier, et al. Pot: Python
optimal transport. The Journal of Machine Learning Research, 22(1):3571-3578, 2021.

Charlie Frogner, Chiyuan Zhang, Hossein Mobahi, Mauricio Araya, and Tomaso A Poggio. Learn-
ing with a wasserstein loss. Advances in neural information processing systems, 28, 2015.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recog-
nition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pp.
770-778, 2016.

Leonid Kantorovich. On the transfer of masses. 1942.

Jeff L Kennington and Richard V Helgason. Algorithms for network programming. John Wiley &
Sons, Inc., 1980.

Valentin Khrulkov, Gleb Ryzhakov, Andrei Chertkov, and Ivan Oseledets. Understanding ddpm
latent codes through optimal transport. /CLR, 2023.

Alexander Korotin, Daniil Selikhanovych, and Evgeny Burnaev. Neural optimal transport. /CLR,
2023.

Khang Le, Huy Nguyen, Quang M Nguyen, Tung Pham, Hung Bui, and Nhat Ho. On robust
optimal transport: Computational complexity and barycenter computation. Advances in Neural
Information Processing Systems, 34:21947-21959, 2021.

Yaron Lipman, Ricky TQ Chen, Heli Ben-Hamu, Maximilian Nickel, and Matt Le. Flow matching
for generative modeling. /CLR, 2023.

Dong C Liu and Jorge Nocedal. On the limited memory bfgs method for large scale optimization.
Mathematical programming, 45(1-3):503-528, 1989.

Tianlin Liu, Joan Puigcerver, and Mathieu Blondel. Sparsity-constrained optimal transport. /CLR,
2023.

Dirk A Lorenz, Paul Manns, and Christian Meyer. Quadratically regularized optimal transport.
Applied Mathematics & Optimization, 83(3):1919-1949, 2021.

Julien Mairal and Bin Yu. Complexity analysis of the lasso regularization path. ICML, 2012.

Mathurin Massias, Alexandre Gramfort, and Joseph Salmon. Celer: a fast solver for the lasso with
dual extrapolation. In International Conference on Machine Learning, pp. 3315-3324. PMLR,
2018.

Debarghya Mukherjee, Aritra Guha, Justin M Solomon, Yuekai Sun, and Mikhail Yurochkin.

Outlier-robust optimal transport. In International Conference on Machine Learning, pp. 7850—
7860. PMLR, 2021.

11



Under review as a conference paper at ICLR 2024

Khai Nguyen, Dang Nguyen, Quoc Nguyen, Tung Pham, Hung Bui, Dinh Phung, Trung Le,
and Nhat Ho. On transportation of mini-batches: A hierarchical approach. arXiv preprint
arXiv:2102.05912, 2021.

Derek Onken, Samy Wu Fung, Xingjian Li, and Lars Ruthotto. Ot-flow: Fast and accurate continu-
ous normalizing flows via optimal transport. In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 35, pp. 9223-9232, 2021.

Gabriel Peyré, Marco Cuturi, et al. Computational optimal transport: With applications to data
science. Foundations and Trends® in Machine Learning, 11(5-6):355-607, 2019.

Khiem Pham, Khang Le, Nhat Ho, Tung Pham, and Hung Bui. On unbalanced optimal transport:
An analysis of sinkhorn algorithm. In International Conference on Machine Learning, pp. 7673—
7682. PMLR, 2020.

Ievgen Redko, Amaury Habrard, and Marc Sebban. Theoretical analysis of domain adaptation
with optimal transport. In Machine Learning and Knowledge Discovery in Databases: European
Conference, ECML PKDD 2017, Skopje, Macedonia, September 18-22, 2017, Proceedings, Part
11 10, pp. 737-753. Springer, 2017.

Ievgen Redko, Nicolas Courty, Rémi Flamary, and Devis Tuia. Optimal transport for multi-source
domain adaptation under target shift. In The 22nd International Conference on artificial intelli-
gence and statistics, pp. 849-858. PMLR, 2019.

Ryoma Sato, Makoto Yamada, and Hisashi Kashima. Fast unbalanced optimal transport on a tree.
Advances in neural information processing systems, 33:19039-19051, 2020.

Geoffrey Schiebinger, Jian Shu, Marcin Tabaka, Brian Cleary, Vidya Subramanian, Aryeh Solomon,
Siyan Liu, Stacie Lin, Peter Berube, Lia Lee, et al. Reconstruction of developmental landscapes
by optimal-transport analysis of single-cell gene expression sheds light on cellular reprogram-
ming. BioRxiv, pp. 191056, 2017.

Thibault Séjourné, Jean Feydy, Francois-Xavier Vialard, Alain Trouvé, and Gabriel Peyré. Sinkhorn
divergences for unbalanced optimal transport. 2019.

Thibault Séjourné, Gabriel Peyré, and Francois-Xavier Vialard. Unbalanced optimal transport, from
theory to numerics. arXiv preprint arXiv:2211.08775, 2022.

Richard Sinkhorn and Paul Knopp. Concerning nonnegative matrices and doubly stochastic matri-
ces. Pacific Journal of Mathematics, 21(2):343-348, 1967.

Ying Sun, Prabhu Babu, and Daniel P Palomar. Majorization-minimization algorithms in signal
processing, communications, and machine learning. IEEE Transactions on Signal Processing, 65
(3):794-816, 2016.

Alexander Tong, Nikolay Malkin, Guillaume Huguet, Yanlei Zhang, Jarrid Rector-Brooks, Kilian
Fatras, Guy Wolf, and Yoshua Bengio. Improving and generalizing flow-based generative models
with minibatch optimal transport. In ICML Workshop on New Frontiers in Learning, Control, and
Dynamical Systems, 2023.

Quang Huy Tran, Hicham Janati, Nicolas Courty, Rémi Flamary, Ievgen Redko, Pinar Demetci, and
Ritambhara Singh. Unbalanced co-optimal transport. In Proceedings of the AAAI Conference on
Artificial Intelligence, volume 37, pp. 10006—-10016, 2023.

Hemanth Venkateswara, Jose Eusebio, Shayok Chakraborty, and Sethuraman Panchanathan. Deep
hashing network for unsupervised domain adaptation. CoRR, abs/1706.07522, 2017.

Yujia Xie, Xiangfeng Wang, Ruijia Wang, and Hongyuan Zha. A fast proximal point method for
computing exact wasserstein distance. In Uncertainty in artificial intelligence, pp. 433-453.
PMLR, 2020.

Yubo Zhuang, Xiaohui Chen, and Yun Yang. Wasserstein k-means for clustering probability distri-
butions. Advances in Neural Information Processing Systems, 35:11382—11395, 2022.

12



	Introduction
	Preliminary
	Methodology
	Finding marginal probability for UOT
	Finding marginal probability for PUOT
	Theorem Application on finding mapping solution

	Numerical Experiments
	Related Works
	Conclusion

