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Abstract001

Large language models (LLMs) have achieved002
remarkable performance on knowledge graph003
question answering (KGQA) tasks by plan-004
ning and interacting with knowledge graphs.005
However, existing methods often confuse006
tool utilization with knowledge reasoning,007
harming readability of model outputs and008
giving rise to hallucinatory tool invocations,009
which hinder the advancement of KGQA.010
To address this issue, we propose Memory-011
augmented Query Reconstruction for LLM-012
based Knowledge Graph Reasoning (MemQ) to013
decouple LLM from tool invocation tasks using014
LLM-built query memory. By establishing015
a memory module with explicit descriptions016
of query statements, the proposed MemQ017
facilitates the KGQA process with natural018
language reasoning and memory-augmented019
query reconstruction. Meanwhile, we design020
an effective and readable reasoning to enhance021
the LLM’s reasoning capability in KGQA.022
Experimental results that MemQ achieves023
state-of-the-art performance on widely used024
benchmarks WebQSP and CWQ. 1025

1 Introduction026

Large language models (LLMs) have demonstrated027

impressive reasoning capabilities in knowledge028

graph question answering (KGQA) task (Yu et al.,029

2022; Huang and Chang, 2023; Jiang et al.,030

2022). Using planning and interactive strategies,031

current LLM-based KGQA methods conduct the032

reasoning process on the knowledge graph based033

on the SPARQL tools and achieve remarkable034

performance across benchmarks (LUO et al., 2024;035

Sun et al., 2024; Xu et al., 2024b). Typically,036

part of these studies directly strengthens the037

reasoning ability of the LLM to plan tool-based038

paths and retrieve information from the knowledge039

graph (Wang et al., 2023b; LUO et al., 2024).040

1Our code and data will be released upon acceptance.

Figure 1: Comparing reasoning methods designed with
knowledge graph query tools with proposed memory-
augmented method MemQ.

The others employ LLMs to construct knowledge 041

reasoning agents that execute the reasoning process 042

on the knowledge graph through continuous tool- 043

based decision-making based on environmental 044

observations (Gu et al., 2023; Jiang et al., 2024; 045

Xu et al., 2024a). These methods have achieved 046

impressive results in the KGQA task. 047

However, the existing methods often confuse 048

tool utilization with knowledge reasoning, harming 049

readability and giving rise to hallucinatory tool 050

invocations. As illustrated in Figure 1, when 051

answering the question “Who is Justin Bieber’s 052

brother?” existing methods mixed tool invocation 053

with knowledge reasoning tasks, which reduces 054

the model’s focus on the knowledge reasoning 055

process (upper left). Furthermore, the mixed 056

reasoning and tool invocation relies heavily on 057

the LLM’s parametric knowledge to utilizes the 058

tool effectively, resulting in a black-box reasoning 059

process with low interpretability (bottom left). 060

Constructing a reasoning framework with tool 061
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invocation steps impairing readability and leading062

to erroneous tool invocations.063

To address the issue, we propose Memory-064

augmented Query Reconstruction for LLM-based065

Knowledge Graph Reasoning (MemQ) to decouple066

LLM from the tool invocation task using an LLM-067

built query memory. To establish the query068

memory, we employ a rule-based strategy to069

decompose queries into statements, which are then070

described using the LLM’s capabilities, facilitating071

an independent reasoning process. We design072

an effective reasoning strategy based on natural073

language, enhancing readability and generating074

explicit reasoning steps. Based on the developed075

steps, MemQ retrieves memory based on semantic076

similarity and reconstructs the final query to077

interact with the knowledge graph. By establishing078

this query memory, the MemQ approach enables079

the model to disengage from tool invocation and080

focus on generating readable knowledge reasoning081

steps. Our main contributions are:082

• We propose MemQ, a memory-augmented083

LLM-based KGQA reasoning framework to084

decouple reasoning from tool invocation task085

in the KGQA process.086

• The designed reasoning and memory construc-087

tion strategies realize a readable LLM-based088

KGQA process, significantly alleviating the089

hallucinatory tool invocation issue.090

• The proposed MemQ achieved state-of-the-art091

performance on two widely used benchmarks092

WebQSP and CWQ.093

2 Related Works094

Memory-augmented LLM Generation. Though095

large language models have demonstrated remark-096

able performance across tasks, they still struggle097

to achieve consistent performance on complex098

reasoning tasks (Wang et al., 2024b). In this099

context, the approach of constructing an external100

knowledge base to record key information has been101

proposed and shown to be beneficial (Hu et al.,102

2023; Anokhin et al., 2024). Researchers have103

proposed strategies to enhance LLM memory using104

external modules to support long-term dialogue105

history referencing (Lee et al., 2024; Rezazadeh106

et al., 2024). For tasks requiring extensive domain107

knowledge, methods for constructing memory108

banks either manually or using large models have109

also been proven effective (Cheng et al., 2024; 110

Panda et al., 2024; Edge et al., 2024). 111

Knowledge Graph Question Answering. Early 112

KGQA approaches focused on using networks 113

like key-value memory and graph neural networks 114

to represent inference paths (Miller et al., 2016; 115

Yasunaga et al., 2021; Jiang et al., 2022), while 116

other approaches teach models to build database 117

queries such as SPARQL for direct answer retrieval 118

(Gu and Su, 2022; Ye et al., 2022). With the rise of 119

large language models (LLMs), methods utilize 120

LLM’s graph reasoning capability to enhance 121

the reliability of reasoning process (Zhong et al., 122

2024; Wang et al., 2024a; Zhu et al., 2024). 123

Certain approaches are developed to leverage 124

scaled models to directly interact with Knowledge 125

Graphs or for generating labels that assist smaller 126

models in distilling reasoning abilities (Sun et al., 127

2024; LUO et al., 2024; Xu et al., 2024b). 128

Other efforts focus on constructing decision 129

datasets based on annotated data to perform a 130

supervised fine-tuning process, which enhance 131

LLM’s understanding of the knowledge reasoning 132

process and their ability to interact with knowledge 133

graphs (Jiang et al., 2024). Since LLM-generated 134

outputs are generally susceptible to hallucinatory 135

behavior, some research has shifted to employing 136

discriminative strategies instead of generative ones 137

to reduce unfounded reasoning processes (Gu et al., 138

2023; Xu et al., 2024a). 139

However, the issue of confusing the tool 140

invocation process with the knowledge reasoning 141

process remains unresolved. The existing method 142

often conducts reasoning based on SPARQL- 143

formed edges like ’type.domain.property’ or self- 144

designed toolboxes, which diminishes the model’s 145

focus on the reasoning process and suffers from 146

hallucinatory tool invocation behaviors. In this 147

paper, we propose a memory-augmented KGQA 148

reasoning method that effectively decouples the 149

reasoning process from tool invocation. 150

3 Framework with Memory Construction 151

In this section, we introduce the framework of 152

MemQ to decouple the reasoning process from tool 153

invocation; the overall flow is illustrated in Figure 2. 154

We propose to facilitate the KGQA process 155

using three tasks including memory construction, 156

knowledge reasoning and query reconstruction. 157

Before discussing the three tasks, we first illustrate 158

the memory construction process. 159
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Figure 2: The overall framework of MemQ. During the memory construction stage, we describe the question with
its query history using the LLMs to get the reasoning steps. In the inference stage, we reconstruct the query using
the recalled query sentences based on the reasoning results.

3.1 Memory Construction160

Given query history H the contains question qi161

with its corresponding query queryi, the memory162

construction task asks the model to build a memory163

M to represent the mapping function from natural164

language descriptions ni to query statements si:165

si = M(ni), si ∈ queryi. (1)166

For example, if we have a question "what167

does x do?" and its query “select y where x168

people.person.career y.”, we can directly save this169

pair of query and question into the memory M .170

It represents a mapping relationship from ‘one’s171

job’ with query statement ‘x people.person.career172

y’. It represents a mapping relationship from ‘x’s173

career’ with the query statement ‘select y where x174

people.person.career y’.175

3.2 Knowledge Reasoning176

Given the question Q, the mentioned entities E,177

the knowledge reasoning task asks the model to178

develop an n-step reasoning plan P to answer the179

question. Here we regulate P with the rule that180

each reasoning step pi is limited to searching or181

examining only one entity. The n-step plan P can182

be represented as a set of reasoning steps:183

P = {pi|i = 1, 2, ..., n}. (2)184

For example, when answering the question “Who185

is Justin Bieber’s Brother?”, the ideal reasoning186

step will start with the only known entity “Justin 187

Bieber” and search for the siblings of this person, 188

and then we may figure out which one of the 189

siblings is male to match with ’brother’. Note that 190

we also need to record the retrieved new entities 191

for potential use in subsequent steps, so we will 192

always expect an assignment statement “and assign 193

it to <variable>.” in every search step. So we have 194

p1 =“Find the siblings of Justin Bieber, assign it to 195

x.”, following by p2 =“Find the gender of person 196

x, assign it to g.”. 197

Reasoning steps that examine the answer or the 198

value of a certain entity are often needed to meet 199

the requirement of the question Q. In the previous 200

example, we will have p3=“Make sure g is male.” 201

and p4=“The answer is x.” to examine the value 202

of g and the position of the answer among known 203

entities. Thus, a 4-step plan P = {p1, p2, p3, p4} 204

is given for the question. 205

3.3 Query Reconstruction 206

Given the developed reasoning plan P and the 207

query memory M , the query reconstruction 208

task asks the model to first recall proper query 209

statements si using M and then reconstruct the 210

final query Qf corresponding to the question Q 211

using the set of collected statements: 212

si = M(pi),

Qf = Re-con(S),

pi ∈ P, si ∈ S.

(3) 213
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Since the memory M is constructed in a key-214

value form, we can directly recall the most similar215

memory using M to reconstruct the new query.216

Referring to the example from the previous section,217

concerning the reasoning step “find the gender218

of x”, we expect the most similar memory to be219

recalled as “x people.person.gender g.”220

4 Approach221

After we propose the MemQ framework, we are222

able to design efficient strategies to facilitate223

memory construction, knowledge reasoning, and224

query reconstruction. Based on the tasks, we model225

the KGQA process as illustrated in Figure 2.226

4.1 Memory Construction Strategy227

MemQ utilizes a rule-based strategy to decompose228

queries and then gather the description of229

each statement using the LLM. Based on the230

corresponding descriptions and statements, we231

establish a memory for the query statements to232

augment the query reconstruction process.233

Rule-based Decomposing. Not every triplet in234

the knowledge graph conveys a readable meaning235

that can be described in natural language, which236

arises from the Compound Value Type (CVT)237

nodes that lack inherent semantic meanings. When238

splitting query statements, MemQ always uses239

non-CVT nodes as the starting or ending nodes,240

while regarding any encountered CVT nodes241

as intermediate nodes to ensure the semantic242

readability of individual statements. If no CVT243

node is encountered, the statement will contain244

only a single triplet.245

Figure 3: Here we present the illustration of the 3
distinct graph structures.

Using the strategy introduced, we can get246

query statements each of which stands for an247

operation with an atomic semantic message,248

such as "someone’s hometown". As illustrated249

in Figure 3, the established memory contains 250

statements with three distinct structures. By 251

decomposing the queries, we obtained a total of 252

481 statements for type 1, 371 for type 2, and 142 253

for type 3. 254

Description Collection. For each statement, 255

we use the LLM to provide a natural language 256

description and store them in the query memory in 257

pairs. We provide task instructions and examples 258

in the context of conducting few-shot generation 259

to ensure the quality of the description and prevent 260

excessive differences between descriptions. We 261

adopt GLM-4 as the description model to generate 262

the descriptions. The prompt templates are shown 263

in Appendix B. The memory construction process 264

is actually a summarization and compression of 265

historical search queries, providing readable hints 266

to future query reconstruction process. 267

4.2 LLM Reasoning in Natural Language 268

As shown in Figure 2, after obtaining the 269

corresponding description of each query statement, 270

MemQ uses those explanation-statement pairs 271

to finetune the LLM to enhance its reasoning 272

capabilities (bottom left). By adopting a memory- 273

enhanced approach instead of using a model 274

to directly generate query invocation content, 275

MemQ only requires the LLM to focus on the 276

reasoning process by generating reasoning steps 277

based on the questions using natural language. The 278

generated reasoning steps will be used for memory 279

reconstruction process. 280

4.3 Query Reconstruction Strategy 281

During the query reconstruction process, MemQ 282

iterates and alternates between the two sub-steps 283

of memory recall and statements assembling 284

according to the reasoning steps planned in the 285

previous task, until the end of the reasoning steps 286

is reached. As the query is reconstructed, it is 287

executed to retrieve the final answer from the 288

knowledge graph. 289

Adaptive Memory Recall Strategy. Given the 290

developed reasoning steps, MemQ recalls relevant 291

memory based on semantic similarity and employs 292

rule-based methods to concatenate these statements 293

to reconstruct a complete query. To measure the 294

semantic similarity, we use Sentence-BERT to 295

encode the reasoning steps and the explanations 296

in the memory. Since the similarity scores of the 297

top-N memory fragments can be nearly identical, 298

MemQ adopts an adaptive recall strategy to retrieve 299
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Method WebQSP CWQ
Hits@1 F1 Hits@1 F1

Llama2-7b zero-shot (Touvron et al., 2023)* 0.403 0.293 0.297 0.272
Llama3-8b zero-shot (Dubey et al., 2024)* 0.303 0.257 0.305 0.278
Qwen2.5-7b zero-shot (Yang et al., 2024)* 0.284 0.237 0.259 0.241
KV-Mem (Miller et al., 2016) 0.467 0.345 0.184 0.157
GraftNet (Sun et al., 2018) 0.664 0.604 0.368 0.327
QGG (Lan and Jiang, 2020) 0.730 0.738 0.369 0.374
NSM (He et al., 2021) 0.687 0.628 0.476 0.424
SR+NSM (Zhang et al., 2022) 0.689 0.641 0.502 0.471
SR+NSM+E2E (Zhang et al., 2022) 0.695 0.641 0.493 0.463
DECAF (DPR+FiD-3B) (Yu et al., 2022) 0.821 0.788 - -
UniKGQA (Jiang et al., 2022) 0.751 0.702 0.507 0.480
KD-CoT (Wang et al., 2023a) 0.686 0.525 0.557 -
ToG w/ChatGPT (Sun et al., 2024) 0.758 - 0.589 -
ToG w/GPT-4 (Sun et al., 2024) 0.826 - 0.676 -
KG-Agent (Jiang et al., 2024) 0.833 0.810 0.722 0.692
RoG (Top-3 relation path) (LUO et al., 2024)* 0.795 0.701 0.567 0.547
MemQ (Ours) 0.841 0.858 0.803 0.830

Table 1: The results of our method compared with previous approaches on WebQSP and CWQ. The asterisk *
denotes the results we reproduced. Note that the Hits@1 result reported in the original RoG paper (WebQSP 0.857,
CWQ 0.626) is not calculated in the right way, see the author’s response here.

the statements from the memory:300

N =

{
1 if top-1 similarity ≥ γ1,

k if top-1 similarity < γ1,

k = countcase(similarity ≥ γ2).

(4)301

Rule-based Reconstruct Strategy. MemQ302

designs a rule-based reconstruction strategy where303

the most recently recalled sentence is appended to304

the end of the existing query. Note that we allow the305

LLM generate the names of unknown entities (e.g.,306

“person_n”) in the developed steps, the recalled307

statements will also be refilled using those names.308

5 Experiment309

In this section, we first introduce the datasets310

and evaluation methods used by MemQ. After311

presenting the main experimental results, we312

will follow up with reports on several analytical313

experiments to examine the characteristics of the314

MemQ method compared to previous methods315

from various perspectives.316

5.1 Benchmarks and Baselines317

Benchmarks. To evaluate the knowledge graph318

question-answering capability of the proposed319

method, we choose two widely used benchmarks,320

WebQSP (Yih et al., 2016) and CWQ (Talmor and321

Berant, 2018).322

Metrics. We choose commonly used metrics 323

Hits@1 and F1 for the evaluation process following 324

previous works. For the definitions of metrics, 325

please refer to Appendix A. 326

Baselines. We select previous SOTA approaches 327

with tool-based strategies as baselines, including 328

RoG with LLM planning and chain-of-thought 329

reasoning strategy (LUO et al., 2024), ToG with 330

interactive strategy (Sun et al., 2024). We also list 331

representative methods and zero-shot performances 332

of widely used LLMs for comparison. We also 333

finetune the LLMs with SPARQL queries for 334

ablation, see Section 5.4. 335

Base Model. To ensure fairness in comparison, 336

we choose Llama2-7b (Touvron et al., 2023) as the 337

base model following RoG (LUO et al., 2024). In 338

analytical experiments, we adopt a stronger model 339

Llama3-8b to better evaluate the effectiveness of 340

our framework. 341

5.2 Main Result 342

The performance of our MemQ framework on the 343

WebQSP and CWQ datasets is presented in Table 1. 344

Our method achieves state-of-the-art results on 345

both benchmarks, as demonstrated by significant 346

improvements in Hits@1 and F1 metrics. The 347

results show the efficiency of proposed framework 348

to decouple reasoning from tool invocation. By 349
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Total Hops 1 2 3 4 5 6 7 avg
Edge Hitting Rate EHR

RoG 0.853 0.644 0.390 0.276 0.249 0.230 0.283 0.377
MemQ 0.816 0.844 0.854 0.851 0.854 0.861 0.939 0.860
Graph Edit Distance with Golden Graph GoldGED

RoG 0.479 2.494 3.764 4.505 5.499 7.193 10.438 4.910
MemQ 0.158 0.465 0.909 1.364 1.611 2.531 2.250 1.327

Table 2: We evaluate the Edge Hitting Rate and Graph Edit Distance with the golden graph for both our method
and RoG. The results indicate that the reconstructed graphs achieve significantly higher accuracy and structural
alignment compared to those generated by RoG.

adopting a memory-augmented strategy, MemQ350

provides a new way to enhance the LLM-based351

reasoning process.352

5.3 Reasoning Capability Analysis353

To investigate the improvements brought by354

our proposed reasoning framework, we conduct355

experiments to examine the discrepancies between356

the search graph of the reconstructed queries and357

that of the golden queries. We evaluate the quality358

of the developed subgraph from two aspects: 1) the359

structural accuracy and 2) the edge accuracy. Our360

analysis specifically targets these dimensions to361

identify the principal factors driving the observed362

performance improvements.363

The structural accuracy GoldGED is defined as364

the Graph Edit Distance between the reconstructed365

graph Gre and the golden graph Ggd:366

GoldGED(Gre) = min
π∈Π(Gre,Ggd)

num(π). (5)367

The edge accuracy is quantified by the Edge368

Hitting Rate, which is computed using the hitting369

rate between edges in the golden graph Ggd and370

the edges in the reconstructed graph Gre:371

EHR(Gre) =
num({e|e ∈ Ggd ∧ e ∈ Gre})

num({e|e ∈ Ggd})
.

(6)372

The reuslts is featured in Table 2. Specifically,373

MemQ achieves a significantly lower GoldGED,374

indicating more accurate structural alignment with375

reference graphs, especially in complex multi-376

hop scenarios. Additionally, MemQ sustains a377

higher EHR, demonstrating robust edge accuracy378

even as the number of reasoning steps increases.379

Overall, these results emphasize MemQ’s superior380

performance in producing accurate and structurally381

coherent graph-based reasoning across subgraphs.382

5.4 Ablation Study 383

To further analyze the effectiveness of the proposed 384

framework, we conduct experiments to ablate 385

the strategies in MemQ and observe the change 386

in performance. We design two finetune-based 387

baselines to ablate our strategies. 1) For the query 388

reconstruction process, we directly finetune the 389

model utilizing the statements and the descriptions 390

recorded in the memory (denoted as -w/o QRM) 391

to evaluate the effectiveness of our proposed query 392

memory; 2) For the whole MemQ framework, 393

we finetune the model using queries to simulate 394

a straightforward tool-based reasoning process 395

(denoted as -w/o PE, QRM) to evaluate the 396

effectiveness of the MemQ framework. The results 397

are shown in Table 3. 398

Strategy
WebQSP CWQ

Hits@1 F1 EHR Hits@1 F1 EHR

MemQ 0.857 0.872 0.858 0.817 0.845 0.886

-w/o QRM 0.729 0.743 0.849 0.588 0.620 0.864

-w/o PE,QRM 0.733 0.731 0.739 0.556 0.570 0.806

Table 3: We conduct ablation studies to evaluate the
impact of key components in our method by comparing
it with two settings: 1) removing the Planning Expert
(PE) and 2) removing both the Planning Expert (PE)
and the Query Reconstruction Module (QRM).

According to the results, we can observe that: 399

1) Comparing MemQ with “-w/o QRM”, the 400

proposed memory-augmented strategy significantly 401

improves the stability of tool utilization process 402

compared with LLM-based finetuning strategy; 2) 403

Comparing “-w/o QRM” with “-w/o PE, QRM”, in 404

the case of using a direct fine-tuning strategy, the 405

method of direct fine-tuning that blends reasoning 406

with tool invocation has lowered the overall F1 407

and EHR score. Furthermore, given that our 408

method has also improved the overall Hits@1 and 409
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Case Study

Question: who was richard nixon married to?

Generated Plan and Reconstruct Query:
Step1: Find the spouse of richard nixon, assign it to ?x.
Retrieved Query1: ns:m.06c97 ns:people.person.spouse_s ?cvt. ?cvt ns:people.marriage.spouse ?x
Step2: Find the type of union between richard nixon and ?x, assign it to ?type_of_union.
Retrieved Query2: ?cvt ns:people.marriage.type_of_union ?type_of_union
Step3: Make sure ?type_of_union should be Marriage.
Retrieved Query3: FILTER(?type_of_union = ns:m.04ztj)
Finally the answer is?x.
Reconstruct Sparql:
PREFIX ns: <http://rdf.freebase.com/ns/> SELECT DISTINCT ?x WHERE{
ns:m.06c97 ns:people.person.spouse_s ?cvt .
?cvt ns:people.marriage.spouse ?x .
?cvt ns:people.marriage.type_of_union ?type_of_union .
FILTER(?type_of_union = ns:m.04ztj).
FILTER (!isLiteral(?x) OR lang(?x) = ” OR langMatches(lang(?x), ’en’)).
FILTER(?x != ns:m.06c97) }
Output:
Pat Nixon (m.023v03)

Figure 4: Case of MemQ, we retrieve memories based on the reasoning steps and reconstruct the final query.

F1 scores compared to previous tool-based SOTA410

work, these results demonstrate the enhancement of411

the proposed decoupling strategy on the reasoning412

process of LLMs.413

5.5 Case Study414

To demonstrate the readability of the proposed415

MemQ method, we present a detailed case that416

highlight its capability to produce clear, logically417

consistent reasoning plans and accurate reconstruc-418

tion queries. Figure 4 provides an example question419

alongside the corresponding reasoning plan and420

reconstructed query, demonstrating its readability.421

Refer to Appendix C for more cases.422

5.6 Reasoning Hallucination Analysis423

To figure out the impact of our decoupled reasoning424

strategy on the hallucination issue, we manually425

check and evaluate the error cases of MemQ and the426

“-w/o PE, QRM” baseline proposed in the ablation427

study. To guarantee an objective evaluation, we428

established criteria to check with the cases: 1)429

Correctness: whether the main reasoning steps430

contain errors, 2) Completeness: whether the431

reasoning logic lacks necessary filtering conditions,432

and 3) Redundancy: whether the reasoning433

logic includes irrelevant or unnecessary filtering434

conditions. We randomly sample 100 cases from435

the test set to record the frequency of each of the 436

errors. Note that one sample may contain multiple 437

errors at a time. 438

Strategy Correctness Completeness Redundancy
MemQ 8 16 16

-w/o PE,QRM 39 41 9

Table 4: We manually assess the reasoning plans
based on Consistency, Completeness, and Redundancy,
documenting the number of plans that exhibit errors in
each of these categories.

As shown in Table 4, our method significantly 439

reduces the number of Correctness and Complete- 440

ness errors, while errors in Redundancy slightly 441

increase. The increment in Redundancy errors 442

stems from our retrieval strategy, justified by the 443

presence of edges with similar semantic meanings 444

in the Knowledge Graph (see Appendix C for 445

details). The result indicates that our proposed 446

decoupled reasoning strategy significantly reduces 447

the errors brought by the confusing tasks, 448

indicating an alleviation of the hallucinatory tool 449

invocation issue. 450

5.7 Data Efficiency Analysis 451

To assess the data efficiency of our MemQ method, 452

we evaluate the performance of planning expert 453
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Figure 5: We evaluate the Hits@1 and F1 scores of the
LLaMA-3 Reasoning LLM across varying proportions
of training data.

LLM trained with varying levels of training data454

availability. In this experiment, we randomly455

selected 10%, 25%, 50%, 75%, and 100% of the456

step description data to fine-tune the LLaMA-3-457

8B-Instruct model. As illustrated in Figure 5,458

our method achieves an F1 score and Hits@1459

of approximately 0.7 with only 10% of the460

training data, significantly outperforming the zero-461

shot baseline across both datasets. Furthermore,462

performance improves steadily as the proportion463

of training data increases, indicating the method’s464

ability to scale effectively with additional data.465

These results show that our method can effectively466

utilize limited data, highlighting its strong data467

efficiency, with consistently improved performance468

among different volume of training data.469

5.8 Model Universality Analysis470

Base Model
WebQSP CWQ

Hits@1 F1 Hits@1 F1

Vicuna-7b 0.828 0.846 0.796 0.826

Llama2-7b 0.841 0.858 0.803 0.830

Llama3-8b 0.858 0.872 0.818 0.845

Qwen2.5-7b 0.828 0.850 0.793 0.818

Table 5: We fine-tuned four widely-used LLMs to assess
method versatility, with all models demonstrating strong
performance, confirming the approach’s robustness
across diverse architectures.

To demonstrate the robustness and versatility of471

our MemQ, we conduct fine-tuning experiments472

on four distinct, widely-used large language473

models (LLMs) serving as the Planning Expert474

to generate the reasoning steps. The results in475

Table 5 demonstrate that all models achieved strong476

performance, indicating its adaptability to different477

LLM architectures and confirming its robustness 478

as a model-agnostic solution for reasoning tasks. 479

5.9 Error Analysis 480

To conduct a detailed error analysis, we categorize 481

errors into two distinct types: 1) Main Path 482

Error, where the primary reasoning path is 483

incorrect, and 2) Filtering Error, which includes 484

cases of excessive or insufficient filtering. This 485

classification allows for a systematic evaluation of 486

the inaccuracies in the reasoning process. 487

Figure 6: We compare our method with two baselines
across two datasets, analyzing the number of errors
categorized into two distinct types.

As shown in Figure 6, the Main Path Error of 488

our method is significantly lower than the other two 489

baselines in all datasets. In the CWQ dataset, our 490

method achieves the lowest filtering error among 491

all compared approaches. In the WebQSP dataset, 492

our method achieves substantially lower filtering 493

error compared to the setting without PE and QRM, 494

though it is marginally higher than the RoG method. 495

These results demonstrate the effectiveness of our 496

method in reducing reasoning and filtering errors. 497

6 Conclusion 498

In this paper, we propose decoupling LLM from 499

tool invocation tasks using an LLM-built query 500

memory to alleviate hallucinatory tool invocation 501

issues. By facilitating the KGQA process using 502

three tasks, we established a memory module 503

to augment the query reconstruction process in 504

the KGQA task. Based on the framework, 505

we design an effective and readable reasoning 506

strategy to enhance the LLM’s reasoning capability, 507

which also alleviates hallucinatory behaviors in 508

existing methods. Experimental results show that 509

our proposed memory-enhanced framework has 510

achieved the state-of-the-art (SOTA) performance 511

on two commonly used benchmarks. 512
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Limitation513

Though our proposed MemQ framework has shown514

competitive KGQA performance and is proven515

to enhance the LLM’s reasoning capability, we516

identify several limitations that require further517

improvement. In the future, we will focus on the518

following directions to extend the current work:519

1) Usage of Labeled data: Although our method520

effectively enhances LLM-based KGQA reasoning521

process and alleviates the hallucinatory tool522

invocations, we assume that we have the gold523

queries to construct the memory. However, it is524

noteworthy that the decomposing process of the525

query can be replaced by gathering all the relations526

and examples of the usage of relations from the527

Freebase itself. In the future, we will analyze528

the possibility of model the whole Freebase into a529

memory to get rid of the demand of gold queries.530

2) Plug-and-play Capability: The proposed frame-531

work possesses good plug-and-play capability532

since the constructed memory is a portable module533

that can be adopted with other reasoning strategies534

and other tools. In the future, we will conduct535

experiments to showcase this kind of capability536

and testify our proposed memory-based framework537

under multi-tool or task transfer conditions.538
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A Metrics743

In this section, we present the mathematical744

formulations and explanations for the metrics that745

were not fully elaborated in the main text.746

Hits@1. Hits@1 quantifies the proportion of747

questions for which the top-ranked answer in the748

model’s output is correct. Let Answer represent749

the list of predicted answers, Golden denote the list750

of ground truth answers, and total_num represent751

the total number of questions in the dataset. The752

formula is defined as follows: The formula of753

Hits@1 is defined as follows:754

Hits@1 =
count(Answer[0] ∈ Golden)

total_num
. (7)755

F1. Following previous methods, we use the756

Macro-F1 scoring method, which calculates the757

F1 for each test sample and then averages those F1758

scores among the samples.759

B Prompt Template760

The used prompt templates are listed in the761

following tables. We designs 3 templates for the762

three types of queries shown in Table 6, Table 7763

and Table 8. Besides, for the finetuning process to764

enhance the LLM’s reasoning ability, we use the765

template in Table 9.766

C More Cases767

Here, we present two additional cases generated768

by our method. As shown in Table 10, our method769

accurately constructs queries with "Order By" and770

"Limit" clauses in Step 5, demonstrating its ability771

to interpret the temporal meaning of "last time" in772

the question, which a nuance often overlooked by773

previous methods.774

In Table 11, our method retrieves multiple775

queries with similar semantic meanings. While776

this approach may introduce redundancy, we argue777

that it is justified given the nature of the Freebase778

Knowledge Graph, where edges with similar779

semantic meanings do exist and can be challenging 780

even for humans to distinguish. Consequently, 781

retrieving all such edges ensures comprehensive 782

coverage of potentially relevant answers. 783
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Prompt for Structure 1
Act as a SPARQL expert.
I need you to explain the meaning and function of a specific part of a SPARQL query.
You job is answer the Question for me. ONLY OUTPUT THE ANSWER, NOTING ELSE!!
### EXAMPLE1
Sparql:
?entity1 ns:location.country.currency_used ?entity2 .
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer: ?entity2 is the currency used in the country ?entity1.
### EXAMPLE2
Sparql:
?entity2 ns:location.country.currency_used ?entity1 .
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer: ?entity2 is the country that use ?entity1 as currency.
### EXAMPLE3
Sparql:
?entity2 ns:government.election_campaign.candidate ?entity1 .
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer: ?entity2 is the election campaign which ?entity1 is the candidate.
### EXAMPLE4
Sparql:
?entity1 ns:government.election_campaign.candidate ?entity2 .
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer: ?entity2 is the candidate in the election campaign ?entity1.
### EXAMPLE5
Sparql:
{ ?entity2 ns:sports.sports_championship_event.runner_up ?entity1 } UNION
{ ?entity2 ns:sports.sports_championship_event.champion ?entity1 }
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer: ?entity2 is either the runner-up or the champion of a sports championship event ?entity1.
### EXAMPLE6
Sparql:
{ ?entity1 ns:location.statistical_region.places_exported_to ?tmp0 .
?tmp0 ns:location.imports_and_exports.exported_to ?entity2 } UNION
{ ?entity1 ns:location.statistical_region.places_exported_from ?tmp1 .
?tmp1 ns:location.imports_and_exports.exported_from ?entity2 }
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer: ?entity2 is the place that is either exported to or exported from the statistical region ?entity1.
### YOUR TURN
Sparql:
{sparql}
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer:

Table 6: The prompt to get the explanation of Structure 1 graph
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Prompt for Structure 2
Act as a SPARQL expert.
I need you to explain the meaning and function of a specific part of a SPARQL query.
You job is answer the Question for me. ONLY OUTPUT THE ANSWER, NOTING ELSE!!
### EXAMPLE1
Sparql:
?cvt ns:government.government_position_held.office_holder ?entity1 .
?entity2 ns:government.governmental_body.members ?cvt .
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer: ?entity2 is the governmental body that is held by ?entity1.
Answer: ?entity2 is the governmental body that has an office holder ?entity1.
### EXAMPLE2 Sparql:
?entity1 ns:film.actor.film ?cvt .
?cvt ns:film.performance.character ?entity2 .
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer: ?entity2 is the character played by the actor ?entity1.
### EXAMPLE3
Sparql:
?cvt ns:music.group_membership.member ?entity1 .
?entity2 ns:music.musical_group.member ?cvt .
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer: ?entity2 is the musical group that has the member ?entity1.
Answer: ?entity2 is the group that includes the member ?entity1.
### YOUR TURN
Sparql:
{sparql}
Question: How does ?entity2 related to ?entity1 ?
Please answer the question with "?entity2 is [noun phrase]" .
Answer:

Table 7: The prompt to get the explanation of Structure 2 graph
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Prompt for Structure 3
Act as a SPARQL expert.
I need you to explain the meaning and function of a specific part of a SPARQL query.
You job is complete the answer for me. ONLY OUTPUT THE ANSWER, NOTING ELSE!!
### EXAMPLE1
Sparql:
?cvt ns:sports.sports_team_coach_tenure.position ?entity1 .
?cvt ns:sports.sports_team_coach_tenure.coach ?entity2 .
?entity3 ns:sports.sports_team.coaches ?cvt .
Question: How does ?entity3 related to ?entity1 and ?entity2 ?
Please answer the question with "?entity3 is [noun phrase]" .
Answer: ?entity3 is the sports team that has a coach ?entity2 who holds the position ?entity1 .
### EXAMLPE2
Sparql:
?entity1 ns:film.actor.film ?cvt .
?cvt ns:film.performance.character ?entity2 .
?cvt ns:film.performance.film ?entity3 .
Question: How does ?entity3 related to ?entity1 and ?entity2 ?
Please answer the question with "?entity3 is [noun phrase]" .
Answer: ?entity3 is the film in which the actor ?entity1 performs the character ?entity2.
Answer: ?entity3 is the film in which ?entity1 acted as a character ?entity2.
### EXAMLPE3
Sparql:
?entity1 ns:sports.pro_athlete.teams ?cvt .
?cvt ns:sports.sports_team_roster.team ?entity2 .
?cvt ns:sports.sports_team_roster.from ?entity3
Question: How does ?entity3 related to ?entity1 and ?entity2 ?
Please answer the question with "?entity3 is [noun phrase]" .
Answer: ?entity3 is the starting date when ?entity1 (the professional athlete) was part of the team ?entity2.
Answer: ?entity3 is the start date of the period during which ?entity1 was part of the team ?entity2.
### YOUR TURN
Sparql:
{sparql}
Question: How does ?entity3 related to ?entity1 and ?entity2 ?
Please answer the question with "?entity3 is [noun phrase]" .
Answer:

Table 8: The prompt to get the explanation of Structure 3 graph
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Prompt for Plan Expert
You are given a problem to solve step by step. Each step should begin with either
"Find", "Make sure" or "Rank". Finally, you need to output which one is the final
answer.
The steps should logically follow from one another, where each step builds on the
outcome of the previous steps.
Each step should be simple, clear, and directly related to achieving the overall goal.
Some topic entities you can use to start the plan are provided below.
Question:
{question}
Topic Entities:
{topic_entities}

Table 9: The prompt utilized for generating knowledge reasoning plans in the Planning Expert.

WebQTest-994
Question:
When was the last time the Dallas Cowboys won the superbowl?
Generated Plan and Reconstruct Query:
Step1: Find the championship won by the sports team dallas cowboys, assign it to ?x.
Retrieved Query1: ?entity1 ns:sports.sports_team.championships ?entity2
Step2: Find the end date of the event ?x, assign it to ?sk0.
Retrieved Query2: ?entity1 ns:time.event.end_date ?entity2
Step3: Find the championship associated with the sports championship event ?x, assign
it to ?championship.
Retrieved Query3: ?entity1 ns:sports.sports_championship_event.championship ?entity2
Step4: Make sure ?championship should be super bowl.
Retrieved Query4: FILTER(?championship = ns:m.06x5s)
Step5: Sort the result based on ?sk0 in descending order and keep the first result.
Retrieved Query5: ORDER BY DESC(?sk0) LIMIT 1
Finally the answer is ?x.
Reconstruct Sparql:
PREFIX ns: <http://rdf.freebase.com/ns/> SELECT DISTINCT ?x WHERE{
ns:m.02896 ns:sports.sports_team.championships ?x .
?x ns:time.event.end_date ?sk0 .
?x ns:sports.sports_championship_event.championship ?championship .
FILTER(?championship = ns:m.06x5s).
FILTER (!isLiteral(?x) OR lang(?x) = ” OR langMatches(lang(?x), ’en’)).
FILTER(?x != ns:m.02896) }
ORDER BY DESC(?sk0) LIMIT 1
Output:
Super Bowl XXX (m.076wz)

Table 10: Case Study 1
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WebQTest-212_3c65a82425ff4488504b53ba502d0eb7
Question:
What is the name of the state that has the elected official Jan Brewer and also has the
Colorado River flow through it?
Generated Plan and Reconstruct Query:
Step1: Find the location that partially contains *Colorado River*, assign it to?x.
Retrieved Query1: {?entity1 ns:location.location.partially_containedby ?entity2 } UNION
{?entity2 ns:location.location.partially_contains ?entity1 }UNION
{?cvt ns:location.partial_containment_relationship.partially_contains ?entity1 .
?entity2 ns:location.location.partiallycontains ?cvt }UNION
{?entity1 location.location.partially_contained_by ?cvt
?cvt ns:location.partial_containment_relationship.partially_contained_by ?entity2}
Step2: Find the official who appointed the governing official ?x, assign it to ?appointed_by.
Retrieved Query2: ?entity1 ns:government.governmental_jurisdiction.governing_officials ?cvt .
?cvt ns:government.government_position_held.appointed_by ?entity2 .
Step3: Make sure ?appointed_by should be Jan Brewer.
Retrieved Query3: FILTER(?appointed_by = ns:m.02pkb1c)
Finally the answer is ?x.
Reconstruct Sparql:
{ns:m.018qjq ns:location.location.partially_containedby ?x } UNION
{?x ns:location.location.partially_contains ns:m.018qjq } UNION
{?cvt ns:location.partial_containment_relationship.partially_contains ns:m.018qjq .

?x ns:location.location.partiallycontains ?cvt } UNION
{ns:m.018qjq ns:location.location.partially_contained_by ?cvt1 .

?cvt1 ns:location.partial_containment_relationship.partially_contained_by ?x }.
?x ns:government.governmental_jurisdiction.governing_officials ?cvt2 .

?cvt2 ns:government.government_position_held.appointed_by ?appointed_by .
FILTER(?appointed_by = ns:m.02pkb1c).
FILTER (!isLiteral(?x) OR lang(?x) = ” OR langMatches(lang(?x), ’en’)).
FILTER(?x != ns:m.018qjq) }
Output:
Arizona (m.0vmt)

Table 11: Case Study 2
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