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Abstract

As large language models (LLMs) increasingly001
permeate the financial sector, there is a press-002
ing need for a standardized method to com-003
prehensively assess their performance. Exist-004
ing financial benchmarks often suffer from lim-005
ited language and task coverage, low-quality006
datasets, and inadequate adaptability for LLM007
evaluation. To address these limitations, we008
introduce Golden Touchstone, the first com-009
prehensive bilingual benchmark for financial010
LLMs, encompassing eight core financial NLP011
tasks in both Chinese and English. Developed012
from extensive open-source data collection013
and industry-specific demands, this benchmark014
thoroughly assesses models’ language under-015
standing and generation capabilities. Through016
comparative analysis of major models such as017
GPT-4o, Llama3, FinGPT, and FinMA, we re-018
veal their strengths and limitations in process-019
ing complex financial information. Addition-020
ally, we open-source Touchstone-GPT, a finan-021
cial LLM trained through continual pre-training022
and instruction tuning, which demonstrates023
strong performance on the bilingual benchmark024
but still has limitations in specific tasks. This025
research provides a practical evaluation tool for026
financial LLMs and guides future development027
and optimization.028

1 Introduction029

The rapid development of both proprietary (Brown030

et al., 2020; Ouyang et al., 2022; OpenAI, 2023;031

Anthropic, 2024; Team et al., 2023) and open-032

source Large Language Models (LLMs) (Touvron033

et al., 2023a,b; AI@Meta, 2024; Bai et al., 2023;034

Yang et al., 2024a; DeepSeek-AI, 2024; Young035

et al., 2024; Zeng et al., 2023; Baichuan, 2023;036

Gan et al., 2023; Zhang et al., 2022) has led to their037

increasing application in various fields, including038

finance (Wu et al., 2023; Lopez-Lira and Tang,039

2023), healthcare (Thirunavukarasu et al., 2023;040

Tian et al., 2023), and law (Cui et al., 2023; Xiao 041

et al., 2021). Among these, the financial sector 042

shown in Figure.1 stands out as a critical area for 043

LLM application due to its rich textual information 044

and high practical value. 045

In recent years, a variety of advanced financial 046

large language models (FinLLMs) have emerged, 047

capable of specialized tasks such as financial senti- 048

ment analysis, content summarization, stock move- 049

ment prediction, and question answering (Yang 050

et al., 2023; Xie et al., 2023; Li et al., 2023; Chen 051

et al., 2023; Zhang and Yang, 2023). These models 052

leverage unique frameworks and tuning methods 053

to enhance their performance on domain-specific 054

benchmarks, offering robust solutions for real- 055

world financial applications. However, existing 056

financial benchmarks often suffer from limited lan- 057

guage and task coverage, low-quality datasets, and 058

inadequate adaptability for LLM evaluation, lead- 059

ing to poor evaluation results (Shah et al., 2022; 060

Lu et al., 2023; Xie et al., 2023, 2024; Yang et al., 061

2023; Lei et al., 2023; Zhang et al., 2023). 062

To address these challenges, we propose Golden 063

Touchstone, the first comprehensive bilingual 064

benchmark for financial LLMs, encompassing 065

eight core financial NLP tasks in both Chinese 066

and English. Golden Touchstone provides high- 067

quality datasets, task-aligned metrics, and instruc- 068

tional templates to guide LLMs in generating 069

task-appropriate responses. We evaluated several 070

state-of-the-art models, including GPT-4o, Qwen-2, 071

Llama-3, FinGPT, and FinMA, on this benchmark. 072

Results indicate that while these models perform 073

well on tasks such as sentiment analysis and entity 074

extraction, there is significant room for improve- 075

ment in areas like stock movement prediction and 076

classification tasks. Additionally, we open-source 077

Touchstone-GPT, a financial LLM trained through 078

domain-specific continual pre-training and instruc- 079

tion tuning, which serves as a new baseline for 080

future research. 081
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Analyze the sentiment of this statement extracted 
from a financial news article. 

Given a text T, and several options, according to 
the question posed in the text T to choose the 

most appropriate option from the options as the 
answer.

Please classify the performance of the company's 
stock based on the impact of news on the stock 

data: price decrease or price increase.

······

Positive.

C.

Increase.

The investment method that typically requires the 
greatest amount of or most thorough due 

diligence from an investor is:
Option A: fund investing.
Option B: co-investing.

Option C: direct investing.

Shares of Standard Chartered ( STAN ) rose 1.2 
% in the FTSE 100, while Royal Bank of 

Scotland ( RBS
) shares rose 2 % and Barclays shares ( BARC ) 

( BCS ) were up 1.7 %.

+

+

Midea Group's subsidiary pilot program for a 
diversified employee stock ownership plan must 

align with the company's "Smart Home + 
Intelligent Manufacturing" dual-smart strategy or 
belong to a company-intended key cultivation and 

relatively independent industrial platform.

Financial 
Sentiment 
Analysis

Chartered 
Financial 

Analyst (CFA) 

Stock 
Movement 
Prediction

instruction input answer

+

Use your understanding of the content to express 
the main ideas and crucial details in a shorter, 

coherent, and natural sounding text.

+

The global next-generation display materials 
market is expected to reach $182.83 billion by 

2026. The growth of the market can be attributed 
to the adoption of organic light-emitting diode 

(OLED) technology in the display industry. There 
has been significant developments in the display 

industry in recent years. Many manufacturers 
have moved away from ……

Global Next Generation 
Display Materials 
Markets 2021-2026: 
Smartphones, 
Televisions and Monitors, 
Smartwatches, 
Automotive Displays, 
Laptops and Tablets.

Financial 
Content
Analysis

Figure 1: Financial large language models are designed to perform specialized tasks such as financial sentiment
analysis, content analysis, stock movement prediction, and financial analyst level question answering by interpreting
and processing structured instructions and various input data to generate precise outputs.

Our contributions are as follows:082

• Introduction of Golden Touchstone, the first083

comprehensive bilingual benchmark for finan-084

cial LLMs, encompassing 22 datasets across085

eight tasks in both Chinese and English.086

• Evaluation of state-of-the-art LLMs and Fin-087

LLMs on Golden Touchstone, highlighting088

their strengths and limitations across various089

tasks.090

• Open-sourcing of Touchstone-GPT, a finan-091

cial LLM trained through domain-specific092

continual pre-training and instruction tuning,093

fostering further advancements in financial094

AI.095

2 Benchmark Design096

2.1 Current Benchmark Status097

Existing open-source financial benchmarks have098

made significant strides in evaluating financial natu-099

ral language processing (NLP) tasks. FLUE (Shah100

et al., 2022) pioneered English financial NLP evalu-101

ation, covering sentiment analysis, news classifica-102

tion, and other critical tasks. Subsequently, PIXIU103

(Xie et al., 2023) and FinBen (Xie et al., 2024) ex-104

panded task coverage, while in the Chinese domain,105

BBT-Benchmark (Lu et al., 2023) introduced the106

first comprehensive Chinese financial evaluation 107

framework. 108

However, these benchmarks suffer from critical 109

limitations: 110

• Inconsistent data quality across different tasks 111

shown in Table.1. 112

• Challenges in numerical understanding by 113

large language models (Shen et al., 2023; 114

Akhtar et al., 2023; Schwartz et al., 2024) 115

• Lack of bilingual assessment capabilities 116

To address these limitations, we propose a uni- 117

fied benchmark that integrates high-quality finan- 118

cial datasets from both English and Chinese do- 119

mains. Our approach aims to provide a more com- 120

prehensive and linguistically diverse evaluation of 121

financial large language models (LLMs). 122

2.2 Golden Touchstone Benchmark Design 123

Addressing these critical limitations, we introduce 124

the Golden Touchstone benchmark, a comprehen- 125

sive bilingual evaluation framework designed to 126

holistically assess financial language models. Con- 127

ceptualized around two primary dimensions—task 128

types and language coverage—our approach repre- 129

sents a significant departure from existing evalua- 130

tion methodologies. The overview framework can 131

be seen in Figure.2. Firstly, our Golden Touchstone 132
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Table 1: Diversity of Financial Analysis Tasks Across Different Benchmarks

Benchmarks Sent. Anal. Classif. Ent. Extr. Rel. Extr. Multi. Choice Summ. Quest. Ans. Stock Pred.

FinGPT-Bench (Wang et al., 2023) ✓ ✓ ✓ ✓
FinBen (Xie et al., 2024) ✓ ✓ ✓ ✓ ✓ ✓ ✓
BBT-Fin (Lu et al., 2023) ✓ ✓ ✓ ✓ ✓ ✓
Fin-Eval (Zhang et al., 2023) ✓
CFBenchmark (Lei et al., 2023) ✓ ✓ ✓ ✓ ✓

Golden-Touchstone ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

benchmark categorizes financial NLP tasks across133

two dimensions:134

1. Task type: Natural Language Understand-135

ing (NLU) and Natural Language Generation136

(NLG)137

2. Language: English and Chinese138

The benchmark strategically integrates English139

and Chinese datasets across eight sophisticated sub-140

tasks, spanning Natural Language Understanding141

(NLU) and Natural Language Generation (NLG).142

By carefully curating high-quality datasets from ex-143

isting benchmarks and datasets. The detailed data144

statistics are shown in Appendix.A. The benchmark145

encompasses eight critical sub-tasks:146

• Sentiment Analysis: Utilizing datasets like147

FPB (Malo et al., 2014) and FiQA-SA (Maia148

et al., 2018) and FinFE-CN (Lu et al., 2023)149

• Classification: Integrating Headlines (Sinha150

and Khandait, 2021), FOMC (Shah et al.,151

2023), and LendingClub (Feng et al., 2023)152

and FinNL-CN (Lu et al., 2023) datasets153

• Entity Recognition: Using NER (Alvarado154

et al., 2015) and FinESE-CN (Lu et al., 2023)155

datasets156

• Relation Extraction: Incorporating FinRED157

(Sharma et al., 2022) and FinRE-CN (Lu et al.,158

2023) datasets159

• Multiple Choice: Drawing from CFA (Yang160

et al., 2024b) and FinEval (Zhang et al., 2023)161

and CPA (Yang et al., 2024b) datasets162

• Summarization: Employing EDTSUM163

(Zhou et al., 2021) and FinNA-CN (Lu et al.,164

2023) datasets165

• Question Answering: Utilizing FinQA (Chen166

et al., 2021) and FinQA-CN and FinCQA-CN167

(Lu et al., 2023) datasets168

• Stock Movement Prediction: Introducing 169

news-based prediction using CMIN-US and 170

CMIN-CN (Luo et al., 2023) datasets 171

By addressing previous benchmarks’ limitations, 172

our approach provides a more robust, comprehen- 173

sive, and linguistically diverse framework for eval- 174

uating financial large language models. The bench- 175

mark not only expands task coverage but also ad- 176

dresses critical challenges in current financial NLP 177

evaluation methodologies. Key methodological in- 178

novations include: 179

1. Replacing time-series tabular data with news- 180

based stock prediction 181

2. Ensuring bilingual task alignment 182

3. Selecting datasets with consistent and high- 183

quality labeling 184

4. Developing a unified evaluation approach 185

across different financial NLP tasks 186

3 Experiments 187

3.1 Experimental Setup 188

Baselines. We conducted an extensive experi- 189

mental evaluation against the Golden Touchstone 190

Benchmark, incorporating a comprehensive array 191

of models. For all models and inference tasks, 192

we set the PyTorch and CUDA random seeds and 193

configured the model with a greedy decoding strat- 194

egy. This ensures reproducibility of experimen- 195

tal results and eliminates the influence of sam- 196

pling decoding strategies on the final generated 197

outputs. This included cutting-edge commercial 198

models such as GPT-4o (OpenAI, 2023), along- 199

side prominent open-source alternatives like Meta 200

Llama-3 (AI@Meta, 2024) and Alibaba Qwen-2 201

(Yang et al., 2024a). Additionally, we integrated 202

the latest and most influential financial language 203

models (FInLLMs), namely FinGPT (Yang et al., 204

2023), FinMA (Xie et al., 2024), CFGPT (Li et al., 205

2023), and DISC-FinLLM (Chen et al., 2023). 206
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NLU NLG

EN

CN

Financial Text 
Understanding

Headlines

FOMC

Lendingclub

Financial Sentiment Analysis

FiQA-SA

Financial Knowledge 
Examination

CFA

Financial Summary Analysis
EDTSUM

Financial Info Extraction
NER

Financial Question Answering

FinQA

Convfinqa

Financial Sentiment Analysis

FinFE-CN

Financial Knowledge 
Examination

CPA

FinEval

Financial Info Extraction

FinESE-CN

Financial Text 
Understanding

FinNL-CN

Financial Summary Analysis

FinNA-CN

Financial Question Answering

FinQA-CN

FinCQA-CN

FPB

FinRE

FinRE-CN

CMIN-US

CMIN-CN

Figure 2: Financial NLP tasks are categorized along two dimensions: task types, divided into financial NLU (Natural
Language Understanding) and financial NLG (Natural Language Generation), and language, categorized as English
and Chinese. We organized the collected high-quality datasets along these axes.

These models were meticulously selected to rep-207

resent a diverse spectrum of capabilities, ranging208

from general-purpose language understanding to209

specialized financial domain expertise. Our experi-210

ments aimed to rigorously assess the performance,211

robustness, and adaptability of each model within212

the context of financial data processing and analy-213

sis. The results provide valuable insights into the214

strengths and limitations of current state-of-the-art215

models, offering a foundation for future advance-216

ments in financial language modeling.217

Touchstone-GPT Training. To further con-218

tribute to the research and development of FIn-219

LLMs and Financial benchmarks for LLMs, we220

have meticulously trained and open-sourced a221

Touchstone-GPT model. This initiative aims to222

serve as a valuable resource for advancing the223

field, providing a robust and versatile model that224

can be utilized for a wide range of financial lan-225

guage tasks. We adopted a two-stage training strat-226

egy comprising continuous pre-training and post-227

training, based on the Qwen-2 (Yang et al., 2024a)228

foundational model. During the continuous pre-229

training phase, we initially conducted pre-training230

on a high-quality financial corpus containing 100231

billions tokens, which included textbooks, encyclo-232

pedias, research reports, news articles, and real-233

time analysis, all meticulously cleaned. In the234

post-training phase, we employed a standard in- 235

struction fine-tuning strategy, collecting, cleaning, 236

and formatting a high-quality dataset of 300,000 237

instruction-response pairs shown in Tabel.4 and Ta- 238

ble.5. To avoid catastrophic forgetting in general 239

tasks, we also incorporated general-domain pre- 240

training corpora (Gan et al., 2023) and instruction- 241

tuning corpora (Peng et al., 2023) into continu- 242

ous pre-training and post-training. This culmi- 243

nated in the final Touchstone-GPT model. We 244

utilized Megatron(Shoeybi et al., 2019) for contin- 245

uous pre-training and LlamaFactory(Zheng et al., 246

2024) for instruction post-training as our training 247

frameworks, respectively. In this study, we em- 248

ploy an advanced model training setup using the 249

AdamW optimizer (Kingma and Ba, 2014) with a 250

learning rate of 1.0e-5, cosine annealing scheduler 251

(Szegedy et al., 2016), and a 10% warmup ratio (He 252

et al., 2016; Goyal et al., 2017) to enhance training 253

stability and convergence. We enable gradient ac- 254

cumulation (Shoeybi et al., 2019) and checkpoint- 255

ing (Chen et al., 2016) to simulate larger batch 256

sizes and reduce memory footprint. Training is 257

conducted in mixed bfloat16 precision (Micikevi- 258

cius et al., 2017; Wang and Kanwar, 2019) with 259

DeepSpeed’s ZeRO-1 optimization (Rajbhandari 260

et al., 2020), reducing memory consumption and al- 261

lowing for larger model training. This comprehen- 262
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sive setup optimizes efficiency and performance,263

providing an effective solution for large-scale deep264

learning model training.265

Our training was conducted on 4 NVIDIA DGX266

servers, each equipped with 8 A100 GPUs, and267

spanned a period of 4 weeks. Inference was per-268

formed on a single NVIDIA DGX server with eight269

A100 GPUs, utilizing parallel batch inference. Dur-270

ing the pre-training phase, we employed a data271

packing strategy (Krell et al., 2021) and batch dy-272

namic right padding strategy in the instruction tun-273

ing phase (Wolf et al., 2020), while the inference274

phase incorporated a batch left padding strategy275

(Wolf et al., 2020).276

3.2 Evaluation Results277

In this section, we provide a detailed analysis of278

the evaluation and results for both the English and279

Chinese benchmarks. We discuss task-specific per-280

formances and identify key areas of strengths and281

weaknesses for each model. The following sections282

present insights for the English and Chinese bench-283

marks, each highlighting the differences in model284

capabilities across a variety of NLP tasks.285

From the perspective of individual models in286

Figure.3, GPT-4o shows strong performance in287

sentiment analysis and structured tasks like mul-288

tiple choice, indicating robust general language289

understanding capabilities. However, its weakness290

lies in relation extraction and detailed entity ex-291

traction, which require detailed understanding of292

complex financial relations. FinMA-7B stands293

out in sentiment tasks but lacks versatility, espe-294

cially in question answering and summarization,295

likely due to the absence of targeted training for296

diverse NLP challenges. Qwen-2-7B-Instruct has297

a balanced yet modest performance, doing well298

in sentiment analysis but struggling significantly299

in question answering and summarization, which300

suggests a need for more specialized post-training.301

Llama-3-8B-Instruct excels in english NLU tasks,302

but shows limitations in tasks requiring chinese303

tasks, such as entity and relation analysis. The met-304

rics of FinGPT-8B-lora indicating that the current305

level of domain-specific tuning is insufficient for306

complex financial tasks. Finally, DISC-FinLLM-307

Full and CFGPT1-7B-Full demonstrate moderate308

strengths in entity extraction tasks but lack the ro-309

bustness needed for broader NLP capabilities, re-310

vealing significant gaps in financial language com-311

prehension.312

From a task perspective in Figure.4, we ob- 313

serve that Sentiment Analysis generally yields 314

high scores across most models, particularly for 315

the English benchmark, indicating that sentiment 316

understanding, even in financial contexts, is rela- 317

tively well addressed by these models. In contrast, 318

Relation Extraction and Question Answer in fi- 319

nancial domain exhibit notably lower performance, 320

especially for the Chinese benchmark. These re- 321

sults suggest that capturing financial relationships 322

and classifying detailed financial statements pose 323

greater challenges, requiring more sophisticated 324

training datasets or better model architectures. The 325

LendingClub dataset in Classification is a special- 326

ized dataset in the field of risk control, requiring 327

more targeted fine-tuning to achieve good results. 328

Stock Movement Prediction also shows low per- 329

formance across most models, with only a few 330

models such as GPT-4o demonstrating relatively 331

moderate performance, but it is still practically un- 332

usable, highlighting the inherent difficulty of this 333

task. Market prediction relying solely on news in- 334

formation is likely insufficient; volume-price data 335

and factor analysis can provide more comprehen- 336

sive information. However, current large language 337

models are unable to process these inputs, which 338

is a significant area of future research. Summa- 339

rization also stands out as a weak area for most 340

models, with consistently low BLEU and Rouge 341

scores, reflecting the challenges in generating con- 342

cise, coherent summaries of complex financial text. 343

Overall, the insights suggest that while models 344

like GPT-4o, FinMA-7B, and Touchstone-GPT 345

have particular strengths in sentiment analysis and 346

some structured tasks, the overall capability to han- 347

dle comprehensive financial NLP tasks remains lim- 348

ited. Most models require targeted improvements, 349

especially for relation extraction, summarization, 350

question answering and stock movement prediction 351

in both English and Chinese contexts. This calls 352

for more domain-specific training and the develop- 353

ment of specialized datasets that focus on capturing 354

the detailed and often complex financial language, 355

which is crucial for advancing the performance 356

of financial large language models. Furthermore, 357

while Touchstone-GPT demonstrates competitive 358

performance across various tasks due to its robust 359

pre-training and instruction tuning, ongoing refine- 360

ments and specialized tuning efforts are needed to 361

address specific deficiencies observed in tasks such 362

as summarization, relation extraction, question an- 363

5



Se
nti

men
t A

na
lys

is

Clas
sifi

cat
ion

En
tity

 Ex
tra

cti
on

Su
mmari

zat
ion

Que
stio

n A
nsw

er

Re
lat

ion
 Ex

tra
cti

on

Mult
iple

 Cho
ice

Sto
ck 

Mov
em

en
t P

red
ict

ion
0.0

0.2

0.4

0.6

0.8

1.0

Pe
rfo

rm
an

ce
 S

co
re

Model Performance on English Tasks
Average
GPT-4o
FinMA-7B
Qwen2-7B-Instruct
Llama3-8B-Instruct
FinGPT-8B-lora
Touchstone-GPT

Se
nti

men
t A

na
lys

is

Clas
sifi

cat
ion

En
tity

 Ex
tra

cti
on

Su
mmari

zat
ion

Que
stio

n A
nsw

er

Re
lat

ion
 Ex

tra
cti

on

Mult
iple

 Cho
ice

Sto
ck 

Mov
em

en
t P

red
ict

ion

Pe
rfo

rm
an

ce
 S

co
re

Model Performance on Chinese Tasks
Average
GPT-4o
Qwen2-7B-Instruct
Llama3-8B-Instruct
CFGPT1-7B-Full
DISC-FinLLM-Full
Touchstone-GPT

Figure 3: Comparison of Model Performance Across Tasks. Each subplot represents the performance of a models
on both English and Chinese tasks. The bars indicate the model’s performance on each task, while the dashed red
line represents the average performance across all models for that task.
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Figure 4: Comparison of different models’ performance across tasks in the Golden Touchstone benchmark,
illustrating average performance for English and Chinese tasks respectively.
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swering and stock movement prediction.364

4 Related Works365

4.1 Financial Large Language Models366

In recent years, large language models (LLMs) tai-367

lored for the financial domain have gained signif-368

icant attention. BloombertGPT (Wu et al., 2023)369

marked the beginning of the FinLLM era. Fin-370

GPT (Yang et al., 2023) introduced an open-source371

framework emphasizing a data-centric approach372

with lightweight low-rank adaptation techniques.373

PIXIU (Xie et al., 2023) provided a comprehensive374

framework, presenting the first financial LLM fine-375

tuned on LLaMA with a 136K instruction dataset376

and evaluation benchmark. CFGPT (Li et al.,377

2023) developed a Chinese Financial Generative378

Pre-trained Transformer framework, encompass-379

ing dataset, model, and deployment capabilities.380

DISC-FinLLM (Chen et al., 2023) enhanced gen-381

eral LLMs through a multiple experts fine-tuning382

framework, expanding domain-specific capabili-383

ties.384

4.2 Benchmarks for FinLLMs385

The landscape of financial LLM benchmarks has386

evolved across English and Chinese domains.387

FLUE (Shah et al., 2022) introduced the first open-388

source benchmark for financial language under-389

standing, covering five critical financial tasks. Fin-390

GPT (Yang et al., 2023) expanded the evaluation391

by introducing financial relation extraction and392

prompt-based instruction tuning. PIXIU (Xie et al.,393

2023) and FinBen (Xie et al., 2024) provided com-394

prehensive financial task datasets. In the Chinese395

domain, BBT-Benchmark (Lu et al., 2023), FinEval396

(Zhang et al., 2023), and CFBenchmark (Lei et al.,397

2023) developed evaluation frameworks for finan-398

cial NLP tasks.399

Existing benchmarks still face significant chal-400

lenges, including inconsistent data quality and task401

biases. This work aims to address these limitations402

by integrating high-quality bilingual datasets to403

create a more comprehensive FinLLM evaluation404

benchmark.405

5 Conclusion406

In this study, we introduce the Golden Touchstone407

benchmark, the inaugural structured and compre-408

hensive bilingual benchmark specifically designed409

for English-Chinese financial NLP. This bench-410

mark encompasses a wide array of financial NLP411

tasks, including Natural Language Understanding 412

(NLU) and Natural Language Generation (NLG) 413

across eight categories: Sentiment Analysis, Clas- 414

sification, Entity Extraction, Summarization, Stock 415

Market Prediction, Question Answering, Relation 416

Extraction, and Multiple Choice. By leveraging ex- 417

isting high-quality open-source financial datasets, 418

we curated representative datasets and selected ap- 419

propriate evaluation metrics for each task category. 420

Utilizing these resources, we conducted extensive 421

evaluations of current models such as GPT-4o and 422

prominent open-source financial LLMs, including 423

FinGPT and FinMA, thereby establishing perfor- 424

mance benchmarks for financial LLMs within bilin- 425

gual contexts. Moreover, we contributed to the 426

community by open-sourcing Touchstone-GPT, a 427

robust financial LLM that employs a two-stage 428

training approach and has demonstrated superior 429

input-based inference capabilities on the Golden 430

Touchstone benchmark compared to GPT-4o. Our 431

open-source initiative provides a bilingual English- 432

Chinese evaluation framework aimed at fostering 433

the sustainable development of LLMs in a multilin- 434

gual financial environment. 435

6 Limitations 436

Despite these advancements, the benchmark cur- 437

rently exhibits certain limitations, including a lim- 438

ited range of NLG tasks and a focus solely on 439

single-modality. Future enhancements will include 440

the integration of additional NLG tasks, such as 441

extended text generation for financial report analy- 442

sis and more sophisticated sentiment assessments. 443

Furthermore, we plan to expand the benchmark 444

to cover other financial sectors such as insurance, 445

cryptocurrency, and futures trading, thus broaden- 446

ing the scope and applicability of financial LLM 447

assessments across diverse scenarios. Also, the 448

performance of Touchstone-GPT on specific tasks 449

within the Golden Touchstone benchmark, partic- 450

ularly in stock market prediction, requires further 451

improvement. Our subsequent research will ex- 452

plore the incorporation of agent-based and retrieval- 453

augmented generation (RAG) methods to augment 454

the model’s capabilities in numerical computation 455

and real-time news analysis. Additionally, we aim 456

to venture into multimodal modeling, integrating 457

visual data and time-series data for tasks such as fi- 458

nancial time-series forecasting, financial chart anal- 459

ysis, and content generation. 460
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Table 2: Performance metrics of financial large language models across english tasks like Sentiment Analysis,
Classification, and Summarization. Models include GPT-4o, Llama-3-8B, Qwen-2-7B, FinMA-7B, FinGPT-8B,
and Touchstone-GPT. The best results of each dataset are marked in bold.

Task Dataset Metrics GPT-4o FinMA-7B
full

Qwen-2-7B
Instruct

Llama-3-8B
Instruct

FinGPT-8B
lora

Touchstone
GPT

Sentiment
Analysis

FPB Weighted-F1 0.8084 0.9400 0.7965 0.7631 0.2727 0.8576
ACC 0.8093 0.9402 0.8000 0.7660 0.3072 0.8557

Fiqa-SA Weighted-F1 0.8106 0.8370 0.6726 0.7515 0.5885 0.8591
ACC 0.7702 0.8340 0.5957 0.7064 0.5872 0.8638

Classification

Headlines Weighted-F1 0.7857 0.9739 0.7278 0.7006 0.4516 0.9866
ACC 0.7931 0.9739 0.7252 0.7004 0.4331 0.9866

FOMC Weighted-F1 0.6603 0.3988 0.6112 0.4904 0.2758 0.8788
ACC 0.6794 0.4274 0.6210 0.5625 0.2702 0.8790

lendingclubWeighted-F1 0.6730 0.1477 0.5938 0.5943 0.5480 0.9783
MCC 0.1642 -0.6218 0.1714 0.1670 -0.1120 0.9297

Entity
Extraction NER Entity-F1 0.1800 0.6200 0.2875 0.2973 0.0231 0.6993

Relation
Extraction FinRE Relation-F1 0.1613 0.0054 0.1083 0.0540 0.0100 0.5331

Multiple
Choice CFA Weighted-F1 0.7700 0.2200 0.6697 0.5800 0.3993 0.7497

ACC 0.7700 0.2400 0.6700 0.5800 0.3800 0.7500

Summarization EDTSUM

Rouge-1 0.1675 0.1566 0.1466 0.1467 0.0622 0.5254
Rouge-2 0.0556 0.0491 0.0433 0.0429 0.0085 0.3446
Rouge-L 0.1069 0.1060 0.0857 0.0930 0.0412 0.4705
BLEU 0.1192 0.1361 0.0999 0.1085 0.0592 0.4512

Question
Answering

Finqa RMACC 0.1037 0.0497 0.0270 0.0470 0.0110 0.2258
Convfinqa RMACC 0.2540 0.0953 0.0644 0.1477 0.0772 0.5053

Stock Movement
Prediction CMIN-US Weighted-F1 0.5025 0.2639 0.4112 0.3722 0.3379 0.5036

ACC 0.5149 0.3446 0.5104 0.4955 0.4154 0.5144

Table 3: Performance metrics of financial large language models across chinese tasks like Sentiment Analysis,
Classification, and Summarization. Models include GPT-4o, Llama-3-8B, Qwen-2-7B, CFGPT-7B, DISC-FinLLM,
and Touchstone-GPT. The best results of each dataset are marked in bold.

Task Dataset Metrics GPT-4o Qwen-2-7B
Instruct

Llama-3-8B
Instruct

CFGPT1-7B
Full

DISC-FinLLM
Full

Touchstone
GPT

Sentiment
Analysis FinFe-CN Weighted-F1 0.6593 0.6274 0.3633 0.2528 0.4177 0.7888

ACC 0.6500 0.6436 0.4891 0.2732 0.4292 0.7936

Classification FinNL-CN ORMACC 0.3303 0.0622 0.0747 0.0894 0.0011 0.8360

Entity
Extraction FinESE-CN ORMACC 0.6867 0.3678 0.3088 0.3863 0.4346 0.9074

Relation
Extraction FinRE-CN RMACC 0.2754 0.1330 0.1296 0.0678 0.1182 0.6541

Multiple
Choice

FinEval Weighted-F1 0.7364 0.7230 0.4432 0.3543 0.4288 0.7361
ACC 0.7353 0.7235 0.4471 0.3529 0.4294 0.7353

CPA Weighted-F1 0.6312 0.6957 0.3421 0.3543 0.3451 0.9238
ACC 0.6309 0.6960 0.3504 0.3553 0.3518 0.9238

Summarization FinNA-CN

Rouge-1 0.3197 0.3326 0.3477 0.1018 0.3486 0.5526
Rouge-2 0.1434 0.1597 0.1702 0.0263 0.1678 0.3603
Rouge-L 0.2511 0.2644 0.2802 0.0650 0.2997 0.5214
BLEU 0.1423 0.1541 0.1672 0.0238 0.1885 0.3944

Question
Answering

FinQa-CN RMACC 0.6578 0.5043 0.4540 0.1126 0.3949 0.9214
FinCQa-CN RMACC 0.4765 0.3422 0.3787 0.2714 0.2134 0.8552

Stock Movement
Prediction CMIN-CN Weighted-F1 0.4858 0.3963 0.4497 0.3549 0.0329 0.4735

ACC 0.4988 0.4723 0.4858 0.3584 0.0332 0.4878
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A Overview of Finance Evaluation757

Datasets by Task Type, Sample Sizes758

(Training, Validation, Test), and759

Evaluation Metrics760

In the Table.4 and 5, we show the overview of fi-761

nance evaluation datasets by task type, sample sizes762

(training, validation, test), and evaluation metrics763

B Inference Template of Large Language764

Models765

The Table.6 showcases how inference templates766

vary across different models. It is crucial to select767

the appropriate template for constructing correct768

inputs when inferring on the test sets of datasets.769

An incorrect template can significantly impair the770

performance of a model. We have observed that the771

underperformance of some large financial language772

models in some benchmarks is precisely due to not773

selecting the appropriate templates for evaluation.774

For more details of training and inference template,775

please refer to our open-source code repository on776

Github.777

C Typical Case Study Analysis of Typical778

Financial NLP Tasks779

This appendix provides a detailed case study analy-780

sis for some typical financial NLP tasks: financial781

sentiment analysis, text classification, entity extrac-782

tion, and stock movement prediction. Each analysis783

is presented in a separate table, categorizing data784

sets, instructions, inputs, labels, and predictions785

from multiple models.786

Financial Sentiment Analysis As demonstrated787

in Table 7, financial sentiment classification is788

one of the simpler tasks for benchmarks in finan-789

cial NLP, resulting in high performance across790

all models tested. General-purpose models (GPT-791

4o, Qwen-2, Llama-3) provide not only the an-792

swer but also a detailed analysis, despite not be-793

ing specifically fine-tuned on the FiQA-SA dataset.794

In contrast, specialized models (FinGPT, FinMA,795

Touchstone-GPT) that have undergone instruction796

tuning deliver straightforward, direct responses,797

illustrating their efficiency and focus in domain-798

specific applications.799

Credit Rating Analysis In the classification task800

using the LendingClub dataset, which poses a chal-801

lenging credit rating task, the models face a com-802

plex array of professional financial information evi-803

dent in the input fields. Consequently, most models804

do not perform optimally. Among general mod- 805

els, GPT-4o exhibits the best performance, demon- 806

strating the capabilities of large-scale models. In 807

the realm of specialized financial language models, 808

Touchstone-GPT, with its high-quality instruction 809

tuning, significantly outperforms FinMA and Fin- 810

GPT, which are only minimally tuned with Lora. 811

Financial NER In this information extraction 812

task, most models demonstrated an understanding 813

of the task intent and adhered to the instructions, 814

signifying that even in the era of large language 815

models, models like Qwen-2 and Llama-3 actually 816

outperformed GPT-4o. In particular, specialized 817

models such as FinMA and Touchstone-GPT, with 818

more comprehensive instruction tuning, responded 819

accurately and succinctly, highlighting their en- 820

hanced capability and focus on domain-specific 821

tasks. 822

Stock Movement Prediction The Stock Move- 823

ment Prediction task is one of the most challenging 824

tasks, as it requires models to predict the daily fluc- 825

tuations of the CMIN-US based solely on the 5-day 826

news items. From the results in Table.4, it is ev- 827

ident that GPT-4o performed the best, yet it still 828

falls short of practical utility. Even Touchstone- 829

GPT, despite specialized instruction tuning, per- 830

formed poorly. Our analysis suggests that the senti- 831

ment of news items may not reliably predict stock 832

movements and that incorporating quantitative data 833

is essential for achieving practical model perfor- 834

mance. Similar conclusions were drawn from ex- 835

periments with traditional machine learning meth- 836

ods like XGBoost. Nevertheless, aside from sim- 837

pler tasks like financial sentiment analysis, we also 838

pose challenging tasks such as stock prediction, 839

which are closer to real-world applications, leaving 840

more room for benchmark challenges and explo- 841

ration. Multimodal fusion of news and quantitative 842

data represents a promising future direction, and 843

we look forward to seeing models excel in these 844

tasks. 845

Due to the similar performance of models across 846

corresponding task types on the Chinese bench- 847

mark, we will not reiterate these comparisons and 848

analysis here. 849
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Table 4: Overview of English Finance Evaluation Datasets by Task Type, Sample Sizes (Training, Validation, Test),
and Evaluation Metrics

Task Dataset Train Valid Test Metrics

Sentiment Analysis
FPB 3100 776 970

Weighted-F1
ACC

FiQA-SA 750 188 235
Weighted-F1

ACC

Classification

Headlines 71900 10300 20500
Weighted-F1

ACC

FOMC 1984 - 496
Weighted-F1

ACC

lendingclub 9417 1345 2691
Weighted-F1

MCC

Entity Recognition NER 408 103 98 Entity-F1

Relation Extraction FinRE 27558 - 5112 Relation-F1

Multiple Choice CFA 1884 100 20
Weighted-F1

ACC

Summarization EDTSUM 8000 - 2000
ROUGE
BLEU

Question Answering FinQa 6251 883 1147 RMACC
ConvfinQa 8890 2210 1490 RMACC

Stock Movement Prediction CMIN-US 88297 9010 8480
Weighted-F1

ACC

Table 5: Overview of Chinese Finance Evaluation Datasets by Task Type, Sample Sizes (Training, Validation, Test),
and Evaluation Metrics

Task Dataset Train Valid Test Metrics

Sentiment Analysis FinFE-CN 16157 2020 2020
Weighted-F1

ACC

Classification FinNL-CN 7071 884 884 ORMACC

Entity Extraction FinESE-CN 14252 1781 1782 ORMACC

Relation Extraction FinRE-CN 13486 1489 3727 RMACC

Multiple Choice
FinEval 1071 170 3340

Weighted-F1
ACC

CPA 6268 1444 6
Weighted-F1

ACC

Summarization FinNA-CN 28800 3600 3600
ROUGE
BLEU

Question Answering FinQa-CN 19906 2469 2480 RMACC
FincQa-CN 21965 2741 2745 RMACC

Stock Movement Prediction CMIN-CN 214873 23904 23571
Weighted-F1

ACC

13



Table 6: Comparison of Inference Templates Across Different Models for Dataset Evaluation

Model Template

GPT-4o
"<|im_start|>system{{system_prompt}}<|im_end|>\n"
"<|im_start|>user{{instruction}}{{input}}<|im_end|>\n"
"<|im_start|>assistant\n"

Qwen-2
"<|im_start|>system{{system_prompt}}<|im_end|>\n"
"<|im_start|>user{{instruction}}{{input}}<|im_end|>\n"
"<|im_start|>assistant\n"

Llama-3

"<|start_header_id|>system<|end_header_id|>"
"{{system_prompt}}<|eot_id|>\n"
"<|start_header_id|>user<|end_header_id|>"
"{{instruction}}{{input}}<|eot_id|>\n"
"<|start_header_id|>assistant<|end_header_id|>\n"

FinGPT
"Instruction:{{instruction}}"
"Input{{input}}\nAnswer:"

FinMA
"Human:{{instruction}}{{input}}\n"
"Assistant:\n"

CFGPT "{{instruction}}{{input}}\n"

DISC-FinLLM "<reserved_102>
{{instruction}}{{input}}<reserved_103>"

Touchstone
"<|im_start|>system{{system_prompt}}<|im_end|>\n"
"<|im_start|>user{{instruction}}{{input}}<|im_end|>\n"
"<|im_start|>assistant\n"
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Table 7: Detailed Case Study Analysis of Financial Sentiment Analysis on the FiQA-SA dataset, Financial Text
Classification on the LendingClub dataset, Financial Entity Extraction on NER dataset, Stock Movement Prediction
on DJIA dataset.

Dataset Instruction Input Label Model Prediction

FiQA-SA
What is the sentiment of the following
financial post: Positive, Negative, or
Neutral?

@Joerazorback This time I think
$AAPL will miss again. Generally
speaking market is near top when ev-
eryone thinks that market goes only
up.

Negative

GPT-4o The sentiment of this financial post is Nega-
tive. The user expresses doubt about Apple’s
performance, suggesting that they think the stock
will miss expectations. Additionally, the phrase
about the market being "near top" implies a bear-
ish outlook, indicating that the market may de-
cline after its current uptrend.

Qwen-2 The sentiment of the given financial post is Neg-
ative. The user is predicting that Apple’s stock
price ($AAPL) will miss or fail to meet expec-
tations, and they also suggest that the market
might be nearing its peak when everyone is opti-
mistic about continuous upward movement.

Llama-3 The sentiment of this post is Negative. The au-
thor is predicting that Apple’s stock (AAPL)
will miss expectations, which is a negative view.
Additionally, the author is suggesting that the
market is near a top, implying that a downturn
is likely, which is also a negative sentiment.

FinGPT Negative
FinMA Negative
Touchstone

GPT Negative

LendingClub

Assess the client’s loan status based on
the following loan records from Lend-
ing Club. Respond with only ’good’ or
’bad’.

The client has attributes as follows: ...
The state of Employment Length is 2
years. The state of Home Ownership
is RENT. The state of Verification Sta-
tus is Verified. The state of Annual
Income is 83000.0.

Good

GPT-4o Good
Qwen-2 Good
Llama-3 Good
FinGPT Bad
FinMA Bad
Touchstone

GPT Good

NER
In the sentences extracted from finan-
cial agreements in U.S. SEC filings,
identify the named entities.

WHEREAS: (A) The Borrower intends
to develop a plant in France for the
production of solar grade silicon.

Borrower, PER;
France, LOC

GPT-4o France, LOC
Qwen-2 Borrower, PER; France, LOC; solar grade sili-

con, ORG
Llama-3 Borrower, PER; France, LOC
FinGPT The Borrower intends to develop a plant in

France for the production of solar grade silicon
FinMA Borrower, PER; France, LOC
Touchstone

GPT Borrower, PER; France, LOC

CMIN-US Based on the news about the stock in
the past five trading days......

NEWS1: Biden Urges CEOs to Im-
prove U.S. Cybersecurity After At-
tacks...

0

GPT-4o Rise
Qwen2 Decrease
Llama-3 Decrease
FinGPT ""
FinMA Rise
Touchstone

GPT Rise
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