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Abstract

The selection of hyperparameters, such as prompt templates in large language
models (LLMs), must often strike a balance between reliability and cost. In
many cases, structural relationships between the expected reliability levels of the
hyperparameters can be inferred from prior information and held-out data – e.g.,
longer prompt templates may be more detailed and thus more reliable. However,
existing hyperparameter selection methods either do not provide formal reliability
guarantees or are unable to incorporate structured knowledge in the hyperparameter
space. This paper introduces reliability graph-based Pareto testing (RG-PT), a
novel multi-objective hyperparameter selection framework that maintains formal
reliability guarantees in terms of false discovery rate (FDR), while accounting for
known relationships among hyperparameters via a directed acyclic graph. Edges in
the graph reflect expected reliability and cost trade-offs among hyperparameters,
which are inferred via the Bradley-Terry (BT) ranking model from prior information
and held-out data. Experimental evaluations demonstrate that RG-PT significantly
outperforms existing methods such as learn-then-test (LTT) and Pareto testing (PT)
through a more efficient exploration of the hyperparameter space.

1 Introduction

1.1 Context and Motivation

Consider the problem of selecting prompt templates for a large language model (LLM)-based
sentiment analysis task [1]. In this setting, the LLM receives a natural language prompt template
along with a movie review as input, and the goal is to determine whether the sentiment expressed
in the review is positive or negative. As illustrated in Fig. 1, the prompt templates λ are chosen
from a set of pre-determined choices Λ, and the objective is to identify prompt templates λ that elicit
consistently accurate responses across inputs [1].

Longer prompts often yield more reliable outputs [2]. However, they are also more costly to the
end user when pay-per-token billing schemes are applied. This is commonly the case for enterprise
software incorporating AI-driven analytics or hosted LLM endpoints via the LLM application
programming interface (API) [3]. As exemplified in Fig. 1a, this suggests that the reliability of
different prompt templates follows a directed acyclic graph (DAG) structure with nodes closer to the
roots corresponding to more costly prompt templates with a higher expected reliability.

An ideal prompt engineering scheme would apply hyperparameter selection methods capable of
selecting prompt templates that are as short as possible while enduring formal reliability guarantees.
Existing hyperparameter selection methods, however, either do not meet formal reliability require-
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Figure 1: Illustrative example for prompt engineering in LLM-based sentiment analysis: (a) Prompt
template candidates in set Λ have expected reliability levels that can be arranged on a reliability graph
(RG), so that each parent prompt template is expected to be more reliable than its child prompts; (b)
Distribution of the length of the shortest prompt templates identified by LTT [4], PT [5], and the
proposed RG-PT for the Stanford Sentiment Treebank dataset [6] (see Sec. 4.1 for details).

ments [7, 8], or cannot incorporate the structured knowledge encoded in a graph like the DAG in Fig.
1a.

In particular, Learn-Then-Test (LTT) [4] pioneered the use of multiple hypothesis testing (MHT)
for hyperparameter selection, providing formal guarantees on the reliability of the returned subset
of hyperparameters. However, LTT cannot incorporate structured information about relative ex-
pected reliability levels of the hyperparameters. Pareto Testing (PT) [5] builds on LTT to address
multi-objective optimization problems. Specifically, PT infers a global, linear ordering over hyperpa-
rameters from held-out data based on their expected relative reliability. Thus, PT cannot account for
more complex structured relationships between candidate hyperparameters as in the example of Fig.
1a.

This paper proposes a novel framework, reliability graph-based PT (RG-PT), that systematically
captures and exploits interdependencies between hyperparameter configurations for hyperparameter
selection. RG-PT models the hyperparameter space as a DAG, termed the reliability graph (RG). In
an RG, nodes correspond to candidate hyperparameter configurations, such as prompt templates, and
edges encode reliability relationships. If there is an edge from a hyperparameter λi to another λj in
the RG, then λi is expected to be more reliable than λj .

For the running example of prompt design, as shown in Fig. 1b (detailed in Sec. 4), RG-PT is seen
experimentally to select shorter prompt templates than LTT and PT, while still satisfying formal
guarantees in terms of false discovery rate (FDR). The FDR measures the fraction of unreliable
prompt templates returned by the hyperparameter selection scheme. This advantage of RG-PT stems
from its ability to encode rich structural relationships among prompt templates, so as to explore the
hyperparameter space more efficiently during the MHT procedure.

1.2 Further Related Work

Hyperparameter Selection: State-of-the-art techniques for hyperparameter optimization, such as
Bayesian optimization (BO) [9], multi-armed bandits (MAB) [8], and gradient-based optimization
[10], provide satisfactory empirical performance, but they lack post-selection error control such as
FDR guarantees. Under idealistic assumptions such as the correct specification of kernel models, BO
and MAB can provide bounds on cumulative or simple average regret [11, 12, 13]. However, these
bounds do not offer the type of assumption-free guarantees on the risk of the selected parameters
that can be instead provided by FDR-controlling methods. LTT addresses this gap by incorporating
MHT in the hyperparameter selection process [4]. Extensions of LTT are surveyed in [14]. Note that,
while reference [4] mentions the possible use of graph-based approaches, these are limited to fixed
user-defined graphs or linear directed graphs (chains).

Multi-Objective Optimization: Modern AI applications often require optimizing multiple objectives
such as accuracy, efficiency, and cost. This can be formally done through Pareto optimization to
identify all the feasible trade-off points among different objectives [15]. PT [5] extends LTT to
settings with multiple objectives, inferring a linear testing order in the hyperparameter space based
on held-out data.
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1.3 Main Contributions

The main contributions of this paper are as follows.

Methodology: We propose RG-PT, a novel multi-objective hyperparameter selection framework
that systematically infers and utilizes interdependencies among the expected reliability levels of
candidate hyperparameter configurations. RG-PT first constructs a DAG, known as RG, based on prior
information and held-out data via the Bradley-Terry (BT) ranking model [16] and the non-negative
Lasso [17]. Then, it applies MHT-based hyperparameter selection on the RG by following DAGGER,
a graphical testing method introduced in [18].

Applications: We demonstrate the effectiveness of RG-PT through experiments in LLM prompt
engineering, sequence-to-sequence translation, object detection, image classification, and telecommu-
nications, highlighting its advantages over existing methods.

The rest of this paper is organized as follows. In Sec. 2, we define the multi-objective hyperparameter
selection problem. Sec. 3 details the proposed RG-PT framework. Experimental results are presented
in Sec. 4. We conclude the paper in Sec. 5.

2 Multi-Objective Hyperparameter Selection

In this section, we define the problem of multi-objective hyperparameter selection, and we show how
this problem can be formulated via MHT by following references [4, 5].

2.1 Problem Definition

Consider a predefined discrete and finite set Λ of hyperparameters λ, which govern the performance
of a machine learning model such as an LLM (see, e.g., [19]). The discrete set Λ is populated in a
preliminary pre-selection step [20, 21, 22] using methods including LLM judges [23] and continuous
optimizers like Bayesian optimization [7] and Hyperband [8].

In a multi-objective setting with L risk functions, when tested on a data point Z, a hyperparameter
λ attains risk values rl(Z, λ) for l = 1, . . . , L. The risk functions rl(Z, λ) are negatively oriented,
meaning that lower risk values correspond to better-performing hyperparameters. The risks are
normalized within the range 0 ≤ rl(Z, λ) ≤ 1. Furthermore, for each performance criterion
l = 1, . . . , L, the average risk function is defined as

Rl(λ) = EZ [rl(Z, λ)] , (1)

where the expectation is taken over the distribution PZ of the data Z.

We partition the set of L risk functions into the following two groups:

1. Reliability risk functions: The first set of risk functions {Rl(λ)}Lc

l=1 must be controlled via the
choice of the hyperparameter λ. In particular, a hyperparameter configuration λ is said to be reliable
if it guarantees the constraints

Rl(λ) ≤ αl for all l = 1, . . . , Lc. (2)

2. Auxiliary risk functions: The second set of performance measures {Rl(λ)}Ll=Lc+1 are uncon-
strained, and are optimized in a best-effort fashion via the selection of the hyperparameter λ.

Accordingly, the goal of hyperparameter selection is defined as the multi-objective problem

min
λ∈Λ

{RLc+1(λ), RLc+2(λ), . . . , RL(λ)}

subject to Rl(λ) < αl for all 1 ≤ l ≤ Lc,
(3)

which targets the minimization of the auxiliary risk functions {Rl(λ)}Ll=Lc+1 under constraints on
the reliability risk functions {Rl(λ)}Lc

l=1. For example, in the setting of Fig. 1, we wish to minimize
the prompt length, while ensuring a constraint on the accuracy of the LLM’s outputs.

Solving a multi-objective optimization problem such as (3) ideally entails identifying the entire Pareto
front of dominant solutions λ ∈ Λ, or at least obtaining specific solutions corresponding to scalar
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criteria [24, 25]. However, the problem (3) cannot be directly addressed since the data distribution
PZ is assumed to be unknown. Instead, we assume to have access to i.i.d. data Z = {Zj}nj=1 drawn
from the unknown data distribution PZ . For any data subset Z̃ ⊆ Z , the empirical estimate of risk
function Rl(λ) can be obtained as

R̂l(λ|Z̃) =
1

|Z̃|
∑

Z∈Z̃

rl(Z, λ). (4)

2.2 Hyperparameter Selection as Multiple Hypothesis Testing

As proposed in [4], hyperparameter selection can be formally addressed as an MHT problem.
Accordingly, for each hyperparameter λ ∈ Λ, we define the null hypothesis Hλ that hyperparameter
λ violates the reliability constraints (2), i.e.,

Hλ : there exists l ∈ {1, . . . , Lc} such that Rl(λ) > αl. (5)

Thus, rejecting the null hypothesis Hλ implies that hyperparameter λ meets all the constraints in
(2). A rejection is also referred to as a discovery. A discovery is false if the selected hyperparameter
λ, i.e., the hyperparameter for which the corresponding null hypothesis Hλ is rejected, is actually
unreliable, satisfying the null hypothesis Hλ.

Given a dataset Z̃ ⊆ Z , evidence against the reliability of each candidate hyperparameter λ ∈ Λ can
be measured by a p-value derived by applying Hoeffding’s inequality [26] to the empirical mean of
bounded losses. Specifically, for each reliability risk function l = 1, . . . , Lc, we define the statistic
[4]

pλ,l(Z̃) = exp(−2|Z̃|(αl − R̂l(λ|Z̃))2+). (6)

Combining the statistic (6) across all Lc risk functions via the maximum

pλ(Z̃) = max
1≤l≤Lc

pλ,l(Z̃). (7)

yields a valid p-value for the null hypothesis Hλ in (5) [5, Appendix A.2]. Therefore, thresholding
the p-value pλ(Z̃) yields a reliability test that controls type-I error with finite-sample guarantees.

Furthermore, by formulating hyperparameter selection as an MHT problem, we can leverage statistical
tools that guarantee false discovery rate (FDR) requirements [27]. To elaborate, define as Λ̂Z the
subset of hyperparameters selected by an MHT mechanism. The FDR is defined as the expected
proportion of unreliable hyperparameters in set Λ̂Z . Therefore, controlling the FDR amounts to
finding a subset Λ̂Z ⊆ Λ that satisfies the inequality

EZ

[∑
λ∈Λ̂Z

1{Rl(λ) > αl for any l = 1, . . . , Lc}
max(|Λ̂Z |, 1)

]
≤ δ, (8)

where 1{·} is the indicator function, and the expectation is taken over the unknown data distribution
PZ . The FDR constraint (8) ensures that the average fraction of unreliable hyperparameters in set
Λ̂Z is upper bounded by δ.

3 Reliability Graph-Based Pareto Testing

In this section, we introduce RG-PT, a novel hyperparameter selection strategy based on MHT that
adopts a testing schedule based on the novel concept of RG.

3.1 Overview

The design of RG-PT starts from the observation that the reliability of some hyperparameters can be
highly predictive of the reliability of other hyperparameters, and that this structure can be encoded by
a DAG as in Fig. 1a. By incorporating the DAG structure in the MHT process of hyperparameter
selection, RG-PT supports a more efficient hyperparameter selection procedure, while meeting formal
reliability constraints in terms of the FDR (8).
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As illustrated in Fig. 2, using a partition Z = {ZOPT,ZMHT} of the data set Z , RG-PT applies the
following steps:

1⃝ Estimating the Pareto front for all risk measures: Following PT [5], RG-PT uses the dataset ZOPT to
identify the subset ΛOPT ⊆ Λ of hyperparameters that are on the Pareto front of the space of estimated
risk measures {R̂l(λ|ZOPT)}Ll=1. This is done by addressing the multi-objective optimization problem
(3) with the estimates {R̂l(λ|ZOPT)}Ll=1 in lieu of the true risks {Rl(λ|ZOPT)}Ll=1 using any suitable
multi-objective optimization algorithm [5].

Learn the RG

Algorithm 1 IB-MHT

Input: Candidate set ⇤, subsets DOPT and DMHT from calibration data D
Output: Approximate solution �⇤ to (1)
Find the approximate Pareto ⇤OPT using DOPT

Evaluate p̂OPT
� using (13) for all � 2 ⇤OPT

Evaluate p̂MHT
� using (14) for all � 2 ⇤OPT

Order ⇤OPT according to p̂OPT
� from low to high

Apply FST to p̂MHT
� using the ordered ⇤OPT to obtain ⇤MHT

if ⇤MHT is not empty then
�⇤ = arg min�2⇤MHT

{ÎDMHT
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else
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Î
DOPT
� (T ; Y )

DOPT

DOPT

DMHT

1

Estimate Pareto frontier using2

Temp

amirfar76

September 2024

1 Introduction

Î
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Î
DOPT
� (X ; T )

Î
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Î
DOPT
� (T ; Y )

DOPT

DMHT

D = {(Xi, Yi)}n
i=1

DOPT

DMHT

1

2

3

4

5

1
2

3

4

5
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Î
DOPT
� (T ; Y )

DOPT

DOPT

DMHT

1

Sequential FWER-controlling 
MHT using        .

3

Temp

amirfar76

September 2024

1 Introduction

I(X ; T )

I(T ; Y )

Î
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Î
D O

P
T

�
(X

;T
)

Î
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Î
DOPT
� (X ; T )

Î
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ÎDOPT

� (T ; Y ) and ÎDOPT
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Figure 2: Illustration of the main steps of RG-PT:
1⃝ Estimate the hyperparameters ΛOPT lying on
the Pareto front pf problem (2); 2⃝ Build the RG
over the selected hyperparameters ΛOPT; 3⃝ Apply
an FDR-controlling MHT procedure, DAGGER,
to the RG to obtain the selected set Λ̂Z ⊆ ΛOPT.

2⃝ Learning the reliability graph: Rather than
ordering the hyperparameters in subset ΛOPT
in a linear sequence as done by PT [5], RG-
PT creates an RG, with nodes given by the
hyperparameters in subset ΛOPT. This is done
by following the principle that hyperparameters
λ ∈ ΛOPT whose reliability levels are predictive
of the reliability levels of other hyperparameters
Λ′ ⊂ ΛOPT should be tested before the hyper-
parameters Λ′. As detailed in Sec. 3.2, the RG
construction leverages the BT model to incor-
porate prior information and the non-negative
Lasso to determine the links in the graph.

3⃝ FDR-controlling MHT: Using the data set
ZMHT, FDR-controlling MHT is carried out by
incorporating the structure encoded by the RG.
As explained in Sec. 3.2, this is done by using
DAGGER [18], returning the subset Λ̂Z ⊆ ΛOPT.

4⃝ Addressing the multi-objective optimization problem: Given the subset Λ̂Z , RG-PT addresses the
problem

min
λ∈Λ̂Z

{R̂Lc+1(λ|ZOPT), . . . , R̂L(λ|ZOPT)}, (9)

where the auxiliary risk functions Rl(λ) in (3) are replaced with the corresponding empirical estimates
(4) obtained with data set ZOPT.

3.2 Learning the Reliability Graph

After obtaining the estimated Pareto front ΛOPT, RG-PT constructs an RG to encode the expected
relationships between the reliability levels attained by the candidate hyperparameters in the set ΛOPT.
The RG is a DAG in which each node represents a hyperparameter λ ∈ ΛOPT, and edges are directed
to describe a reliability hierarchy. Specifically, edges encode the expectation that parent nodes are
predictive of the reliability of their child nodes.

Accordingly, starting from the nodes with no parents and following the direction of the edges in the
RG, one encounters hyperparameters that are estimated to be increasingly unreliable. Generalizing
the linear ordering assumed by PT, the DAG structure adopted by RG-PT can thus assign the same
expected reliability ranking to multiple hyperparameters. Specifically, all the hyperparameters at the
same depth in the DAG are deemed to have the same relative reliability level. This partial ordering
enables a more efficient exploration of the hyperparameter space.

In order to learn the RG, RG-PT leverages the data set ZOPT, as well as, possibly, prior information
about the relative reliability of pairs of hyperparameters. This is done via the following two steps:

1. Depth assignment: The hyperparameters in set ΛOPT are ranked in terms of their expected reliability,
allowing for multiple hyperparameters to be ranked equally. This step thus assigns a depth level d in
the DAG to each hyperparameter λ ∈ ΛOPT. As explained in Sec. 3.2.1, this is done by leveraging
the BT ranking model [16].

2. Learning the directed edges: Given any hyperparameter λ at some depth d, RG-PT selects a subset
of hyperparameters at the previous depth level d− 1 to serve as parents of the hyperparameter λ. As
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specified in Sec. 3.2.2, this is done by choosing the hyperparameters at depth d − 1 that are most
predictive of the reliability level of hyperparameter λ via the non-negative Lasso [17].

3.2.1 Depth Assignment

Fix a number D ≤ |ΛOPT| of levels for the DAG. With D = |ΛOPT|, one can assign each hyperpa-
rameter λ ∈ ΛOPT a distinct level, yielding a global ordering and recovering PT. Conversely, with
D = 1, all hyperparameters λ ∈ ΛOPT are assigned to the same level. The setting of interest is thus
1 < D < |ΛOPT|, which is assumed from now on. A procedure for choosing a suitable value for
depth D is presented in Appendix F.

Depth assignment is carried out by first obtaining a score s(λ) for all hyperparameters λ ∈ ΛOPT
using the data set ZOPT, and then partitioning the set ΛOPT into D clusters according to the obtained
scores.

To compute the scores s(λ) for hyperparameters λ ∈ ΛOPT, we use the BT model [16]. The BT
model converts pairwise counts wij for all pairs of hyperparameters λi and λj in subset ΛOPT into
per-hyperparameter scores s(λ) for all λ ∈ ΛOPT. The pairwise count wij measures the number of
times that hyperparameter λi was found to be more reliable than hyperparameter λj . In RG-PT, we
propose to evaluate the pairwise counts wij by leveraging two sources of information:

• Prior information: Prior information is encoded by pairwise probabilities 0 ≤ ηij ≤ 1 for
each pair of hyperparameters (λi, λj) in ΛOPT. This probability reflects the expected rate at which
hyperparameter λi is observed to be more reliable than hyperparameter λj . Note that we have
ηji = 1− ηij . The strength of the prior information is determined via a pseudocount variable np as
in the standard categorical-Dirichlet model [28]. A larger pseudocount np indicates a stronger trust
in the prior information. Importantly, the statistical guarantees of RG-PT do not depend on the choice
of the prior probabilities {ηij} and pseudocount np, which can, however, improve the capacity of
RG-PT to optimize the auxiliary risk functions. Note that in the absence of prior information, one
can set np = 0, and a principled approach to choosing np is discussed in Appendix F.

• Data: Using the p-values pλi
(ZOPT) and pλj

(ZOPT) in (7), we construct the pairwise comparison
score

pij(ZOPT) =
pλi

(ZOPT)

pλi
(ZOPT) + pλj

(ZOPT)
, (10)

which satisfies pij(ZOPT) = 1− pji(ZOPT). This construction of a comparison score is an instance of
the broader class of models used for paired comparison data [29]. Other possible choices include the
Thurstone model [30] pij(ZOPT) = Φ(pλi

(ZOPT)− pλj
(ZOPT)), where Φ(·) is the normal CDF, and

the BT model [31] pij(ZOPT) = 1/(1 + e−(pλi
(ZOPT)−pλj

(ZOPT))). While we adopt (10), alternative
comparison models could be used without affecting the theoretical guarantees of RG-PT.

Overall, the pairwise count wij is obtained by combining prior information and data as

wij = |ZOPT|pij(ZOPT) + npηij , (11)

so that the relative strength of the prior information in (11) depends on the ratio np/|ZOPT| between
the pseudocount np and the number of data points |ZOPT|. The pairwise count wij in (11) can be
viewed as a smoothed estimate of the reliability of hyperparameter λi relative to hyperparameter λj ,
where prior and empirical counts combine additively to form the effective posterior sufficient statistic.
The weighting mimics a Bayesian update, ensuring that both prior knowledge and observed evidence
contribute to the final comparison score [32, 33, 34].

Using the BT model, the scores s(λi) for all hyperparameters λi ∈ ΛOPT are obtained by maximizing
the log-likelihood [16]

|ΛOPT|∑

i=1

|ΛOPT|∑

j=1

(
wij ln

(
s(λi)

s(λi) + s(λj)

))
, (12)

with wii = 0 for all 1 ≤ i ≤ |ΛOPT|. With this design, in the absence of prior information (np = 0),
the BT model reduces to assigning scores directly proportional to the p-values pλ(ZOPT).

After obtaining the scores s(λi) for all 1 ≤ i ≤ |ΛOPT|, depth assignment is done via clustering,
producing disjoint subsets Λ1, . . . ,ΛD. The cluster Λ1 ⊆ ΛOPT contains the hyperparameters with
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the highest expected reliability, and the remaining clusters Λ2, . . . ,ΛD are sorted in descending order
of expected reliability. All hyperparameters in cluster Λd are assigned depth level d.

Clustering can be implemented by using methods such as K-means or hierarchical clustering. We
recommend using agglomerative hierarchical clustering, which begins with each hyperparameter in
its own cluster and iteratively merges clusters [35].

3.2.2 Learning the Directed Edges

Having obtained the clusters Λ1, . . . ,ΛD, the RG is constructed by: (i) including one node for each
hyperparameter λ ∈ ΛOPT; and (ii) selecting for each hyperparameter λ ∈ Λd at depth level d a
subset of hyperparameters in cluster Λd−1 to serve as parents of λ for all depth levels 2 ≤ d ≤ K.
The resulting directed edges are intended to represent inferred reliability dependencies.

To this end, we implement feature selection via the non-negative Lasso [17]. Further discussions on
the choice of this standard algorithm can be found in Appendix G. Specifically, given hyperparameter
λ ∈ Λd, we consider the problem of predicting the risks {rl(Z, λ)}Ll=1 from the risks {rl(Z, λ′)}Ll=1
attained by the hyperparameters λ ∈ Λd−1 at the previous depth level. The use of non-negative Lasso
regression ensures that only positive correlations are represented in the DAG, preserving hierarchical
reliability relationships between parent and child nodes.

Formally, using the data set ZOPT, for each hyperparameter λ ∈ Λd we address the problem

min
β≥0

∑

Z∈ZOPT

∥∥∥∥∥∥
r(Z, λ)−

∑

λ′∈Λd−1

βλ′r(Z, λ′)

∥∥∥∥∥∥

2

2

+ τ
∑

λ′∈Λd−1

βλ′ , (13)

where β = {βλ′}λ′∈Λd−1
is the vector of non-negative regression coefficients corresponding to

each potential parent node λ′ ∈ Λd−1; r(Z, λ) is the vector containing the values {rl(Z, λ)}Lc

l=1;
∥ · ∥2 represents the ℓ2 norm; and τ > 0 is a regularization parameter that controls the degree of
sparsity in the solution. The procedure for choosing a suitable value for the regularization parameter
τ is discussed in Appendix F. After solving the convex problem (13), only the hyperparameters
λ′ ∈ Λj−1 for which the corresponding coefficient βλ′ are positive are selected as parent nodes
of hyperparameter λ. As for the variables (np, {ηij}) in the BT likelihood (12), the choice of the
parameter τ does not affect the validity properties of RG-PT.

3.3 FDR-Controlling Multiple Hypothesis Testing

Given the obtained RG, RG-PT performs MHT via DAGGER [18], an FDR-controlling algorithm that
operates on DAGs. DAGGER begins testing at the root nodes of the RG, i.e., at the hyperparameters
in cluster Λ1, and proceeds with the clusters Λ2,Λ3, . . . ,ΛD, guided by the outcomes of prior tests.
If a hyperparameter is deemed unreliable, none of its descendants are tested.

The test for each hyperparameter λi ∈ ΛOPT detects λi as reliable if the p-value pλi
(ZMHT) in (7) is

no larger than a threshold δi, i.e., if pλi(ZMHT) ≤ δi. The testing level δi is determined by DAGGER
based on several factors, including the overall target FDR level δ in constraint (8), the number of
reliable hyperparameters identified among those tested prior to λi, and the structure of the graph
rooted at λi. We refer the reader to Appendix B and to [18] for details.

An algorithmic overview of RG-PT is provided in Appendix D. The following proposition states the
theoretical guarantees provided by RG-PT.

Proposition 3.1. The set Λ̂Z of hyperparameters returned by RG-PT controls the FDR below the
pre-specified threshold δ as in (8).

Proof. RG-PT applies the DAGGER algorithm [18] to a DAG over the candidate hyperparameters,
using valid p-values defined in (7). Since DAGGER controls the FDR at level δ for any DAG structure
when supplied with valid p-values under arbitrary dependence (see Appendix B), the result follows
directly.
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4 Experiments

In this section, we evaluate the proposed RG-PT hyperparameter selection strategy on a prompt
engineering problem [1] and a sequence-to-sequence translation task [36]. Additional experiments
including on object detection [4] and telecommunications [37] can be found in Appendix H1.

Throughout the experiments, we adopt as benchmarks LTT [4] and PT [5]. To the best of our
knowledge, LTT and PT are the only existing hyperparameter selection methods that guarantee
statistical validity in the sense of the FDR constraint (8), justifying this choice. LTT is implemented
by applying Benjamini-Hochberg (BH) [38] as the FDR-controlling algorithm, while PT follows
[5], with the caveat that FDR-controlling FST [39] is used in lieu of an FWER-controlling scheme.
LTT uses the entire calibration data set Z to evaluate the p-values used in BH, while PT and RG-PT
partition Z into data sets ZOPT and ZMHT.

Across the experiments, following common practice in the MHT literature [38] including the LTT
and PT papers, we set δ = 0.1 in (8), corresponding to a confidence level of 90% for the reliability
of the selected hyperparameters. Additionally, the choice for the threshold values αl, 1 ≤ l ≤ LC ,
in (8) depends on the downstream application. In our experiments, we selected these thresholds via
preliminary validation sweeps to identify values that effectively separate low-risk configurations,
while maintaining adequate statistical power.

4.1 Reliable Prompt Engineering

Problem Setup. In this experiment, we focus on prompt engineering for the following three tasks
from the instruction induction data set [1]: 1. Sentiment analysis: In this task, based on the Stanford
Sentiment Treebank dataset [6], each data point Z = (X,Y ) encompasses a movie review X , and
the corresponding sentiment Y ∈ {positive, negative}. 2. Sentence similarity: In this task, based on
the Semantic Textual Similarity Benchmark dataset [40], each data point Z = (X,Y ) comprises two
sentences as input X , along with a semantic similarity label Y ∈ {0, . . . , 5}. 3. Word in context:
In this task, based on the Word-in-Context dataset [41], each data point Z = (X,Y ) consists of a
target word and two context sentences as input X , paired with a binary label Y ∈ {same, not same}
indicating whether the target word shares the same meaning across both contexts.

For each task, we use 1000 examples each for the data sets ZOPT and ZMHT, as well as for the
test data set. Furthermore, following the forward generation mode detailed in [42], we use the
LLaMA3-70B-Instruct model [43] to generate a set Λ = {λ1, . . . , λ100} of distinct instruction-style
prompt templates for each task.

Given a prompt λ and an input X , the smaller LLaMA3-8B-Instruct model [44] f is queried with the
concatenated input [λ,X], producing the output f([λ,X]). For each input-output pair Z = (X,Y ),
a task-specific 0-1 prompt loss is calculated as rprompt(Z, λ) = l(f([λ,X]), Y ) ∈ {0, 1}, indicating
whether the task was performed correctly. The objective is to find prompts in set Λ that control
the average prompt loss Rprompt(λ) = EZ [rprompt(Z, λ)] below a target level of α = 0.2, while
minimizing the average prompt length. For this selection, we wish to control the FDR in (8) at level
δ = 0.1.

Prior Information via LLM-as-a-Judge. To incorporate prior structure into the reliability graph,
we adopt the LLM-as-a-judge framework [23]. For each pair of prompts λi, λj ∈ ΛOPT, we query
the GPT-4 Turbo (gpt-4-0125-preview, temperature = 0, max tokens = 10) model [45] with a
task-specific prompt template to assess which instruction is more likely to elicit a correct or helpful
response. We perform this comparison once per hyperparameter pair λi, λj ∈ ΛOPT, and define
the binary pairwise preference ηij = 1 if GPT-4 Turbo selects ηij as more reliable, and ηij = 0
otherwise. For each reliable set of prompts returned by each method, we choose the shortest prompt
as the final hyperparameter choice. We set the pseudocount np to 1,000.

Results. For each task, we plot the distribution of the length of the shortest reliable prompt for 100
independent runs over random splits of the data set, for LTT, PT, and RG-PT in Fig. 1b, Fig. 3a, and
Fig. 3b for the sentiment analysis task, the sentence similarity task, and the word in context task,
respectively. The figures demonstrate that RG-PT identifies more concise instructions compared to

1The code for the experiments can be found at the anonymous Github repository
https://anonymous.4open.science/r/RG-PT-EF3A/
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LTT and PT by leveraging the prior information provided by the LLM judge. Note that all schemes
satisfy the FDR constraint (not shown). For instance, RG-PT achieved an average FDR of 0.089,
0.095, and 0.092 for the the sentiment analysis, the sentence similarity, and the word in context tasks,
respectively.

35 40 45 50
Length of shortest prompt

LTT

PT

RG-PT

(a)

37.5 40.0 42.5 45.0 47.5 50.0
Length of shortest prompt

LTT

PT

RG-PT

(b)

Figure 3: Distribution of the length of the shortest prompt templates identified by LTT [4], PT [5],
and the proposed RG-PT for (a) the Semantic Textual Similarity Benchmark dataset [40] and (b) the
Word-in-Context dataset [41].

An ablation study on the effect of the RG depth D, as well as the effect of a misspecified prior
information for this experiment can be found in Appendix H.3.

4.2 Sequence-to-Sequence Language Translation

We consider a sequence-to-sequence language translation task on the WMT16 Romanian-English
dataset [46], using BLEU [47] and ROUGE-L [48] as the objectives. Following [36], the dataset is
preprocessed with SentencePiece tokenization [49], and an LSTM-based encoder-decoder is trained.
Two key hyperparameters are considered:

1. The hyperparameter ρ controls the sparsity of the output distribution using Entmax [50], transition-
ing between a dense output with softmax (ρ = 1) and sparsemax (ρ = 2) [51].

2. The Fenchel-Young label smoothing strength ϵ is a training regularization hyperparameter that
determines the extent to which one-hot targets are mixed with uniform noise based on Fenchel-Young
losses [36]. Accordingly, the original one-hot targets are assigned weight 1− ϵ, while the uniform
distribution over all possible classes is assigned the weight ϵ.

To create the initial candidate set Λ, we selected hyperparameters over a grid of 32 combinations, using
8 logarithmically spaced values in the interval [1, 2] for ρ, and values in the set {0.0, 0.01, 0.05, 0.1}
for ϵ. This selection is in line with reference [36].
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Figure 4: Test ROUGE-L scores achieved by LTT,
PT, and RG-PT methods as a function of the target
reliability value for the BLEU score.

To set up RG-PT, we leveraged the prior knowl-
edge that less sparse settings may be more reli-
able than their sparser counterparts. Specifically,
for any two hyperparameters λi = (ρi, ϵi) and
λj = (ρj , ϵj) where ρi < ρj , we assigned a
prior probability ηij = 1, reflecting this prior
reliability assumption. Furthermore, the pseu-
docount parameter np, which determines the
weight of prior information, was set to be equal
to |ZOPT|.
Denote as RBLEU(λ) and RROUGE(λ) the aver-
age BLEU and ROUGE-L scores, respectively,
obtained for a given hyperparameter configura-
tion λ = (ρ, ϵ). The goal is to guarantee the
BLEU score to be above a threshold α, while maximizing the ROUGE-L score. This amounts to
an instance of problem (3), with L = 2, Lc = 1, R1(λ) = −RBLEU(λ), R2(λ) = −RROUGE(λ),
and δ = 0.1. After MHT, all the schemes choose the hyperparameter λ ∈ Λ̂Z with the maximum
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estimated value RROUGE(λ), i.e., minimum R̂2(λ|Z) for LTT, and minimum R̂2(λ|ZOPT) for PT and
RG-PT. The data set sizes are |Z| = 400, |ZOPT| = 200, and |ZMHT| = 200.

Fig. 4 illustrates the ROUGE-L score achieved on the test data by each calibration method, plotted
against the target value for the BLEU score. The results demonstrate that RG-PT consistently
maintains higher ROUGE-L scores, even under stricter requirements for the BLEU score. This
highlights RG-PT’s advantage in effectively exploring the hyperparameter space, enabling a more
efficient testing procedure and identifying superior hyperparameter configurations that still statistically
satisfy the desired conditions on the risk functions.

To assess the practical implications of the different theoretical guarantees offered by BO [9] and MAB
[8] methods, we implemented both approaches on this task, and compared their achieved FDR with
LTT, PT, and RG-PT. For BO, we employed the scikit-optimize implementation with the Upper
Confidence Bound (UCB) acquisition function [9, 11]. For the MAB baseline, we used Thompson
Sampling, a canonical stochastic bandit algorithm with Bayesian regret guarantees [52, 53]. We
observed that only RG-PT, LTT, and PT satisfied the target FDR level α = 0.1, while the achieved
FDR on the test dataset for BO and MAB was 0.14 and 0.21, respectively.

5 Conclusion, Limitations, and Future Work

In this paper, we have introduced RG-PT, a novel framework for multi-objective hyperparameter
selection that integrates MHT with the concept of RGs to capture interdependencies among candidate
hyperparameters. By leveraging a DAG structure informed by prior knowledge and data, RG-PT
enables a more powerful parallel testing of hyperparameters compared to the state-of-the-art methods
LTT and PT. RG-PT provides statistical guarantees through FDR control, while expanding the space
of reliable hyperparameter configurations, leading to a superior optimization of auxiliary objectives.

Limitations of this work include the exclusive applicability to settings with discrete hyperparameter
spaces and the lack of theoretical results on the power and sample efficiency of the method. Future
work may focus on optimizing the RG structure to maximize power, on the use of synthetic data
for the derivation of an RG, as well as on the integration with sequential testing methods based on
e-processes [54].
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly state the contributions of the paper,
including the proposal of the RG-PT method, its theoretical guarantees (e.g., FDR con-
trol), and empirical improvements over the state-of-the-art PT and LTT. These claims are
substantiated through theoretical analysis and experiments, as discussed throughout the
paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper discusses the main limitations of the proposed method in Sec. 1 and
Sec. 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The main theoretical result of the paper, the FDR control guarantee of RG-PT,
is formally stated and proven in Proposition 3.1, along with all necessary assumptions.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The algorithm is described in detail in Appendix D, and the experimental
setup, including datasets, objectives, model architectures, and hyperparameter grids, is fully
documented in Sec. 4 and Appendix H. This information is sufficient to reproduce the main
results without access to the code.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Anonymized code and data are presented as an anonymous Github repository.
All datasets used are publicly accessible, and instructions for reproduction are included in
Sec. 4 and Appendix H.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All training/test details (e.g., data splits, priors, objectives, and hyperparame-
ters) are described in Sec. 4 and Appendix H, with key elements summarized in Appendix
H.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: Where appropriate, such as in Fig. 1b, Fig. 3, and Fig. 9, the variability due to
random data splits is visualized using boxplots.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Computer resources used to run the experiments are clearly stated in Appendix
H.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Yes, the authors have read the NeurIPS Code of Ethics, and confirm that the
research conducted in this paper conforms with the guidelines.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts
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Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The potential positive societal impact is discussed in Sec. 1, where the authors
highlight that reliable hyperparameter selection with statistical guarantees can improve the
safety and trustworthiness of machine learning in high-stakes domains.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All external code and datasets used in the paper are properly cited with
references to their original sources, and their licenses and terms of use are respected and
followed as specified by the original creators.
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Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The code for the proposed algorithm, RG-PT, is linked in the paper as an
anonymous Github repository.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Fixed Sequence Testing

In this section, we provide a brief overview of FST for controlling the FDR, which we used in our
simulations for PT. While PT, as outlined in [5], is designed to support control of the FWER, our
focus in this paper is on FDR control.

MHT methods such as the Bonferroni correction for FWER control [55] and the Benjamini-Yekutieli
(BY) procedure for FDR control [56] do not leverage any side information about the relative reliability
of the hyperparameters. When such information is available during calibration, FST can be used to
test hyperparameters in order of expected reliability. When the ordering information is accurate, FST
can be beneficial to reduce the FDR [39]. In this section, we briefly describe the FST procedure for
FDR control.

With FST, the candidate hyperparameters are ordered as λ(1), . . . , λ(|Λ|) using side information. The
ordering ideally lists the hyperparameters from the most to the least likely to meet the reliability
criterion (2).

Starting with i = 1, each hyperparameter λ(i) is tested sequentially based on its p-value pλ(i)
against

an adjusted critical value δi that decreases with the index i = 1, 2, . . . , |Λ|. At each step i, the
hyperparameter λ(i) is deemed to be reliable if pλ(i)

≤ δi. Testing continues until k hyperparameters
are deemed to be unreliable, at which point testing stops. The choice of the integer k is typically set
as a small proportion, often around 5-10%, of the total number of hypotheses, |Λ|.
The critical values δi are adapted to account for the position of each hypothesis in the testing sequence.
These values are specifically designed to control the FDR under various dependency structures among
the p-values. For the case of interest here, which is arbitrary dependence of the p-values, the critical
levels can be set as [39]

δi =

{
δ
k if i ≤ k
(|Λ|−k+1)δ
(|Λ|−i+1)k if i > k,

(14)

where δ is the target FDR level and k is the number of unreliable hyperparameters allowed before
testing stops.

The final set of reliable hyperparameters is Λ̂Z = {λ(1), . . . , λ(j)}, where j corresponds to the index
of the last hyperparameter tested before stopping. This ensures that the FDR is rigorously maintained
below level δ.

B Summary of DAGGER

This section outlines the step-up procedure used in DAGGER [18] to dynamically adjust the testing
thresholds. DAGGER determines the testing thresholds adaptively based on the structure of the DAG
and on the outcomes of previously tested hypotheses. At each depth level of the DAG, thresholds are
updated dynamically to control the FDR, while respecting the hierarchical dependencies encoded by
the DAG.

At each depth d, only the hyperparameters with no unreliable parents are considered for testing. If
any parent of a hyperparameter λ is deemed unreliable by DAGGER, all of its descendants are also
automatically deemed unreliable. The threshold for testing the i-th hypothesis at depth d is given by

δi(r) =
vi
V

· δ

β(mi + r +R1:d−1 − 1)
, (15)

where r ∈ [1, |Λd|] is a parameter set as detailed below; vi is the effective number of leaves in the
subgraph rooted at the current node; V is the total number of leaves in the DAG; mi is the effective
number of nodes in the subgraph rooted at the current node; R1:d−1 is the total number of rejections at
depths 1 through d−1; and β(·) is a reshaping function, such as the Benjamini-Yekutieli [56] function
βBY (x) = x/

∑V
k=1 1/k, which is designed to ensure FDR control under arbitrary dependence.

The effective number of leaves vi and the effective number of nodes mi for node i are calculated as
follows. If i is a leaf, then we have vi = mi = 1. Otherwise, the values vi and mi are calculated
recursively from leaves to roots as

vi =
∑

j∈children(i)

vj
|parents(j)| , (16)
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Untested hyperparameter

Reliable hyperparameter (rejected null hypothesis)

Unreliable hyperparameter (accepted null hypothesis)

λ1 λ2

λ3 λ4

λ5

Input

v1 = 0.5
v2 = 0.5
v3 = 0.5
v4 = 0.5
v5 = 1

m1 = 3.25
m2 = 1.75
m3 = 1.5
m4 = 1.5
m5 = 1

vi mi

p1 = 0.01
p2 = 0.01
p3 = 0.01
p4 = 0.02
p5 = 0.05
δ = 0.1

λ1 λ2

λ3 λ4

λ5

δ1(r) = 0.05
r + 2.25

δ2(r) = 0.05
r + 0.75

⇒ p1 < δ1(2) = 0.0117

p2 < δ2(2) = 0.0181
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{ÎDMHT

� (X; T )}
else
�⇤ = ;

end if
return �⇤
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Î
D O

P
T

�
(T

;Y
)

D O
P

T

D O
P

T

D M
H

T

1Temp

amirfar76

September 2024

1 Introduction

Î
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Î
DOPT
� (T ; Y )

DOPT

DMHT

D = {(Xi, Yi)}n
i=1

DOPT

DMHT

1

2

3

4

5

1
2

3

4

5

Figure 2: Illustration of the operations of IB-MHT: 1○ Splitting the calibration data set D into
two disjoint subsets DOPT and DMHT 2○ Approximating the Pareto frontier using the estimates
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Figure 5: Illustration of the DAGGER algorithm’s operation to control the FDR at δ = 0.1. At each
step, a hyperparameter is tested, starting from the root nodes and progressing level by level through
the DAG. The testing thresholds δi are computed for each hyperparameter λi using the step-up
procedure in (15) and (18), using the identity function as β(·). The p-value of each hyperparameter is
compared against its respective threshold δi to assess the reliability of λi.

and
mi = 1 +

∑

j∈children(i)

mj

|parents(j)| , (17)

where children(i) and parents(i) denote the sets of the children and the parents of node i, respectively.

The parameter r at depth d needs to be determined before testing can begin. To maximize the number
of rejections while ensuring FDR control, DAGGER calculates the value

R = arg max
r=1,...,|Λd|

[ ∑

λi∈Λd

1{pλi(ZMHT) ≤ δi(r)} ≥ r

]
. (18)

The threshold δi(R) is then used to perform the testing for hyperparameter λi.

The step-up procedure (15) ensures that thresholds are increasingly relaxed, i.e., increased, as we
move further down the DAG. The overall algorithm is described in Algorithm 1, and an example
illustrating DAGGER’s operation is shown in Fig. 5. The figure highlights how thresholds are updated
and decisions propagated through the DAG. For simplicity, the figure assumes the reshaping function
β(·) to be the identity function β(x) = x. First, the values for the effective number of leaves vi and
the effective number of nodes mi are calculated for each hyperparameter λi. Next, going level by
level, the thresholds δi(R) are calculated using (15) and (18), and each hyperparameter λi is tested
by comparing pλi

(ZMHT) with δi(R).

C Computational Complexity of Constructing the Reliability Graph

Constructing the RG involves three main steps: training the BT model, clustering, and Lasso
regression. The training of the BT model has a time complexity O(n2), because it involves a
cyclic optimization over the model parameters associated to the pairs of configurations [16, Sec. 3].
Hierarchical clustering has a complexity O(n2) [57, Sec. 3], while Lasso regression has a per-iteration
complexity O(n) [58, Sec. 2.1]. Therefore, the overall complexity of RG construction is of the order
O(n2).
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Algorithm 1 DAGGER [18]

Input: DAG structure, p-values {pλ(ZMHT)}, target FDR level δ
Output: Set of reliable hyperparameters Λ̂Z
for depth d = 1, . . . , D do

for each hyperparameter λi in cluster Λd do
if all parent hyperparameters of λi are deemed as reliable then

Evaluate threshold δi(R) using (15) and (18)
if pλi

(ZMHT) ≤ δi(R) then
Detect λi as reliable

else
Detect λi as unreliable

end if
end if

end for
Update Λ̂Z with all the hyperparameters detected as reliable at depth d

end for
return Λ̂Z

D RG-PT Algorithm

Algorithm 2 provides a summary of RG-PT.

Algorithm 2 Reliability Graph-Based Pareto Testing (RG-PT)

1: Input: Hyperparameter set Λ, calibration dataset Z , FDR level δ, reliability thresholds {αl}Lc

l=1,
number of DAG levels D

2: Output: Reliable hyperparameter subset Λ̂Z
3: Split calibration data: Z = ZOPT ∪ ZMHT
4: Estimate Pareto front ΛOPT ⊆ Λ using ZOPT
5: Construct Reliability Graph (RG):
6: Compute pairwise comparisons using ZOPT and optional priors
7: Estimate scores s(λ) via Bradley-Terry model
8: Cluster ΛOPT into D levels using scores
9: for each level d = 2 to D do

10: for each λ ∈ Λd do
11: Select parents in Λd−1 via non-negative Lasso
12: end for
13: end for
14: Run DAGGER on RG with data ZMHT:
15: for each node λ in topological order do
16: if all parents of λ are reliable then
17: Compute p-value pλ
18: if pλ ≤ δλ then
19: Add λ to Λ̂Z
20: end if
21: end if
22: end for
23: return Λ̂Z

E Sample Efficiency and Finite-Sample Behavior

As demonstrated in [59], DAG-structured multiple testing yields higher statistical power compared to
linear testing whenever the graph encodes true logical dependencies among hypotheses. We illustrate
this through a simple analytical comparison based on FST, which can be seen as a special case of
DAGGER with a chain graph.

24



Setup. Suppose we wish to test K hypotheses H1, . . . ,HK . Let m < K of these hypotheses
correspond to non-null hypotheses (reliable hyperparameters), and the remaining K −m be true
nulls (unreliable hyperparameters). Assume all K p-values {pi}Ki=1 are independent and identically
distributed. Under the null, pi ∼ Unif[0, 1], so the CDF is F0(p) = p. Under the alternative, pi is
stochastically smaller, with CDF FA(p) satisfying FA(α) = β > α.

At testing threshold α, the type-I error probability is α, while the power (probability of correctly
rejecting a non-null) is β.

Consider an ideal ordering in which all m non-nulls appear first. FST proceeds sequentially, rejecting
Hi if pi ≤ α. The probability of correctly rejecting all m non-nulls is

m∏

i=1

Pr(pi ≤ α) = βm. (19)

Now suppose r ≥ 1 null hypotheses appear before the m non-nulls, i.e., among the first m + r
positions. Assume pessimistically that all r nulls come before any non-nulls. FST terminates if it
encounters a null with pi > α (probability 1− α). To reach and reject all m non-nulls, the procedure
must: 1. reject each of the r preceding nulls (probability αr), and 2. reject all m non-nulls (probability
βm). Thus, the probability of correctly rejecting all m non-nulls is

αr · βm. (20)

This calculation shows that even a single misplaced null reduces power by a factor of α < 1. In the
worst case, with r nulls preceding all non-nulls, the power degradation becomes exponential in r.

In a DAG-structured testing framework, when the DAG accurately reflects the logical dependencies
among hypotheses, non-nulls tend to be concentrated in subtrees rather than arbitrarily interleaved
with nulls. In this case, DAGGER avoids early termination caused by misplaced nulls, yielding higher
power and improved sample efficiency compared to fixed linear orders. In the RG setting, this insight
underscores the importance of incorporating structural information: well-specified edges increase
the probability of detecting all reliable hyperparameters at a given sample size, while FDR control
remains valid regardless of structure.

F Selection of RG-PT Hyperparameters

The theoretical FDR guarantee of RG-PT holds regardless of the choices of the hyperparameters D,
np, and τ . These parameters affect the construction of the RG and hence influence the statistical
power of the procedure, but not its validity. For practical use, however, guidance on their selection is
essential. Below we describe the automated, data-driven procedures we employed in our experiments,
which allow RG-PT to be applied in a reproducible manner without user intervention.

Graph Depth D. We determine the number of levels in the RG by computing the Silhouette
score [60] for each candidate value D ∈ {2, 3, . . . , Dmax} and selecting the value that maximizes
the average Silhouette score. The maximum depth can be set to |ZOPT| or capped at a smaller
constant (e.g., Dmax = 20) for computational efficiency. The Silhouette score quantifies intra-cluster
cohesion and inter-cluster separation and is a standard criterion for cluster number selection [61]. This
approach is fully data-driven, with each cluster naturally corresponding to a DAG level in RG-PT.

Prior Weight np. We set the prior weight np using a predictive empirical Bayes procedure [62],
which calibrates the reliance on prior pairwise information ηij according to its predictive value on
held-out data. Specifically:

1. Define a grid of candidate values for np, e.g.,
{0.25|ZOPT|, 0.5|ZOPT|, 0.75|ZOPT|, |ZOPT|}.

2. For each np, compute BT scores s(λ) for λ ∈ ΛOPT.
3. Evaluate the predictive log-likelihood on a validation dataset Zval as

Lval(np) =
∑

λi,λj∈ΛOPT

[
yij log

es(λi)

es(λi)+es(λj)
+ (1− yij) log

es(λj)

es(λi)+es(λj)

]
, (21)

where yij = 1 if λi outperforms λj in Zval.
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4. Select the np maximizing Lval(np).

This ensures the prior contributes proportionally to its predictive usefulness.

Lasso Regularization τ . We tune the non-negative Lasso regularization parameter τ via stability
selection [63], a principled approach to obtain reproducible sparse structures. The procedure is:

1. Generate multiple random subsamples of the calibration dataset ZOPT, each containing
50% of the data.

2. For each τ , fit the non-negative Lasso on each subsample and construct the RG.
3. For each edge (λi → λj), record its selection frequency across subsamples.
4. Compute the edge stability score for τ as the average selection frequency.
5. Choose the τ that maximizes stability, subject to a sparsity constraint on the graph (e.g.,

average node degree ≤ 3) to avoid overfitting and preserve power [64].

G Semantics of Edges Inferred via Non-Negative Lasso

The purpose of the RG is to encode reliability dominance relationships among candidate hyperparam-
eters, rather than mere predictive correlations. We provide here the structural motivation for our use
of non-negative Lasso to infer edges in the DAG.

Let G = (V,E) denote the RG, where V = {λ1, . . . , λ|ΛOPT|} is the set of candidate hyperparame-
ters, and E ⊆ V × V the set of directed edges. An edge (λi → λj) ∈ E indicates that the reliability
of λj is dependent on that of λi, i.e., λi is a “parent” of λj in the DAG.

We assume that each configuration λj ∈ V has an unobserved binary reliability label Rj ∈ {0, 1},
where Rj = 1 indicates that λj is reliable. The relationship between reliability variables can be
expressed as the stochastic Boolean structural equation

Rj = fj
(
{Ri : (λi → λj) ∈ E}

)
+ εj , (22)

where fj(·) is an unknown binary-valued function, and εj is a noise term, possibly correlated with the
output of fj(·). For example, fj(·) may encode that λj is likely to be reliable whenever a sufficient
number of its parents are. The noise term allows for the possibility that a child configuration is
unreliable (Rj = 0) due to random effects not captured by fj(·).
While the true reliability labels {Rj} are unobserved, we do observe scalar-valued performance
vectors Y (λj) ∈ RT (e.g., per-task or per-example risks), which act as continuous surrogates for
reliability. We approximate the Boolean process with the linear regression model

Y (λj) ≈
∑

i ̸=j

βij Y (λi) + εj , (23)

subject to non-negativity constraints βij ≥ 0 to preserve monotonic influence. This yields the
non-negative Lasso objective, which provides both sparsity (retaining only the most predictive and
interpretable relationships) and monotonicity (reflecting the domain prior that improving a parent
cannot reduce the reliability of the child).

This formulation does not assert that reliability is intrinsically linear. Instead, it provides a tractable
linearization of an unknown monotonic Boolean process, in line with influence modeling approaches
in graphical models [65]. Crucially, the formal FDR control of RG-PT remains valid regardless of
the DAG learning strategy; the graph structure influences statistical power but not correctness of the
guarantees.

H Additional Experiments

In this section, we present four new experiments across language model calibration [36], object
detection [4], image classification [66], and telecommunications engineering [37], to demonstrate
the advantages of our method over LTT and PT. We begin by detailing the hardware used for the
simulations and the specific parameter settings chosen for each experiment.
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H.1 Experimental Setups

All experiments were conducted using dedicated computational resources. Specifically, RG-PT,
LTT, and PT runs, along with data generation for the object detection, image classification, and
telecommunications engineering tasks, were executed on a machine equipped with an Apple M1
Pro chip (10-core CPU, 16-core GPU, 16 GB RAM). Data generation for the prompt engineering
experiment (Section 4.1) and the sequence-to-sequence translation task was performed on an NVIDIA
A100 GPU (40 GB VRAM), using CUDA 11.3 and 40 GB system memory.

The RG-PT parameter settings for each experiment are summarized in Table 1.

Table 1: RG-PT parameter settings for each experiment.
Experiment D np τ

Prompt Engineering 17 1000 0.1
Sequence-to-sequence translation 10 200 0.1
Object Detection 20 0 0.1
Image Classification - Low Dimension 10 0 0.1
Image Classification - High Dimension 20 0 0.1
Telecommunications Engineering 10 0 0.1

H.2 FDR Analysis Across All Experiments

To begin with, we present a high-level summary of our experimental validation of Proposition 3.1.
The specific details of each experiment, including their objectives, datasets, and task configurations,
are provided in their respective sections. Briefly, for each task, we ran RG-PT 100 times using
different random splits of the available dataset into ZOPT, ZMHT, and an independent test set. The
target was to control the average FDR on the test set below a threshold of δ = 0.1. We then measured
the average FDR on the test set across runs, and the results, summarized in Table 2, confirm that
RG-PT satisfies the FDR condition as theoretically established in Proposition 3.1. For completeness,
we also evaluated the average FDR of LTT and PT under the same procedure, thereby validating that
both methods also maintain FDR control in practice.

Table 2: Average FDR achieved by LTT, PT, RG-PT across tasks for a target FDR threshold of
δ = 0.1.

Task Prompt Engineering Object Detection Language Translation Image Classification Radio Access Scheduling

RG-PT 0.089 0.093 0.095 0.084 0.093

LTT 0.073 0.091 0.097 0.071 0.090

PT 0.079 0.087 0.093 0.071 0.087

H.3 Ablation Study

In this section, we use the prompt engineering task in Sec. 4.1 to perform an ablation study over the
RG depth D, as well as the effect of misspecified prior information.

H.3.1 Effect of DAG Depth

To assess the impact of the DAG depth D in RG-PT, we vary it from 1 (flat graph, equivalent to LTT)
to 100 (fully linear, equivalent to PT), and measure both the length of the shortest prompt in |Λ̂Z |
and the test FDR. Fig. 6 illustrates the average shortest reliable prompt length and average FDR over
100 runs for each depth, showing that FDR remains valid across depths. Additionally, it can be seen
that there exists an intermediate depth that minimizes the average prompt length, indicating that the
depth 1 < D < |ΛOPT| can be chosen to optimize power.
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Figure 6: Average shortest prompt length in the returned prompt set Λ̂Z and the average FDR
achieved by RG-PT as a function of RG depth D.
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Figure 7: Average shortest prompt length in the returned prompt set Λ̂Z and the average FDR
achieved by RG-PT as a function of fraction f of flipped pairwise prior probabilities.

H.3.2 Effect of Misspecified Priors

To simulate prior misspecification, we inject noise into the pairwise priors ηij . For every pair
λi, λj ∈ ΛOPT, we independently swap the priors ηij and ηji with probability f ∈ [0, 1]. When f = 0
the prior remains intact, and when f = 1 every pairwise preference is completely reversed.

Fig. 7 illustrates the average shortest prompt length in the returned set Λ̂Z of reliable prompts and
the average FDR, across 100 random data splits, as a function of the flipped fraction f of pairwise
preferences ηij . As f increases, the shortest prompt length grows, indicating the effect of reduced
prior information quality. Despite this, the FDR remains controlled below the target level δ = 0.1,
demonstrating robustness to misspecified priors. Notably, for f > 0.6, RG-PT returns an empty set
Λ̂Z across all runs, correctly avoiding any potentially unreliable hyperparameters in the face of highly
corrupted priors.

H.4 Image Segmentation for Object Detection

We now evaluate the proposed RG-PT framework on a multi-objective image segmentation task for
object detection, leveraging the MS-COCO dataset [67] and a pretrained detector from Detectron2
[68] as done in [4]. The task involves three distinct objectives: (i) detecting objects within an image
(object detection); (ii) delineating object boundaries (image segmentation); and (iii) assigning correct
labels to detected objects (object classification). These tasks are measured using recall, intersection-
over-union (IoU), and classification accuracy, respectively. The goal is to control classification errors
while optimizing recall and segmentation quality, addressing the trade-offs among these objectives.

The performance of the detection is determined by three hyperparameters:

1. The object recall threshold (λ1) controls the threshold for selecting objects based on confidence
scores. Reducing the value of λ1 lowers the confidence threshold, which allows more objects to be
selected at the cost of, potentially, increasing false positives.
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: Objects not detected by hyperparameters returned by LTT
Figure 8: Illustration of the benefits of the proposed RG-PT hyperparameter selection scheme over
the state-of-the-art LTT and PT for an object detection application [4]. The red arrows mark the
objects not detected by an object recognition model calibrated using LTT or PT that are instead
detected by the same model calibrated via RG-PT (see Appendix H.4 for details).
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Figure 9: Example of of hyperparameter distributions for LTT, PT, and RG-PT methods. The box
plots show the range (denoted by the horizontal black whiskers), median (represented by the thick
black vertical lines), and interquartile range (depicted by the boxes) of the object recall threshold
hyperparameter λ1.

2. The mask size threshold (λ2) tunes the size of the bounding masks used to segment objects,
impacting the IoU score.

3. The classification certainty level (λ3) controls the certainty level required for object classification,
adjusting the tolerance for inclusion in the set of labels assigned to each detected object.

The candidate hyperparameter set Λ was constructed as per [4], by taking all combinations of
50 linearly spaced values in [0.2, 0.5] for λ1, 5 linearly spaced values in [0.3, 0.7] for λ2, and 25
logarithmically spaced values in [−0.00436, 0] for λ3. These discretization choices were optimized
[4].

Denote as R1(λ), R2(λ), and R3(λ) the risks associated with recall, IOU, and coverage, respectively,
for hyperparameter λ = (λ1, λ2, λ3). Controlling these risks in the context of problem (3) is
equivalent to having L = 3 and Lc = 3. Additionally, as in [4], we set the targets as α1 = 0.5,
α2 = 0.5, and α3 = 0.75 with δ = 0.1. Within the set Λ̂Z of reliable hyperparameters returned by
the algorithm of choice, we choose the hyperparameter in subset Λ̂Z with the lowest value of λ1

in order to increase the number of detected objects as much as possible. No prior knowledge was
leveraged in creating the RG in this experiment by setting np = 0.

We compare the distribution of the hyperparameters returned by LTT, PT, and RG-PT. The distribution
is obtained by running 200 trials for each algorithm over different splits of calibration data Z into
subsets ZOPT and ZMHT with |ZOPT| = 1500 and |ZMHT| = 1500. As shown in Fig. 9, the results
demonstrate that RG-PT tends to return lower values for λ1 than both LTT and PT. In particular, both
the mean and dispersion for RG-PT are lower than those for LTT and PT. A lower threshold λ1 allows
the detector to select more objects, which directly enhances object recall, while still maintaining
controlled levels of segmentation and classification accuracy (see also Fig. 8).

29



Notably, this experiment shows that RG-PT still exhibits a larger power compared to LTT and PT
even when ordering among hypotheses are not hard-coded into the testing procedure. In particular, in
this task, we did not assume access to any prior reliability information and set np = 0. Despite this,
RG-PT still outperformed both LTT and PT, demonstrating its ability to discover and exploit latent
structure purely from empirical data.

H.5 Image Classification

In this experiment, following [66], we consider the problem of hyperparameter selection for a support
vector machine (SVM) model used to classify images from the Fashion MNIST dataset. The Fashion
MNIST is a widely used benchmark for image classification, consisting of 70,000 grayscale images
of 10 different clothing categories.

We consider two risk functions (L = 2) in problem (3), namely the classification error Rerr(λ) and
the recall, Rrec(λ). The classification error Rerr(λ) measures the proportion of incorrectly classified
images out of the total number of samples. The recall measures the ability of a model to correctly
identify all the relevant instances of each class. Accordingly, for each class, the recall is computed
as the ratio of correctly identified instances of that class to the total number of actual instances of
the same class in the dataset. The recall Rrec(λ) represents the average of the recall values across all
classes.

With reference to problem (3), we aim at minimizing recall, i.e. R2(λ) = Rrec(λ), while keeping
the classification error rate below 0.3, i.e. R1(λ) = Racc(λ), Lc = 1, and α1 = 0.3. The goal is
therefore defined as

min
λ∈Λ

Rrec(λ) subject to Racc(λ) < 0.3. (24)

This is a non-trivial problem since the accuracy maximizing model may not also optimize the recall
[69].

The SVM model requires the selection of two hyperparameters [66]. The regularization parameter, C,
controls the desired trade-off between maximizing the margin and minimizing the classification error.
Lower values of C allow for a softer margin that can overlook some misclassification errors, while
higher values enforce stricter classification error requirements. The kernel coefficient, γ, determines
the impact of a single training example on the decision boundary, with higher values capturing
finer details in the data set but risking overfitting. To create the initial candidate set Λ, we selected
hyperparameters over a grid of 25 combinations, using five logarithmically spaced values in the
intervals [−3, 3] and [−4, 1] for C and γ, respectively. This selection is in line with approaches such
as [70] for SVM hyperparameter selection.

We used 5,000 data points for training the SVM, and used an additional 5,000 data points as calibration
data Z . The calibration data set Z was in turn divided into two groups of size 2,500, for the data sets
ZOPT and ZMHT, respectively.

Fig. 10 illustrates the testing procedures of LTT [4], PT [5], and RG-PT. The x- and y-axes represent
the logarithmic scales of the two hyperparameters C and γ, while the contours indicate levels of
recall Rrec(λ), evaluated on the test data set, as a function of the hyperparameters λ = (c, γ). The
numbers illustrate the testing order for each testing method. Note that than LTT, which uses BY,
does not follow any inferred order on the hyperparameters, and thus does not have the order labels
in the figures. Furthermore, while LTT and PT test hyperparameters one by one, following a linear
trajectory, RG-PT proceeds along a DAG, testing at the same time all hyperparameters at the same
depth in the DAG.

LTT and PT are seen to stop at the sixth tested hyperparameter, yielding the set of reliable hyper-
parameters Λ̂Z marked as green dots. In contrast, RG-PT returns a much larger set Λ̂Z of reliable
hyperparameters, also marked as green dots. Choosing within these sets the hyperparameter that
minimizes the estimated recall as per problem (24) yields the solutions indicated as green stars,
corresponding to a test recall of 0.727 for LTT and PT, and 0.332 for RG-PT.

It is important to note that all three methods yield test accuracies below the 0.3 threshold in (24).
Specifically, the hyperparameters selected by LTT and PT result in a test accuracy error of 0.267,
while those chosen by RG-PT achieve a slightly higher accuracy error of 0.286. Although the accuracy
of RG-PT is closer to the threshold, it remains consistent with the statistical guarantee outlined in (24).
In fact, RG-PT achieves a lower recall while maintaining the desired accuracy constraint, whereas
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Figure 10: Illustration of the hyperparameter selection procedure followed by LTT (a), PT (b), and
RG-PT (c) for the setting studied in Sec. H.5. Each node represents a hyperparameter λ = (C, γ),
with the numbers representing the testing order. Green nodes show the hyperparameters included in
the reliable set Λ̂Z , and the star node shows the hyperparameter in set Λ̂Z with the lowest recall rate.

LTT and PT follow a more conservative approach, leading to a reliable hyperparameter with higher
recall.

To demonstrate the scalability of RG-PT to high-dimensional hyperparameter spaces, we repeated
the previous experiment over a grid of 10,000 hyperparameter configurations instead of 25. This
grid was constructed using 100 logarithmically spaced values for C and γ over the same intervals as
before. The average FDR across 100 runs is reported in Table 2, highlighting RG-PT’s robustness
and effectiveness even in high-dimensional settings.

H.6 Radio Access Scheduling

In this section, we study a telecommunications engineering problem, namely the optimization of a
radio access scheduler [37]. In this setup, each user equipment (UE) belongs to one of four quality-
of-service (QoS) classes, assigned at random, each with its own delay and bit rate requirements [71].
The goal is to control the delay of UEs in a given QoS class, while simultaneously minimizing the
delays for UEs in the other three QoS classes.

Accordingly, in the context of problem (3), we choose L = 4 and Lc = 1, and we set the risk Ri(λ)
to be equal to the average delay of QoS class i for 1 ≤ i ≤ 4. We aim to keep R2(λ) below 15 ms,
while minimizing R1(λ), R3(λ), and R4(λ). Formally, the problem is stated as

min
λ∈Λ

{R1(λ), R3(λ), R4(λ)} subject to R2(λ) < 15 ms. (25)

The scheduling algorithm at the base station allocates spectral resources to the UEs. As in [37],
the UEs are randomly distributed within a 1 km2 area containing a centrally located base station.
Each UE has an initial buffer of 100 packets, and moves at random speeds and directions. Resource
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Figure 11: Distribution of the average delay for the four QoS classes using hyperparameters optimized
by PT (left column) and RG-PT (right column). The dashed red line indicates the target threshold for
the average delay in QoS class 2.

allocation is carried out in intervals of 1 ms, called transmission time intervals (TTIs), over 10,000
TTIs per episode.

The resource allocation algorithm is controlled by a set of hyperparameters λ = (λ1, λ2, λ3, λ4) ∈ Λ,
where each λi adjusts a specific criterion in the reward model as detailed in [37]. Hyperparameters
λ1, λ2, λ3, and λ4 determine respectively the channel quality for each UE, the total queue sizes at the
UEs, the age of the oldest packet in each UE’s buffer, and the fairness in resource block allocation
among UEs.

Calibration and test data were generated using the Nokia wireless suite [37]. For each run, we used
100 episodes for calibration and 100 episodes for testing.

The candidate hyperparameter set Λ was generated by keeping λ1 and λ2 at the values λ∗
1 and λ∗

2
recommended by [71], and linearly sweeping hyperparameters λ3 and λ4 in [0.02, 0.2] and [-0.1,
0.1], respectively, with 10 steps each, resulting in a total of 100 combinations.

Fig. 11 presents the results of using PT and RG-PT to optimize the hyperparameter λ =
(λ1, λ2, λ3, λ4). Both methods successfully meet the statistical guarantee of R2(λ) < 15 ms for class
2. However, RG-PT demonstrates a greater ability to explore the hyperparameter space Λ, identifying
configurations that more effectively minimize the average delay across the other three classes.
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