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Abstract

Label completion serves as a preprocessing ap-
proach to handling the sparse crowdsourced la-
bel matrix problem, significantly boosting the
effectiveness of the downstream label aggrega-
tion. In recent advances, worker modeling has
been proved to be a powerful strategy to fur-
ther improve the performance of label comple-
tion. However, in real-world scenarios, workers
typically annotate only a few instances, leading
to insufficient worker modeling and thus limit-
ing the improvement of label completion. To
address this issue, we propose a novel transfer
learning-based label completion (TLLC) method.
Specifically, we first identify all high-confidence
instances from the whole crowdsourced data as
a source domain and use it to pretrain a Siamese
network. The abundant annotated instances in the
source domain provide essential knowledge for
worker modeling. Then, we transfer the pretrained
network to the target domain with the instances
annotated by each worker separately, ensuring
worker modeling captures unique characteristics
of each worker. Finally, we leverage the new
embeddings learned by the transferred network
to complete each worker’s missing labels. Ex-
tensive experiments on several widely used real-
world datasets demonstrate the effectiveness of
TLLC. Our codes and datasets are available at
https://github.com/jiangliangxiao/TLLC.

1. Introduction

Supervised learning has achieved remarkable performance
across diverse tasks, and its success relies on large-scale
annotated data (Jiang et al., 2019; Zhang et al., 2023a). How-
ever, acquiring large-scale accurately annotated data from
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domain experts is often expensive and time-consuming (Lu
et al., 2023). Fortunately, crowdsourcing offers a faster and
more cost-effective alternative by employing crowd workers
for annotation (Li et al., 2021). Due to varying expertise
among workers, the labels collected from crowd workers
contain a lot of noise (Xia et al., 2024). To address this,
repeated annotation has been widely adopted, where each
instance is annotated by multiple workers to obtain a multi-
ple noisy label set (Sheng et al., 2008). Thus, simultaneously
for multiple instances, a label matrix will be obtained. Sub-
sequently, label aggregation is applied to infer the unknown
true label of each instance based on this matrix.

To improve the performance of label aggregation, numerous
methods have been proposed over the past decades (Dawid
& Skene, 1979; Sheng et al., 2008; Zhang et al., 2016; Ro-
drigues & Pereira, 2018; Jiang et al., 2022; Li et al., 2023;
Ying et al., 2024). These methods have gradually reached a
consensus: when worker annotation is more accurate than
random annotation, the more noisy labels an instance re-
ceives, the easier it becomes to infer its unknown true la-
bel (Chen et al., 2022; Zhang et al., 2023b). However, in
real-world scenarios, each worker typically annotates only
a small number of instances, and few labels are typically
collected per instance to reduce cost, resulting in a highly
sparse crowdsourced label matrix (Jung & Lease, 2012).
This fact leads to label aggregation failing to achieve the
expected performance relying solely on the existing labels
in label matrix. To address this issue, label completion has
been proposed to fill in more missing labels for the sparse
label matrix, which is gaining increasing attention.

Although only a few methods have been proposed so far,
they have already demonstrated that label completion can
serve as a preprocessing approach to boost the effectiveness
of the downstream label aggregation. Among them, recent
advances further highlight the strength of worker modeling
in improving the performance of label completion. Specif-
ically, Yang et al. (2024) filter out potential noisy labels
through worker modeling, and Wu et al. (2024) estimate
worker similarity through worker modeling, both achiev-
ing notable improvements. However, to the best of our
knowledge, despite its effectiveness, worker modeling is
still constrained by the limited number of instances anno-
tated by each worker. Insufficient annotated instances fail
to accurately reflect the annotation ability of each worker,
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leading to insufficient worker modeling. Subsequently, in-
sufficient worker modeling may misguide label completion,
thereby limiting the improvement of label completion.

To address this issue, we propose a novel transfer learning-
based label completion (TLLC) method. Specifically, we
first identify all high-confidence instances from the whole
crowdsourced data as a source domain and use it to pretrain
a Siamese network. The abundant annotated instances in
the source domain provide essential knowledge for worker
modeling. Then, we transfer the pretrained network to the
target domain with the instances annotated by each worker
separately, ensuring worker modeling captures unique char-
acteristics of each worker. Finally, we leverage the new
embeddings learned by the transferred network to complete
each worker’s missing labels. In general, the contributions
of this paper can be summarized as follows:

* We reveal the limitations of existing methods that lever-
age worker modeling to improve label completion. The
fact that each worker annotates only a few instances
leads to insufficient worker modeling and thus limits
the improvement of label completion.

* We construct source and target domains for worker
modeling using crowdsourced data. The source do-
main provides essential knowledge for worker model-
ing and target domains ensure worker modeling cap-
tures unique characteristics of each worker.

* We propose a novel transfer learning-based label com-
pletion (TLLC) method. TLLC introduces transfer
learning to avoid insufficient worker modeling and
leverages the new embeddings learned by the trans-
ferred network to complete missing labels.

The rest of this paper is organized as follows: Section 2
briefly reviews closely related work. Section 3 provides
a detailed description of our proposed TLLC. Section 4
reports the experiments and results. Section 5 concludes
this paper and outlines future research directions.

2. Related Work

In this section, we briefly review the related work on label
completion and transfer learning.

Label completion. In crowdsourcing scenarios, label
completion was initially proposed by Jung & Lease (2012).
They applied probabilistic matrix factorization (PMF) to
label completion, successfully completing missing labels in
binary crowdsourcing scenarios. Inspired by collaborative
filtering (Resnick et al., 1994), Watanabe & Kashima (2014)
assumed that workers with similar annotation tendencies are
more likely to assign the same labels. Subsequently, they

Table 1. Differences among existing label completion methods.

Method Label matrix  Instance attributes ~ Worker modeling ~ Applicable scenarios

Jung & Lease (2012) v X X Binary
Watanabe & Kashima (2014) v x x Binary
Zhou & He (2016) v X X Multi-class
Yang et al. (2024) v ' v Binary
Wu et al. (2024) v v v Multi-class

estimated worker similarities and leveraged these similar-
ities to complete missing labels in binary crowdsourcing
scenarios. Zhou & He (2016) used a three-dimensional ten-
sor to represent the crowdsourced label matrix, and then
performed tensor augmentation and completion to complete
missing labels. Recently, worker modeling has been intro-
duced into label completion, achieving significant progress.
Yang et al. (2024) utilized worker modeling to improve the
PMF-based label completion method (Jung & Lease, 2012).
They modeled each worker by training a classifier and used
the classifier to filter out potential noisy labels annotated by
this worker before PMF. Wu et al. (2024) proposed a worker
similarity-based label completion method called WSLC.
WSLC first modeled each worker by learning a correlation
vector between worker labels and instance attributes. Then,
WSLC measured the cosine similarity between correlation
vectors as worker similarity and used worker similarity to
perform weighted voting for estimating missing labels. Ta-
ble 1 summarizes the differences among the above methods,
including whether they utilize the label matrix, whether
they utilize instance attributes, whether they utilize worker
modeling, and their applicable scenarios.

Transfer learning. To alleviate the insufficient worker
modeling problem, we introduce transfer learning into label
completion. Based on whether the source and target do-
mains share the same attribute space, transfer learning can
be divided into homogeneous transfer learning and heteroge-
neous transfer learning (Weiss et al., 2016). Homogeneous
transfer learning (Yao & Doretto, 2010; Shi & Sha, 2012;
Moustakas & Kolomvatsos, 2024) is applicable when the
source and target domains have identical attribute spaces,
while heterogeneous transfer learning (Sukhija, 2018; Bica
& van der Schaar, 2022; Syu et al., 2025) is applicable when
the source and target domains have different attribute spaces.
In crowdsourcing scenarios, both the source and target do-
mains should be derived from the same crowdsourced data,
ensuring identical attribute spaces. Therefore, this work
draws inspiration from homogeneous transfer learning to
improve label completion.

3. The Proposed TLLC
3.1. Preliminary

Before introducing our proposed method in detail, we first
define the basic notations for label aggregation and label
completion in crowdsourcing. Let D denote the crowd-
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Figure 1. Overall framework of TLLC.

sourced data {(z;, L;)} Y ,, where x; is the i-th instance
in D, L; is the multiple noisy label set of x;, and N
is the number of instances. x; can be represented as
{zi1, .. .., x;pm }, where M is the dimension of at-
tributes, and x;,, is the attribute value of x; on the m-th
attribute A,,,. L; can be represented as {l;, }2 ;, where R
is the number of workers, and [;, is the label of x; anno-
tated by the r-th worker u,.. [;,- takes a value from a fixed set
{-1,c1,...,¢q,...,cq}. where @ is the number of classes,
cq s the g-th class, and —1 means that u,- does not annotate
x;. Based on these notations, we define label aggregation
and label completion by Definitions 3.1 and 3.2.

<y Limyy -

Definition 3.1. Label aggregation infers the unknown true
label y; of each instance x; based on {(x;, L;)}}¥,, min-
imizing the error between the aggregated label ¢; and the
unknown true label y;.

Definition 3.2. Label completion infers the missing label
l;» = —1 of each instance x; based on {(x;, L;)}¥ , en-
suring that the completed label ;- is the most likely label
annotated to x; by worker u,..

In addition, we use X to represent all instances in D, X"
to represent the instances annotated by u.., L” to represent
the labels u, annotated for X7, and X" to represent the
instances not annotated by u,.. Meanwhile, to simplify the
complexity of label aggregation and label completion, D
satisfies Theorem 3.3 in this paper. For clarity, all notations
defined in this paper are summarized in a table, which is
provided in Appendix A due to the limited pages.

Assumption 3.3. The annotation difficulty of instances in
D is the same across all classes.

As discussed above, to alleviate the insufficient worker mod-
eling problem, we propose a novel transfer learning-based
label completion (TLLC) method. Its framework can be
graphically shown in Figure 1. Firstly, we construct the
source and target domain data from the original crowd-
sourced data. Secondly, we pretrain a Siamese network with
the source domain data. Thirdly, we transfer the pretrained
network with each worker’s corresponding target domain
data, respectively. Fourthly, we use the transferred network
to learn new embeddings for each worker. Fifthly, we com-

plete each worker’s missing labels with new embeddings to
obtain a completed crowdsourced data.

To this end, TLLC needs to address three key issues: 1)
How to construct the source and target domains from a given
crowdsourced data? 2) How to perform worker modeling via
transfer learning? 3) How to perform label completion? In
the following subsections, we provide a detailed description
of TLLC based on these three key issues.

3.2. Source and Target Domains Construction

First, we define the domain and task in transfer learning by
Definitions 3.4 and 3.5, respectively.

Definition 3.4. A domain D consists of an attribute space
X and a marginal probability distribution P(X), i.e., D =
{&, P(X)}.

Definition 3.5. A task 7 consists of a label space )’ and an
objective predictive function f,i.e., T = {J, f}.

Then, we can denote the source domain and the target do-
main as Dg and Dr, respectively. Since there is only D
available in crowdsourcing scenarios, we let Xg = X =
X = {Ah...,Am,...,AM} and ys = JJT = y =
{c1,...,¢q,...,cq} in this paper. To learn fg, we need
to construct the source domain data Dg from D. Inspired
by confident learning (Northcutt et al., 2021), for each in-
stance ; € D, we first obtain the initial aggregated label
9; and the corresponding confidence P(g;|L;) as follows:

9; = argmax P(cq|L;), ()
cq€Y
R
d lira
PleL) = gzl ) @)

Zqul Zf:l 6(lir, cq) 7

where §(+) is an indicator function that returns 1 if its two
parameters are identical, and O if its two parameters are
different. Subsequently, we calculate the average confidence
He, Tor ¢, as follows:

= i 0 ) PGHIL) 3
' il 8(dis cq)




Transfer Learning-based Label Completion for Crowdsourcing

Algorithm 1 Source and Target Domains Construction
Require: crowdsourced data D.
Ensure: source and target domain data: Dg, {D}}F ;.
fori=1to N do
Calculate §; and P(cq|L;) by Equations (1) and (2);
end for
forg=1to @ do
Calculate fi., by Equation (3);
end for
Construct X g by Equation (4);
Construct Dg by Equation (5);
forr=1to Rdo
Construct D7, by Equation (6);
end for
: return Dg, {D}}E .
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Next, we can get X g as follows:
Xs ={@i|P(§:|Li) > pg,,fori=1,2,... ,N}. (4)
Finally, we construct the source domain data Dg as follows:

| Xsly, )

where | X g| is the number of instances in Xg, Xg; is the
i-th instance in X g, [g; equals to the initial aggregated label
of Xg;. For the target domain D7, we construct a target
domain data D7 for each worker u,. as follows:

AXT

Dg ={(Xgi,lg;) |fori=1,2,...

={(X],L]) |fori =1,2,...

Ultimately, Dg contains abundant high-confidence anno-
tated instances, which provide essential knowledge for
worker modeling. D7, contains all instances annotated by
worker u,., which reflect the unique characteristics of u,..

The whole construction process of Dg and {D5}2 | in
TLLC is shown in Algorithm 1. In Algorithm 1, lines 1-3
calculate the initial aggregated labels and their confidences
with a time complexity of O(NQR). Lines 4-6 calculate
the average confidences with a time complexity of O(N Q).
Line 7 constructs X g, and line 8 constructs Dg, both with
a time complexity of O( ). Lines 9-11 construct the target
domain data { D} },“; with a time complexity of O(NR).
Considering only the highest-order terms, the overall time
complexity of Algorithm 1is O(NQR).

Theorem 3.6. Constructing Dg based on Equation (5) can
reduce the generalization error in transfer learning.

Proof. According to Ben-David et al. (2010), the generaliza-
tion error of transfer learning can be expressed as follows:

er < es + LY(Ds, Dr) + A, @)

where €5 and e7 are the errors in the source domain and tar-
get domain, respectively. L!(Dg, D) is the L' divergence

of Dg and Dr. A reflects the difference between fg and fr.
According to Theorem 3.3 and Equation (4), we can get
P(Xs) = P(X). Therefore, Equation (5) will not change
L'(Dg, Dr). Meanwhile, since \ is only related to fg and
fr, Equation (5) will not change \. Equation (4) filters out
low-confidence instances for X g, which reduces the noise
in Dg. This means that eg will be reduced, so the upper
bound of er will be reduced. O

3.3. Worker Modeling

After constructing D and {D5}E || we perform worker
modeling via transfer learning. According to different trans-
fer strategies, homogeneous transfer learning can be divided
into four classes: instance-based, attribute-based, parameter-
based, and relational-based (Weiss et al., 2016). Inspired by
fine-tuning (Guo et al., 2020), we leverage parameter-based
transfer learning to perform worker modeling.

Specifically, we set up both fs and fr as Siamese networks
with the same structure (Li et al., 2022). Let D to denote Ds
or Dr, f to denote fg or fr, we first generate the training
data D’ using D as follows:

:{()’Zi,)?jay;j) |f0riaj:1a25"'a|§z|}v (®)

where X contains all instances in D, y is the supervisory

information for training f . Let [; denote the label corre-
sponding to X; in D. We set ygj to 0 if [; = [;, otherwise

to 1. f has two parts, fg and fg. ]79 is used to learn a new
embedding z for an instance x as follows:

z:fg(w):{217...,zk7...,2K}, 9)

where K is the dimension of the new embedding. fd is
used to calculate the Euclidean distance between new em-
beddings z; and z; as follows:

K
D (ziks 2jk)? (10)

k=1

ffii(zia zj) =

For each instance (x}, z?,y!) in D', we optimize f using

the Mean Squared Error (MSE) loss function as follows:
1X|?

Lonse = —— > (atal). Bt ). (D

X2

According to Equations (8) and (11), we first pretrain fg
using Dg. After pretraining, fg has learned the essential
knowledge for worker modeling, so we share its parameters
with fr. Then, we create a copy of fr as f, for u,. Simi-
larly, we fine-tune f7. using D7 by Equations (8) and (11).
After fine-tuning, f7. is transferred from Dg to D7, fur-
ther capturing the unique characteristics of u,.. Therefore,
fine-tuning f7, is equivalent to modeling u,.
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Algorithm 2 Worker Modeling

Require: source and target domain data: Dg, { D} }E ;.
Ensure: transferred networks {f7.}2 ;.

: Generate data D using Dg by Equation (8);

: Pretrain fg using D by Equation (11);

: Share the parameters of fg with fr;

:forr=1to Rdo

1
2
3
4
5:  Copy fr as fr;
6.
7
8
9

Generate data D}/ using D7 by Equation (8);
Fine-tune f7 using Dl}l by Equation (11);

: end for

: return {fr}E .

The whole process of worker modeling in TLLC is shown
in Algorithm 2. In Algorithm 2, line 1 generates data D
with a time complexity of O(N?). Let O(g) represent the
time complexity of f;, when training f (the time complexity
of fq is O(K)). O(g) depends on the scale of f, and is
generally much larger than O(K). Line 2 pretrains fg with
a time complexity of O(N?2g). Line 3 shares the parameters
of fs with fr and its time complexity of O(g). Lines 4-8
fine-tune {f7}1*, with a time complexity of O(N2Rg).
Considering only the highest-order terms, the overall time
complexity of Algorithm 2 is O(N?Rg).

Theorem 3.7. Parameter-based transfer learning can re-
duce the generalization error in worker modeling.

Proof. Dg and D7 share the same attribute space. Mean-
while, both f7 and f7. are trained to map the attribute space
to the label space. These consistencies make transfer learn-
ing feasible. Based on parameter-based transfer learning, we
perform pre-training and fine-tuning with the same Siamese
networks on Dg and D7, respectively. According to Equa-
tion (7), we adopt the same networks to reduce the difference
between fr and f7, thereby reducing A, which further re-
duces the upper bound of er. This is equivalent to reducing
the generalization error in modeling worker ... O

Theorem 3.8. When the noise in D' follows an independent
and identically distributed (i.i.d.) Gaussian distribution,
worker modeling is robust to noise.

Proof. We first use ¢’ and y; to represent the supervisory
information calculated using noisy labels and true labels,
respectively. Then, ¢’ can be further expressed as follows:

v =y, +e e~N(0,0%). (12)
Therefore, Equation (11) can be derived as follows:

£mse == ]E[(yl - dl)2] = E[(yilt +€— d/)z]

2 ap (13
= E[(y; — d)7] + 2E[(y; — d')e] + E[¢’]

where d’ is the distance calculated by fy. Since € is inde-
pendent of y}, E[¢] = 0, and E[¢?] = o2, Equation (13) can
finally be simplified to:

Linse = E[(yé - d/)Q] +0? (14)

Therefore, the effect of € is a fixed constant, which means
that worker modeling is robust to €. O

3.4. Label Completion

From the defined Equations (8) and (11), it can be found
that a transferred f” should satisfy:

fé(zi7z£) < fg(zivz§)7 ifll'r = 127’ A llr 7é l3r7 (15)

where 27 is x1’s new embedding learned by f7, [1, is the
label of x; annotated by w,.. According to Equation (15),
TLLC completes the missing labels of w,. by calculating the
distance between new embeddings of unannotated instances
and annotated instances.

Specifically, we first use f7 to learn the new embedding for
each instance in X" by Equation (9). Then, we calculate the
centroid z;; of new embeddings for each class ¢, as follows:

725K}7 (16)

r__ [=r —r
Zg =A{Zgs - Zghr - - -

where ng can be calculated as follows:
X" r r
o= ZL:I | 6(L7,cq)zy,
q X ” :
S (L )

Subsequently, we calculate the averaged distance JZ of new
embeddings for each class ¢, as follows:

XT r (ST r
ar — Zl‘:1 | 5(Lich>fd(zqui)
q Xr r :
ZL:l | 6(LY,cq)
Finally, for each unannotated instance X i€ X7, we obtain

its new embedding z; by Equation (9) and complete /;, with
cq if the following condition is satisfied:

a7

(18)

fra(z],2;) < dj N|XT| > 2Q. (19)

T r T ar Y .
Here, f14(27,2;) < dj ensures that X is more similar
to the instances annotated as ¢,. | X"| > 2@Q) encourages
scenarios where w,. annotates at least two instances for each

class cg, although the two are not strictly equivalent.

The whole process of label completion in TLLC is shown
in Algorithm 3. In Algorithm 3, line 2 constructs X"
and X" for u, with a time complexity of O(N). Lines 3-5
learn new embeddings for X" with a time complexity of
O(Ng). Lines 6-9 calculate the centroid and the averaged
distance for each class with a time complexity of O(NQK).
Lines 10-18 complete missing labels for X" with a time



Transfer Learning-based Label Completion for Crowdsourcing

Algorithm 3 Label Completion

Require: crowdsourced data D, networks {f7.} 2 ;.
Ensure: completed crowdsourced data D.

I: forr =1to Rdo

2:  Construct X" and X" using D;

3: fori=1to | X"|do
4 Learn zj for X by Equation (9);
5. end for
6: forg=1to Qdo
7: Calculate z;, for ¢, by Equation (16);
8 Calculate Jg for ¢, by Equation (17);
9

:  end for
10: fori=1to |X"|do
11: Learn 2! for X! by Equation (9);
12: forg=1to () do
13: if Equation (19) holds then
14: Complete a label [ir = ¢cq4 for X
15: break;
16: end if
17: end for
18:  end for
19: end for

20: Reconstruct D with {X"}E_ and {X"}2_;
21: return D.

complexity of O(N (g + QK)). Due to O(g) >> O(QK),
the time complexity of lines 1-19 should be O(N Rg). Line
20 reconstructs D with a time complexity of O(NQR).
Considering only the highest-order terms, the overall time
complexity of Algorithm 3 is O(N Rg).

By combining Algorithms 1 to 3, the overall time complex-
ity of TLLC is O(NQR + N?Rg + N Rg). Considering
only the highest-order terms, the overall time complexity of
TLLC is O(N?Rg), which is caused by worker modeling.

4. Experiments and Results

To validate the effectiveness of TLLC, we conduct extensive
experiments. This section presents our experiments through
three aspects: experimental setup, results, and analysis.

4.1. Experimental Setup

As shown in Table 1, the state-of-the-art WSLC (Wu et al.,
2024) employs worker modeling and supports multi-class
crowdsourcing scenarios, making it a key baseline for com-
paring with our proposed TLLC. We evaluate WSLC and
TLLC by completing the same crowdsourced datasets and
measuring the aggregation accuracy of label aggregation
methods on their completed datasets, where aggregation
accuracy represents the proportion of instances with aggre-
gated labels matching true labels.

Table 2. Detailed network structure and parameter settings of f

Layer type Output dimension  Activation function
Input layer 128 ReLU

Fully connected layer 64 ReLU
Output layer 2 -

The label aggregation methods used in our experiments in-
clude majority voting (MV) (Sheng et al., 2008), ground
truth inference using clustering (GTIC) (Zhang et al., 2016),
differential evolution-based weighted soft majority voting
(DEWSMV) (Tao et al., 2021), multiple noisy label distri-
bution propagation (MNLDP) (Jiang et al., 2022), attribute
augmentation-based label integration (AALI) (Zhang et al.,
2023c), and label aggregation with graph neural networks
(LAGNN) (Ying et al., 2024). For MV and GTIC, we use the
existing implementations on the Crowd Environment and its
Knowledge Analysis (CEKA) (Zhang et al., 2015) platform.
For WSLC, DEWSMYV, MNLDP, and AALI, we implement
them on the CEKA platform. For LAGNN and TLLC, we
implement them in Python. The parameter settings of all
existing methods are consistent with those specified in their
original papers. For TLLC, we set K = 2, the number of
epochs to @, and the batgh size to 32. Additionally, we
set the Siamese network f in TLLC to a small scale to en-
sure convergence, and~ the detailed network structure and
parameter settings of f are shown in Table 2.

To provide a more comprehensive comparison, we conduct
experiments on three different real-world datasets: Income,
Leaves, and Music_genre. All three widely used datasets are
collected through the online platform Amazon Mechanical
Turk (AMT), and they represent different crowdsourcing re-
quirements. Specifically, Income is collected from a binary
scenario, while Leaves and Music_genre are collected from
multi-class scenarios. In Income and Leaves, each instance
is annotated by 10 workers, whereas in Music_genre, each
instance is annotated by 4.2 workers. The proportion of
missing labels in Income, Leaves, and Music_genre are (.85,
0.88, and 0.90, respectively. Therefore, the label matrices
of all three datasets are highly sparse, which aligns with
the application scenarios of label completion. Due to the
limited pages, more detailed information about these three
datasets is provided in Appendix B.

4.2. Experimental Results

Aggregation accuracy. To reduce the impact of random-
ness on the experimental results, we independently repeat
the experiments on each dataset ten times. Figure 2 shows
the averaged aggregation accuracy of each label aggregation
method after performing label completion by WSLC and
TLLC, respectively. Based on these experimental results,
we can summarize the following highlights:
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Figure 2. Averaged aggregation accuracy (%) of each label aggre-
gation method completed by WSLC and TLLC.

* On dataset Income, after completion by TLLC, the ag-
gregation accuracy of each label aggregation method
improves significantly. Specifically, the aggregation ac-
curacies of MV (74.97%), GTIC (74.67%), DEWSMV
(74.80%), MNLDP (72.67%), AALI (75.37%), and
LAGNN (74.67%) after completion by TLLC are
much higher than those of MV (71.17%), GTIC
(71.83%), DEWSMYV (71.15%), MNLDP (71.83%),
AALI (64.87%), and LAGNN (71.00%) after comple-
tion by WSLC, respectively.

¢ On dataset Leaves, after completion by TLLC, the ag-
gregation accuracy of each label aggregation method
improves significantly. Specifically, the aggregation ac-
curacies of MV (68.88%), GTIC (67.19%), DEWSMV
(69.01%), MNLDP (69.79%), AALI (72.40%), and
LAGNN (68.75%) after completion by TLLC are
much higher than those of MV (63.80%), GTIC
(63.80%), DEWSMYV (63.85%), MNLDP (64.58%),
AALI (64.06%), and LAGNN (63.80%) after comple-
tion by WSLC, respectively.

(a) Income

(b) Leaves

(c) Music_genre

Figure 3. Critical difference diagrams of significance tests.

e On dataset Music_genre, although TLLC does not
reach its outstanding performance levels as in datasets
Income and Leaves, it still maintains a relatively high
upper bound of performance. Specifically, the aggre-
gation accuracies of MNLDP (78.00%) and LAGNN
(78.57%) after completion by TLLC are competitive
with those of MNLDP (78.86%) and LAGNN (77.86%)
after completion by WSLC, respectively.

Significance tests. In addition to comparing the averaged
aggregation accuracies of ten repetitions, we directly per-
form a Friedman test with corresponding post-hoc tests
(e.g., Nemenyi test) (Demsar, 2006; Jansen et al., 2023)
on each dataset using the results of ten repetitions. These
significance tests allow us to compare the performance dif-
ferences between the label aggregation methods completed
by WSLC and TLLC. Based on the test results, we present
the critical difference (CD) diagrams in Figure 3. As shown
in Figure 3, on datasets Income and Leaves, the label ag-
gregation methods completed by TLLC achieve superior
average rankings. Moreover, while TLLC’s performance
on dataset Music_genre is less pronounced compared to its
performance on Income and Leaves, no statistically signifi-
cant differences are observed between the label aggregation
methods completed by WSLC and TLLC.

4.3. Discussion and Analysis

The experimental results above clearly validate the effec-
tiveness of TLLC. Specifically, on datasets Income and
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(a) Income (b) Leaves (c) Music_genre

Figure 4. Comparison of aggregation accuracy in X and Xs.

(a) With transfer learning (b) Without transfer learning

Figure 5. Visualization of new embeddings learned by the Siamese
network f7 with and without transfer learning.

A

1 6 11 16 21 26 31 36 41 46 51 56 61 66
Worker index

= = =
kS Y -

Annotation quality

=
>

Figure 6. Changes in annotation quality of workers before and after
label completion on dataset Income.

Leaves, TLLC consistently outperforms WSLC in aggrega-
tion accuracy across all label aggregation methods. Even on
dataset Music_genre, significance tests indicate that TLLC
still demonstrates strong potential. In this subsection, we
provide a deeper analysis of TLLC, validating its underlying
rationality and exploring the reasons behind its suboptimal
performance on dataset Music_genre.

Rationality. To improve the performance of label comple-
tion, we introduce several innovative strategies for TLLC.
First of all, when constructing X g, considering the noise in
the label matrix, we draw inspiration from confident learn-
ing and design Equation (4) to filter out high-confidence
annotated instances based on the initial aggregated labels.
To validate the effectiveness of this strategy, we compare the
aggregation accuracies in X (before filtering) and X g (after
filtering) for each class across three datasets. The detailed re-
sults are shown in Figure 4. Based on Figure 4, we can find

that after filtering, the aggregation accuracies for almost all
classes across all datasets are significantly improved, which
strongly supports the rationality of Equation (4).

Subsequently, considering the impact of insufficient worker
modeling on label completion, we introduce transfer learn-
ing into worker modeling. To validate the rationality of this
strategy, we focus on a worker with relatively few labels (r
= 2) from dataset Music_genre. Figure 5 illustrates the new
embeddings of X learned by the Siamese network f7. corre-
sponding to this worker, obtained through two approaches:
using transfer learning (pre-training fg and then transferring
to f1.) and without transfer learning (directly training f7.).
The visualization in Figure 5 demonstrates that the former
approach better clusters instances with the same true labels,
indicating its ability to capture more essential knowledge
for worker modeling effectively.

Finally, to complete the missing labels, we design Equa-
tion (19), which determines whether or not to complete
missing labels based on the distances between the new em-
beddings of annotated and unannotated instances. To vali-
date the rationality of Equation (19), we analyze the changes
in annotation quality of workers before and after label com-
pletion on dataset Income, as shown in Figure 6 (results of
datasets Leaves and Music_genre are provided in Appendix
C due to the limited pages). From Figure 6 we can see
that after label completion using WSLC, workers’ annota-
tion quality tends to converge, indicating WSLC assigns
similar labels across workers. This erases workers’ unique
characteristics, violating Theorem 3.2. In contrast, TLLC
maintains smaller changes in workers’ annotation quality,
preserving their unique characteristics and better adhering to
Theorem 3.2. These results strongly validate the rationality
of label completion in TLLC and confirm that f7. effectively
captures the unique attributes of w,..

Ablation experiment. Through rationality analyses, we
have preliminarily validated the effectiveness of each strat-
egy in TLLC. To further investigate the impact of different
strategies on TLLC’s performance, we conduct an ablation
experiment on dataset Income. Specifically, we fix MV as
the label aggregation method to evaluate the aggregation
accuracy achieved by TLLC and its variants. For clarity, we
denote the variants of TLLC without instance filtering, pre-
training, and transfer learning as “TLLC-IF”, “TLLC-PT”,
and “TLLC-TL”, respectively. The detailed experimental
results are shown in Figure 7. Based on these results, it can
be found that the performance degrades when any of these
strategies is removed from TLLC. These findings further
highlight the critical role of instance filtering, pretraining,
and transfer learning in enhancing TLLC’s performance.

Sensitivity analysis. In addition to evaluating the effec-
tiveness and rationality of TLLC, we also perform a param-
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Figure 7. Aggregation accuracy (%) achieved by TLLC and its
variants on dataset Income.

Table 3. Aggregation accuracy (%) achieved by TLLC on dataset
Income as the parameters change.

New embedding dimension

Value 2 4 6 8 10

Accurary (%) 74.94 71.83 71.66 7333 72.66
Epochs

Value 2 4 6 8 10

Accurary (%) 74.94 72.33 73.00 72.16 72.83
Batch size

Value 8 16 32 64 128

Accurary (%) 71.83 7250 7494 7333 73.16

eter sensitivity analysis for it. TLLC includes three key
adjustable parameters: the new embedding dimension, the
number of epochs, and the batch size. To observe the impact
of these parameters on TLLC’s performance, we conduct
sensitivity analysis experiments on dataset Income (using
MYV as the label aggregation method). In each experiment,
two parameters are fixed, while the remaining one is var-
ied. The detailed experimental results are shown in Table 3.
From these results, it can be found that TLLC’s effective-
ness shows only slight variation with changes in parameter
values. Given that the aggregation accuracy of MV after
label completion using WSLC is 71.17% (as shown in Fig-
ure 2(a)), it is clear that TLLC consistently achieves superior
performance. Therefore, the effectiveness of TLLC is not
highly sensitive to parameter settings.

Besides parameter settings, we conduct another set of ex-
periments to observe the impact of datasets’ missing rate
(proportion of missing labels) on TLLC. The results reveal
that TLLC is more effective in scenarios with a high missing
rate. This finding aligns with our objective of addressing
the challenges posed by insufficient worker modeling. Due
to the limited pages, more detailed settings and results of
these experiments are provided in Appendix D.

Abnormality. According to Figure 2(c), we can observe
that the performance of TLLC on dataset Music_genre is less
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Figure 8. Relationship between the number of annotated instances
and annotation quality for each worker in dataset Music_genre.

pronounced compared to its performance on datasets Income
and Leaves. To explore the underlying reasons, Figure 8
illustrates the relationship between the number of annotated
instances and annotation quality for each worker in dataset
Music_genre (results of datasets Income and Leaves are pro-
vided in Appendix E due to the limited pages). Notably,
Figure 8 identifies three adversarial workers (highlighted
in red) who annotated a large number of instances with
exceptionally low quality. Since these adversarial work-
ers annotate a large number of instances, they significantly
influence f7. in TLLC during transfer learning, as f7. cap-
tures their unique but erroneous characteristics. Further-
more, since TLLC adheres to Theorem 3.2 and seeks to
complete the labels workers are most likely to annotate,
it inadvertently completes incorrect labels for these work-
ers. In contrast, as shown in Figure 6, WSLC reduces the
impact of adversarial workers by changing the annotation
quality of workers, though this comes at the cost of erasing
their unique characteristics. These observations explain the
anomaly in Figure 2(c) and reveal the lack of robustness in
TLLC against adversarial workers with numerous labels.

5. Conclusion

This paper is the first to reveal the limitations of insufficient
worker modeling on label completion. To address this issue,
we design a novel algorithm to construct the source and
target domains from crowdsourced data, which makes it
possible to introduce transfer learning into crowdsourcing.
Subsequently, we train Siamese networks to model workers
through transfer learning, which significantly mitigates the
impact of insufficient worker modeling. Ultimately, both
the theoretical analysis and experimental results validate the
effectiveness and rationality of the TLLC we proposed.

However, the experimental results also highlight some limi-
tations of TLLC, particularly the lack of robustness against
adversarial workers who annotated a large number of in-
stances. Refining the transfer learning process to address
this issue remains a crucial direction for future research to
improve the performance of TLLC.
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A. Summary of commonly used notations.

As the method proposed in this paper involves crowdsourcing, worker modeling, transfer learning, and Siamese networks, a
large number of notations are introduced. Therefore, Table 4 is provided to summarize the notations used in the paper to
reduce reading difficulty.

Table 4. Summary of commonly used notations.

Notation Description Notation Description

D data T instance

N number of instances in D x attribute value

M dimension of attributes z new embedding

R number of workers z embedding value

Q number of classes Y true label

A attribute i aggregated label

S source Y supervisory information

T target l noisy label

K dimension of the new embedding l=-1 missing label

0] time complexity ] completed label

D completed data f objective predictive function
Dr data corresponding to u, fa distance function in f

D’ training data fq embedding function in f

L! L' divergence fr function corresponding to w,
X all instances in D € error

X" instances annotated by u,. A difference of functions

X instances not annotated by u,. d distance

L multiple noisy label set c class

L labels u,- annotated for X" U worker

P(X) marginal probability distribution o? variance

P(c| L) probability / confidence L average value

D domain z" new embedding corresponding to f”
T task Zy centroid corresponding to ¢,
X attribute space dr distance corresponding to f”
Yy label space dg distance corresponding to ¢,
N Gaussian distribution | o] set size

L loss function . example object

E expectation 0(e) indicator function

B. Detailed information of experimental datasets.

The descriptions of three real-world crowdsourced datasets are listed in Table 5. Here, “#Instances” denotes the number of
instances, “#Workers” denotes the number of workers, “#Labels” denotes the number of labels, “#Attributes” denotes the
number of attributes, and “#Classes” denotes the number of classes. These datasets are collected from different application
scenarios and represent different crowdsourcing requirements. We have uploaded these datasets and our codes, which are
available at https://github.com/jiangliangxiao/TLLC.

C. Changes in annotation quality of workers on datasets Leaves and Music_genre.

The changes in annotation quality of workers before and after label completion on datasets Leaves and Music_genre are
shown in Figure 9. Similar to Figure 6, it can be found from Figure 9 that after label completion using WSLC, workers’
annotation quality tends to converge, indicating WSLC assigns similar labels across workers. This erases workers’ unique
characteristics, violating Theorem 3.2. In contrast, TLLC maintains smaller changes in workers’ annotation quality,
preserving their unique characteristics and better adhering to Theorem 3.2. These results strongly validate the rationality of
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Table 5. Descriptions of the three real-world datasets used in our experiments.

Dataset Income Leaves Music_genre
#Instances 600 384 700
#Workers 67 83 44
#Labels 6000 3840 2946
#Attributes 10 (nominal) 64 (numeric) 31 (numeric)
#Classes 2 6 10
Averaged #Labels per instance 10 10 4.2
Proportion of missing labels 0.85 0.88 0.90
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Figure 9. Changes in annotation quality of workers before and after label completion on datasets Leaves and Music_genre.

Table 6. Aggregation accuracy (%) achieved by WSLC and TLLC as the missing rate changes.

Missing rate 0.9 0.7 0.5 0.3 0.1
WSLC 70.17 80.33 81.67 92.67 94.83
TLLC 71.16 81.16 82.33 92.33 94.00

label completion in TLLC and confirm that f7. effectively captures the unique attributes of w,..

D. More detailed settings and results of sensitivity analysis experiments.

To analyze the impact of the missing rate on the performance of TLLC, we conduct simulated experiments on dataset
Income. Specifically, we simulate 40 workers annotating the dataset, where each worker’s annotation quality is randomly
generated from a uniform distribution of [0.55, 0.75]. The missing rate is controlled by adjusting workers’ annotation
probabilities, ensuring it varies from 0.9 to 0.1 in intervals of 0.2. When the label aggregation method is fixed as MV,
the aggregation accuracy achieved by WSLC and TLLC is shown in Table 6. It can be found that when the missing rate
exceeds 0.5, TLLC outperforms WSLC. However, as the missing rate decreases further, WSLC becomes more effective
than TLLC. Therefore, TLLC is more effective in scenarios with a high missing rate. This finding aligns with our objective
of addressing the challenges posed by insufficient worker modeling. TLLC improves label completion by addressing
insufficient worker modeling. A higher missing rate increases the likelihood of insufficient modeling, making TLLC’s
advantages more pronounced. As the missing rate decreases, TLLC’s effectiveness relative to WSLC gradually diminishes.

E. Relationship distribution in datasets Income and Leaves.

The relationships between the number of annotated instances and annotation quality for each worker in datasets Income and
Leaves are shown in Figure 10. From Figure 10, it can be found that datasets /ncome and Leaves also contain adversarial
workers with low annotation quality. However, since they did not annotate a large number of instances, TLLC’s performance
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is insensitive to them. This finding indicates that TLLC lacks robustness only against adversarial workers who annotated a

large number of instances.
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Figure 10. Relationship between the number of annotated instances and annotation quality for each worker in datasets Income and Leaves.
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