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Abstract

Do larger and more capable language models
learn to update their ’beliefs” about propositions
more consistently with Bayes’ theorem when pre-
sented with evidence in-context? To test this,
we formulate a Bayesian Coherence Coefficient
(BCC) metric and generate a dataset with which
to measure the BCC. We measure BCC for multi-
ple pre-trained-only language models across five
model families, comparing against the number of
model parameters, the amount of training data,
and model scores on common benchmarks. Our
results provide evidence for our hypothesis that
larger and more capable pre-trained language
models assign credences that are more coherent
with Bayes’ theorem. These results have impor-
tant implications for our understanding and gov-
ernance of LLMs.

1. Introduction

Bayes’ theorem allows optimally updating credences as ob-
servations provide evidence to existing beliefs (Lin, 2024).
Knowing whether large language models (LLMs) internally
perform belief updates that approximate this rule is impor-
tant for understanding and governing their behavior.

While previous research showed that transformers trained
on hidden Markov model data naturally implement a form
of constrained Bayesian inference for next token prediction
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(Piotrowski et al., 2025), LLMs showed no improvement in
Bayesian consistency over abstract propositions rather than
tokens (Fluri et al., 2023). However, larger LLMs have been
shown to violate other logical and probabilistic axioms less
often than smaller models (Fluri et al., 2023; Paleka et al.,
2025). Mazeika et al. (2025) additionally demonstrated that
larger models exhibit higher preference coherence, mea-
sured by fewer transitivity violations. They also found that
larger models are more decisive and consistent over their
preferences, which they interpret as proxies for preference
completeness.

If we expect LLMs trained and deployed in the future to
be coherent Bayesian updaters, this has profound implica-
tions. More coherent agents are more understandable and
predictable by agents with similar world models, which
translates to greater reliability and robustness, and therefore
steerability of LLMs. This also means that human behavior
should be more understandable to more coherent LLMs.
The latter should make it easier to convey information and
specify complex goals (e.g., to empower humans). On the
other hand, it makes it more difficult to conceal information
when interacting with LLMs. This makes it difficult to eval-
vate LLMs without them conditioning on the fact that they
are being evaluated (Fan et al., 2025; Needham et al., 2025).

In partially observable environments, Bayesian belief up-
dating allows for optimal control (Astrém, 1965; Sondik,
1978). Agents that additionally have coherent preferences
are well modeled as expected utility maximizers (EUMs)
(Hammond, 1988), which brings many benefits but also se-
rious risks. In particular, if the preferences of EUMs are
misaligned with human preferences, they may optimize for
world states that humans dislike (Everitt & Hutter, 2018).
EUMs may also resist shutdown or modification of their
goals and preferences (i.e. they may be incorrigible) and
therefore engage in deception and power seeking (Soares
et al., 2015; Everitt & Hutter, 2018; Hubinger et al., 2021).

Motivated by the above considerations, and the emerging de-
bate about whether LLMs can reason (Shojaee et al., 2025;
Opus & Lawsen, 2025), we investigate whether LLMs up-
date their credences in-context over propositions in a manner
consistent with Bayes’ rule, and how this property scales
with model size and capability. The contributions of our



research are:

* We introduce a novel metric and dataset that compares
the observed and expected updates that a model per-
forms across propositions and evidences in multiple
conversational contexts.

* We demonstrate empirically that larger and more capa-
ble LLMs update their credences over propositions in
a manner more consistent with Bayes’ rule.

* We discuss the implications of our results for Al safety
and alignment.

2. Bayesian Coherence Coefficient

For this analysis, the propositions under consideration are a
set of classes C. Given some evidence =, Bayes’ theorem
can be used to update one’s credences:
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Since the set of all possible classes that some evidence x
points to is infinite, we consider ratios:
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where c1, co € C are pairs of classes.
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We introduce the Bayesian Coherence Coefficient (BCC),
which measures the correlation between the expected and
observed updates given any evidence, as measured by the
log likelihood ratios and the log odds updates, respectively:

BCC(97 D) = Corr(Aexpecteda A0bserved> (3)

Where 6 is the model being evaluated, and D is a dataset
composed of multiple categories k of classes c, evidences z,
and conversation histories h.

The expected and observed updates are:
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where Py is the LLM-assigned cumulative conditional prob-
ability assigned to the tokens composing the class c or evi-
dence .
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Figure 1. We compute priors, likelihoods and posteriors for all
class (red), evidence (orange), history (grey) and category combi-
nations, as the cumulative log probabilities assigned to the under-
lined tokens, conditional upon the preceding text. Elicitation texts
(blue), fixed for each category, are used to encourage the class and
evidence tokens. The Bayesian Coherence Coefficient is computed
as the correlation between the expected and observed updates for
all class pairs (either side of /) within each category and given each
evidence and conversation history.

3. Data and Methodology

To generate the dataset D, we prompt an LLM (we use the
GPT-40 model accessed via the ChatGPT interface) with
a JSON schema, desiderata for the classes, evidences and
histories, an example dataset and a category k. The exact
prompt including the desiderata is given in Appendix C.
We repeat this process for 10 manually curated categories,
resulting in a dataset with each category containing at least
five classes ¢, 20 evidences x and three conversation histo-
ries h, as well as class elicitation and evidence elicitation
strings, prefixed to encourage the model to generate the
classes and evidences, respectively.

Figure 1 illustrates how the aforementioned components
are used to compute priors Py(c | h, k), likelihoods Py(x |
¢, h, k) and posteriors Py(c | z, h, k) assigned by the model
0 being evaluated. Importantly, we use separate instances
of the model to compute each of these.

Following the above, for every class pair (c;, ¢z) in each
category k, we compute the prior ratio, likelihood ratio and
posterior ratio as detailed in equations 4 and 5, finally com-
puting the BCC as the correlation between all the expected
and observed updates (equation 3).

All models were evaluated with the temperature parameter
set to 1, which is the temperature that models are typi-
cally trained with. Model parameter counts and benchmark
scores were obtained from the Open LLM Leaderboard 2
(Fourrier et al., 2024), which provides standardized evalu-
ations across multiple language model families. Both the
parameter counts and benchmark scores reported by the
leaderboard may differ slightly from those in official model
documentation.



4. Results

We compute the Bayesian Coherence Coefficient (BCC) as
described in equation 3 across the entire dataset D, totaling
6460 (c1, ca,x, h, k) tuples and for multiple models across
five model families. Figure 2 illustrates the BCC by visualiz-
ing the correlation between expected and observed credence
updates for two models from the Llama family. For the
largest tested models in each family, we find that BCC is
similarly distributed across categories (Figure 6).

All tested models have BCC values greater than 0, implying
credence updates more consistent with Bayes’ rule com-
pared to a random policy. For all model families tested,
BCC increases with scale, with the only exception being the
GPT-2 XL and GPT-2 Large models from the GPT-2 family
(figure 3 and appendix figure 8). We found a significant pos-
itive correlation between BCC and the log of model parame-
ter counts in the models we tested ((r = 0.906, p < 1079)).
Larger models also show a larger proportion of observed
and expected updates in the same direction as measured by
the Direction Agreement in Table 1.

For all tested models, the gradient of observed vs. expected
updates is less than 1. Further investigation reveals that
this update gradient is inversely proportional to the negative
evidence log likelihood averaged over the class pair (see
appendix figure 9). Larger models show an update gradient
closer to 1 (see table 1), with the only exceptions being the
GPT-2 Large and XL, and the Pythia 160M and 1B model
pairs (see appendix figure 8). Perfect Bayesian updating
would entail observed and expected updates being equal;
therefore, yielding a gradient of 1.

We further use the Pythia model family to evaluate the rela-
tionship between BCC and training steps, since these models
are available across multiple training checkpoints (Bider-
man et al., 2023). We find a non-significant positive trend
between BCC and an increasing number of training steps
(Figure 4).

Lastly, we explore how BCC varies with scores obtained by
the models on a set of benchmarks commonly used to eval-
uate model capability, namely, BIG-Bench Hard (Suzgun
etal., 2022), GPQA (Rein et al., 2023), MMLU-PRO (Wang
et al., 2024), IFEval (Zhou et al., 2023), MUSR (Sprague
et al., 2024), and Math Lv1 5 (i.e., the level 5 (most difficult)
subset of the MATH dataset) (Hendrycks et al., 2021). We
find significant positive correlations (p < 10~2) between
BCC and benchmark score for four of the six tested bench-
marks - BIG-Bench Hard, GPQA, MMLU-PRO and Math
Lvl 5 - and non-significant positive relationships with the
IFEval and MUSR benchmarks.

Log Odds Update
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r=0.658
slope = 0.381

Log Odds Update
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Figure 2. Scatterplots showing the observed updates (log odds up-
dates) against the expected updates (log likelihood ratios) for the
Llama 3.2 1B and 3.1 8B models. Each point represents a (class
pair, evidence, history, category) tuple from the dataset. The BCC
of the model is the correlation (r value) between the expected and
observed updates. p values were too small to be properly rendered
and were therefore skipped from this figure. The solid red and
dashed black diagonal lines show the observed and ideal update
gradients between the observed and expected updates, respectively.
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Figure 3. Bayesian Coherence Coefficient as a function of number
of model parameters. Each point represents a pre-trained model
evaluated on the full dataset. The x-axis represents the number of
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Figure 4. Evolution of the BCC during training for four models
with different numbers of parameters (see legend) from the Pythia
model family. Each point represents a pre-trained model evaluated
on the full dataset. The x-axis represents the number of training
steps (in thousands) on a logarithmic scale, each of which is over
a batch of 2 million tokens.
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Figure 5. BCC against (normalized) scores obtained by the models on a set of benchmarks commonly used to evaluate model performance.
Each point represents a pre-trained model evaluated on the full dataset. The x-axis represents normalized benchmarks scores, with 0 as the
random baseline and 100 as the maximum achievable score.

Table 1. BCC, update gradient, and directional agreement between
observed and expected updates for models of different sizes in
the same model family. All entries are based on 6,460 evaluation
instances.

Model Params BCC Update Direction

Family B) Gradient Agreement%
Falcon 3 1.67 0.594 0.295 70.4
10.31  0.688 0.352 74.3
Liama 3 1.24 0.658 0.381 73.8
8.03 0.739 0.457 74.7
Qwen 2.5 3.09 0.667 0.390 74.3
’ 14.77  0.743 0.482 75.8
0.14 0.477 0.351 64.4
GPT-2 1.61 0.595 0.329 67.9
Pythia 0.21 0.505 0.340 63.7
y 1200 0681  0.396 73.7
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Figure 6. BCC for selected models across the categories in our

dataset.

5. Discussion

The significant positive correlation (r = 0.906,p < 10~)
between the BCC and log number of model parameters (fig-
ure 3) and the significant positive correlations (see figure
5) between the BCC and model performance on common
benchmarks provide evidence for our hypothesis that larger
and more capable LLMs update their credences over propo-
sitions more consistently with Bayes’ rule.

The correlations between BCC and the number of training
steps (figure 4) and between BCC and two of the six bench-
marks we tested (IFEval and MUSR) are, although positive,
not statistically significant for the models we tested. It is
unclear whether this is due only to the limited number of
models tested (and even more limited model families tested
in the case of training steps) or whether there are other fac-
tors at play. It is also unclear why all models tested seem
to under-update, that is, why the gradient of observed vs.
expected updates is less than 1 for all models. The inverse
correlation between this update gradient and the negative
evidence log likelihood averaged over the class pair (see
appendix, figures 9 and 10) suggests that this is related to
the evidences used in our analysis being a lot less likely
compared to the classes.

Our results add to the body of research showing that the
beliefs and preferences of larger and more capable LLMs
are more logically consistent (Paleka et al., 2025; Mazeika
etal., 2025), while contrasting with Fluri et al. (2023), which
found no increase in Bayesian consistency from GPT 3.5
and GPT 4, a larger and more capable model, despite finding
improvements in other consistency measures. Their neg-
ative scaling results were attributed to the reversal curse
(Berglund et al., 2024). If the reversal curse was indeed
the reason for their negative scaling results, we would ex-
pect our scaling results to also be negative. We hypothesize
that their negative results may instead have resulted from
reliance on an error-based metric instead of a correlation-
based metric such as BCC, which may assign lower scores



to models which make more ”confident” predictions. For
further discussion on this, see appendix A.

Our results provide early evidence that larger and more capa-
ble pre-trained models update their beliefs in a manner more
consistent with Bayes’ rule, with BCC increasing approx-
imately log-linearly with scale. These results have many
potential implications. Larger and more capable LLMs
being better modeled as Bayesian updaters indicates they
may learn internally coherent models of the world, which
may allow reasoning. Insofar as their internal world mod-
els are similar to those of humans, this should allow for
more efficient information exchange between humans and
Al systems. On the other hand, concealing information be-
comes more difficult as LLMs can infer the world state more
accurately from subtle cues. If coupled with coherent prefer-
ences, more Bayesian agents may more closely approximate
EUM behavior. Since EUMs with misaligned preferences
may optimize for harmful world states, and are incorrigible
by default, our results call for research in developing robust
alignment and corrigibility methods.

6. Limitations and Future Research

Our study has some limitations. Firstly, we leave rigorous
investigations into the non-significant correlations we ob-
served (BCC with training steps, and BCC with two bench-
marks) and the observed under-updating phenomena to fu-
ture research.

Secondly, our analysis covers only pre-trained models and
only up to 14 billion parameters. As such, caution is needed
before extrapolating our results to larger and more capable
models. Future research should repeat our results for larger
LLMs and fine-tuned LLMs. Both instruction-tuned and
reinforcement-learning-tuned models are interesting candi-
dates for study.

Thirdly, we use cumulative token probabilities as a proxy
for credence in the proposition they compose. It is unclear
whether this is an accurate proxy for action-relevant belief
states. Future research should investigate the validity of this
assumption and explore alternative proxies for an LLM’s
credence in a proposition. Furthermore, evaluating BCC for
untrained models with random parameter initializations can
provide insight into the usefulness the metric.

Finally, we evaluate one of many notions of coherence of
beliefs, and that too with a single metric. Future research
should extend our analysis to include other formulations of
coherence.

7. Conclusion

We hypothesized that LLMs update their credences over
propositions in-context in a manner more consistent with

Bayes’ theorem with increasing model scale and capabil-
ity. We tested this hypothesis over multiple models span-
ning five model families by designing a novel metric, the
Bayesian Coherence Coefficient (BCC), which measures
the correlation between the expected and observed updates
to any evidence. Our results show significant correlations
between the BCC and the log of the number of model pa-
rameters and between the BCC and model performance on
benchmarks commonly used to evaluate model capability,
providing evidence for our hypothesis that larger and more
capable models update their credences more consistently
with Bayes’ theorem.

8. Data and code availability

The language models evaluated in this research are avail-
able for download from the HuggingFace Hub (https:
//huggingface.co/) and can be found by search-
ing for their model names as they appear in the ap-
pendix, figure 8. The benchmark scores and parame-
ter counts were obtained from the Huggingface Open
LLM Leaderboard 2 (https://huggingface.co/
datasets/open—1llm-leaderboard/contents)

The dataset generated and used for evaluating the
Bayesian Coherence Coefficient can be found at : https:
//github.com/AISC10-team09/bayesian_
reasoning/blob/main/data/data. json, and
the code for replicating our analysis can be found
at https://github.com/AISC10-team09/
bayesian_reasoning.git
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A. Alternative Metric
A.1. Bayesian Coherence Error

In addition to the Bayesian Coherence Coefficient (BCC) presented in the main paper, we explored an alternative error-based
metric to quantify Bayesian coherence. The Bayesian Coherence Error (BCE) measures directly the deviation between the
expected and observed belief updates (equation 6). Since BCE is an error metric, smaller values should indicate greater
Bayesian coherence.

1 2
BCE(Ha D) = |5| Z <Aexpected - AObserved) (6)
(c1,¢2,2,h,k)ED

where Aexpected and Agpserved are the expected and observed log odds updates defined in equations 4 and 5 from the main
paper.

A.2. Theoretical Limitations of BCE

Our analysis revealed a fundamental limitation of BCE as a coherence metric. We discovered that BCE exhibits an
undesirable bias toward high-entropy distributions. To illustrate this, consider the pathological case of an LLM that always
outputs a uniform distribution over its vocabulary V. For such a model:

P, h, k
Acxpected = log likelihood ratio = log By(aler, b k) = log % =0 )
Py(x|ca, h, k) 4l
1 1
o L Py(cilx, h, k) Py(c1lh, k) V1 v
Aopserved = log posterior ratio — log prior ratio = log —————+% — log ————~ =log — —log — =0 ®)
menea = log p ep B Polealoahi ) 8 Polealih) 8L T L

This results in BCE = 0, suggesting perfect coherence despite the model providing no meaningful information. BCE can
therefore be minimized trivially by increasing output entropy.

A.3. Empirical Analysis

To empirically validate the above limitation, we analyze how the BCE and BCC metrics behave under different temperature
settings (Figure 7). Temperature scaling is a common technique that modifies the entropy of model outputs without changing
the underlying model parameters.

Figure 7 confirms that correlation-based metrics like BCC are more robust measures of Bayesian coherence, as they are not
confounded by the entropy of the output distribution. We use BCC as our primary metric throughout the paper.

B. Further Results

To further investigate the factors influencing Bayesian coherence and the observed under-updating phenomena (see figure 8),
we examine how the BCC and the update gradient vary with the average evidence log likelihood and the average class log
probability, given as:

average evidence log likelihood = = [log Py(z|c1, h, k) + log Py(x|c2, b, k)] 9

N —

1
average class log probability = <[1og Py(c1|h, k) +log Py(cza|h, k)| + [log Py(c1|z, h, k) + log Py(ca|z, h, k:)])
(10)
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Figure 7. Temperature invariance analysis showing how BCE and BCC metrics behave under different temperature settings. Temperature
scaling modifies the entropy of model outputs without changing underlying model parameters. BCC shows more robust behavior compared
to BCE across different temperature values.

C. Dataset Generation

The prompt text (C.2), the JSON schema (C.3) and an example (C.4) together form the prompt given to a LLM to generate
data for a specific class category.

C.1. Desiderata
For each class category, we provide the following desiderata as instructions to the LLM:

- At least five classes in each category.

- All class names having the same token count.

- At least three conversation histories varying in how they are related to the class category, from very related to unrelated.
- At least 20 pieces of evidence text, distributing these pieces of evidence to favor a specific class, more than one class or
none.
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Figure 10. Scatterplots showing the BCC (blue) and the gradient between the observed and expected updates (red) against the average of
the prior and posterior log probabilities averaged over the class pair. The dataset was sorted based on the average evidence log likelihood
and binned into 10 equal subsets. Each blue point represents the BCC and each red point represents the update gradient for one of 10 bins.
The average evidence log likelihood is decreasing along the x-axis.
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C.2. Prompt Text

Data is to be generated according to the provided JSON schema. Please follow the
schema exactly. There is also an example in JSON format provided. In the example the
\{class\_category\} is "novelists". Now based on the JSON schema and the example,
please create data for a \{class\_category\} "desired class category". There should
be at least 5 \{candidate\_classes\} in this category. Ensure that each of the
\{candidate\_classes\} has exactly the same number of tokens - this includes the
punctuation, the space at the beginning of a class and the full stop at the end. The
number of tokens should be at most 3 - use as few tokens as possible. If the
\{class\_category\} is a proper noun, then the first letter of each word of the
class should be capitalized. If the \{class\_category\} is not a proper noun then
the first letter of each word should not be capitalized. There should be at least 3
\{histories\}, varying in how related they are to the \{class\_category\} (from
completely unrelated to very related). There should be at least 20 pieces of
\{evidence\_text\}. Some pieces of the evidence text should provide high evidence
for one of the classes, other pieces of evidence text should provide evidence for
several or all of the candidate classes and some pieces of evidence text should
provide evidence for none of the candidate classes. Each \{evidence\_text\} should
be accompanied by an array \{points\_to\_classes\}, which is a list of classes in
\{class\_category\} that the evidence supports. This could be a single class, more
than one class, all classes in the \{class\_category\} or none (i.e. an empty list).
The \{evidence\_elicitation\} joined with the \{evidence\_text\} should form a
grammatically correct sentence including spaces and punctuation. The
\{class\_elicitation\} Jjoined with each \{class\} should form a grammatically
correct sentence including spaces and punctuation. It is important to follow the
example for \{class\_elicitation\} and \{evidence\_elicitation\} including spaces
and other punctuation. "desired class category" = "school\_of\_philosophy"

C.3. JSON Schema

JSON Schema

{
"$schema": "https://json-schema.org/draft/2020-12/schema",
"type": "object",
"properties": {
"bayesian_reasoning": {
"typell: llarrayll,
"items": {
"type": "object",
"properties": {
"conversation_history": {
"type": "string",
"description": "the conversation history"
by
"candidate_classes": {
"type": "array",
"items": {
"type": "string"
}y
"minItems": 2,
"uniqueltems": true,
"description": "list of candidate classes"
by
"evidence": {
"type": "string",
"description": "justification or rationale for the classification"
by

"class_elicitation": {
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lltypell: "Stril’lg",
"description": "prompt used to elicit a candidate class"
bo
"evidence_elicitation": ({
lltypell: "Stril’lg",
"description": "prompt used to elicit the evidence"
}
br
"required": [
"conversation_history",
"candidate_classes",
"evidence",
"class_elicitation",
"evidence_elicitation"

}
bo
"required": ["bayesian_reasoning"]

C.4. Example

Example for class type ’novelists”

"bayesian_reasoning": [

{

"class_type": "novelists",
"conversation_history": "We've been discussing literary
styles and historical contexts in literature.",
"candidate_classes": [" William Shakespeare.", " Oscar
Wilde.", " Jane Austen.", " Charles Dickens.", " Virginia
Woolf."],
"class_elicitation": " My favourite author is",
"evidence_elicitation": " I prefer reading",
"evidence": [
{
"category": "literary_analysis",
"evidence_text": " works that bring out the

contemporary social conventions and mores of
its time rather than focusing on poetic
richness and dramatic performance."

"category": "literary_analysis",
"evidence text": " character-driven
narratives."

"category": "historical_context",
"evidence_text": " literature from periods
of significant social transition that
captures changing values, particularly those
written during times when society was
undergoing fundamental shifts in perspective
about class, gender roles, and interpersonal
relationships."

"category": "historical_context",
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"evidence_text": " social observers."

"category": "cultural_ impact",
"evidence_text": " books that challenged
conventional thinking and introduced
progressive social ideas."

"category": "cultural_ impact",
"evidence_text": " enduring classics that
remain relevant centuries later,
particularly those that have been adapted
across multiple media formats and continue
to shape our understanding of narrative
structure and character development in ways
that transcend their original historical
context."

"category": "stylistic_technique",
"evidence_text": " subtle irony."

"category": "stylistic_technique",
"evidence_text": " prose that employs wit
and carefully structured dialogue to develop
character."
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