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ABSTRACT

Machine learning models are known to be vulnerable to adversarial examples. Based on different levels of knowledge that attackers have about the models, adversarial example generation methods can be categorized into white-box and black-box attacks. We study the most realistic attacks, hard-label black-box attacks, where attackers only have the query access of a model and only the final predicted labels are available. The main limitation of the existing hard-label black-box attacks is that they need a large number of model queries, making them inefficient and even infeasible in practice. Inspired by the very successful fuzz testing approach in traditional software testing and computer security domains, we propose fuzzing-based hard-label black-box attacks against machine learning models. We design an AdvFuzzer to explore multiple paths between a source image and a guidance image, and design a LocalFuzzer to explore the nearby space around a given input for identifying potential adversarial examples. We demonstrate that our fuzzing attacks are feasible and effective in generating successful adversarial examples with significantly reduced number of model queries and $L_0$ distance. More interestingly, supplied with a successful adversarial example as a seed, LocalFuzzer can immediately generate more successful adversarial examples even with smaller $L_2$ distance from the source example, indicating that LocalFuzzer itself can be an independent and useful tool to augment many adversarial example generation algorithms.

1 INTRODUCTION

Machine learning models, especially deep neural networks, are demonstrated as being vulnerable to adversarial examples (Biggio et al., 2013; Szegedy et al., 2014). Adversarial examples are generated by adding small perturbations to clean inputs to fool machine learning models to misclassify. In image classification tasks, adversarial examples can be found by many attack methods (Goodfellow et al., 2015; Papernot et al., 2016b; Kurakin et al., 2017; Carlini & Wagner, 2017) with the knowledge of a neural network architecture and its parameters. This type of attacks is considered as white-box attacks. While research on white-box attacks significantly helps the community to better understand adversarial examples and deep neural networks, white-box attacks are only applicable to limited real-world scenarios such as on publicly available models or exposed confidential models.

In many real-world scenarios, black-box attacks are more realistic, where an attacker only has the query access to a model. Some recent attacks (Narodytska & Kasiviswanathan, 2017; Chen et al., 2017; Hayes & Danezis, 2018; Ilyas et al., 2018) rely on probability vectors (e.g., predicted scores or logits) of a model to generate adversarial examples, and they are referred to as soft-label black-box attacks. However, in many more realistic scenarios, only the final predicted labels (e.g., the top-1 class label) of a model are available to the attackers. This category of attacks is referred to as hard-label black-box attacks. Three recent attack methods including Boundary attack (Brendel et al., 2017), Label-only attack (Ilyas et al., 2018), and Opt attack (Cheng et al., 2019) fall into this category. However, although they can generate adversarial examples with comparable perturbations to white-box attacks, the main limitation of existing hard-label black-box attacks is that they need a large number of model queries since model information is not available.

From a unique perspective, we propose fuzzing-based hard-label black-box attacks by leveraging the fuzzing approach that is very successful in software testing and computer security domains (My-
The generation of adversarial examples can be essentially considered as an optimization problem. In order to find an optimal adversarial example around a clean input, attack algorithms need information such as gradient of the loss function, vectors of classification probability, or hard labels from a model as guidance to walk toward the goal. The adversarial examples then cause the model to misclassify. Interestingly, we consider the following analogy: a machine learning model to be attacked is similar to a target program to be tested for correctness or security bugs. Adversarial examples that cause a model to misclassify are analogous to inputs that trigger a target program to crash. These similarities and the huge success of the fuzzing approach in those traditional domains inspire us to leverage an originally black-box software testing technique, *fuzz testing*, for exploring black-box adversarial example attacks in the adversarial machine learning domain.

The word “fuzz” was first proposed by Miller et al. [1990] to represent random, unexpected, and unstructured data (Takanen et al., 2008). Fuzz testing aims to find program failures by iteratively and randomly generating inputs to test a target program (Klees et al., 2018). It is a very effective approach to identifying correctness or security bugs in traditional software systems (Haller et al., 2013; Appelt et al., 2014; Jeong et al., 2019) as well as development or deployment bugs in machine learning models (Odena et al., 2019; Xie et al., 2018).

In this paper, we propose fuzzing-based attacks against machine learning models in hard-label black-box settings. We take the fuzz testing approach to generate random inputs for exploring the adversarial example space. We design two fuzzers: an adversarial fuzzer (referred to as AdvFuzzer) and a local fuzzer (referred to as LocalFuzzer). AdvFuzzer explores multiple paths from a clean example to a guidance example. LocalFuzzer explores the nearby space around a given input. Our approach can be applied in both targeted and untargeted settings, aiming to generate adversarial examples using a much smaller number of model queries than existing hard-label black-box attacks. Note that when a successful adversarial example is supplied as the input, LocalFuzzer has the potential to generate a large number of other successful adversarial examples in bulk. This bulk generation can be applied to adversarial examples generated from any attack methods, and potentially refine their “optimized” adversarial examples by reducing the $L_2$ distance from the source example.

We perform experiments to attack deep neural networks for MNIST and CIFAR-10 datasets to evaluate our fuzzing approach. The experimental results show that our fuzzing attacks are feasible, efficient, and effective. For example, the number of model queries can be reduced by 10-18 folds for MNIST and 2-5 folds for CIFAR-10 in untargeted attacks in comparison between ours and existing hard-label black-box methods. We also evaluate our LocalFuzzer on successful examples generated by Boundary attack, Opt attack, and our fuzzing attacks to validate its usefulness. For example, we achieve 100% success bulk generation rate and 48%-100% success bulk generation rate with lower $L_2$ for MNIST adversarial examples generated by different methods in untargeted attacks. Our work provides evidence on the feasibility and benefits of fuzzing-based attacks. To the best of our knowledge, this is the first work on exploring fuzz testing in adversarial example attacks.

## 2 Background and Related Work

**Adversarial Examples** In this paper, we consider computer vision classification tasks, in which a DNN model $f$ aims to classify an input image $x$ to a class $y$. We define a clean input image $x$ as *source example* with source class $y$. The attack goal is to generate an adversarial example $x'$ close to source example $x$ such that: (1) $x'$ is misclassified as any class other than the source class $y$ in the *untargeted attack* setting, or (2) $x'$ is misclassified as a specific class $y' != y$ in the *targeted attack* setting. We consider that an adversary has the hard-label black-box capability which means the adversary only has the query access to the model $f$ and only final label outputs are available.

**White-box attacks** Most existing attacks rely on full access to the model architecture and parameters. Example attack algorithms include Fast Gradient Sign Method (Goodfellow et al., 2015), Jacobian-based Saliency Map Approach (Papernot et al., 2016b), Basic Iterative Method (Kurakin et al., 2017), L-BFGS (Szegedy et al., 2014), Carlini & Wagner attack (Carlini & Wagner, 2017), etc. White-box attacks need gradient information of the loss function as guidance to find adversarial examples. However, the white-box scenarios are not very realistic considering the fact that many real-world machine learning models are confidential. Besides, white-box attacks can only be applied to differentiable model architectures like DNNs not to tree-based models.
Black-box attacks In many real-world scenarios, black-box attacks are more realistic where attackers only have the query access to the model and do not have detailed model information. One type of black-box attacks is transferability-based (Papernot et al., 2017), where an adversary trains a substitute model with a substitute dataset and then generates adversarial examples from the substitute model using white-box attacks. Because of the transferability (Szegedy et al., 2014; Goodfellow et al., 2015; Papernot et al., 2016a), adversarial examples generated from the substitute model can potentially fool the targeted model, even if the two models have different architectures. One limitation of this approach is that it needs information about training data. Besides, attacking the substitute model leads to larger perturbation and lower success rate (Chen et al., 2017; Papernot et al., 2016a, 2017).

Soft-label black-box attacks (Chen et al., 2017; Narodytska & Kasiviswanathan, 2017; Ilyas et al., 2018) rely on classification probability to generate adversarial examples. Since the classification probability vectors are usually inaccessible, hard-label black-box attacks are considered as more realistic, where only the final predicted labels are available to the attackers. Boundary attack (Brendel et al., 2017) is based on a random walk around the decision boundary using examples drawn from a proposal distribution. Label-only attack (Ilyas et al., 2018) uses discretized score, image robustness of random perturbation, and Monte Carlo approximation to find a proxy for the output probability and then uses an NES gradient estimator to generate adversarial examples in a similar way as soft-label black-box attacks. Opt attack (Cheng et al., 2019) reformulates the problem as a continuous real-valued optimization problem which can be solved by any zeroth-order optimization algorithm. The main limitation of these existing hard-label black-box attacks is that they need a large number of model queries, in part because they follow the traditional (approximated) optimization approach and they all aim to walk closer to a clean example starting from a point that is already adversarial. This limitation makes them inefficient and even infeasible in practice when the allowed number of queries is limited by a model. In contrast, our fuzzing-based hard-label black-box attacks start from a clean example and walk away from it step by step. With careful guidance and leveraging the randomness advantage of the fuzz testing approach, our attacks have the potential to use a much smaller number of queries to generate a successful adversarial example.

3 Approach and Algorithms

3.1 Overview of our Approach

Fuzz testing was first proposed by Miller et al. (1990). The key idea is to use random, unexpected, and unstructured data to find program failures. In recent years, fuzzers such as AFL (Zalewski 2007) and libFuzzer (Serebryany 2016) have gained great popularity because of their effectiveness and scalability. A typical fuzzer works by iteratively (1) selecting a seed input from a pool, (2) mutating the chosen seed to generate new inputs, (3) evaluating the newly generated inputs, and (4) recording observations such as program crashes and adding useful inputs into the seed pool. Our fuzzing-based hard-label black-box attacks leverage the basic idea of fuzz testing to explore the adversarial example space.

Figure 1 depicts the basic intuition of our attacks. We design two fuzzers: an adversarial fuzzer (referred to as AdvFuzzer) and a local fuzzer (referred to as LocalFuzzer). Starting from a source image which is clean, AdvFuzzer slowly (thus with less amount of perturbations) walks away from it step by step by randomly selecting a path toward a guidance image. With multiple runs, AdvFuzzer will explore multiple random paths aiming to explore different regions of the adversarial example space between the two images. The guidance image could be a clean image of a specific target class for performing targeted attacks, or any image not of the source (image) class for performing untargeted attacks. LocalFuzzer aims to explore the nearby
data points for identifying potential adversarial examples around the current image as AdvFuzzer takes the main steps.

It is important to point out that AdvFuzzer walks from a source image to a guidance image, thus taking a reverse direction from what is taken in existing hard-label black-box attacks including Boundary attack (Brendel et al., 2017), Label-only attack (Ilyas et al., 2018), and Opt attack (Cheng et al., 2019). Combining this strategy with the randomness advantage of the fuzz testing approach, our attacks have the potential to use a much smaller number of queries to more efficiently or practically generate successful adversarial examples. Moreover, LocalFuzzer can indeed be applied to any attack methods including black-box and white-box ones. When LocalFuzzer is supplied with a successful adversarial example as a seed, it can efficiently generate new successful adversarial examples in bulk and among which further optimized (e.g., in terms of reducing the $L_2$ distance from the source image) ones could even be identified.

3.2 ALGORITHMS

AdvFuzzer The logic for AdvFuzzer is presented in Algorithm 1. It generates an adversarial example $img_{adv}$ as output, and takes a target model $f$, $isTargeted$ parameter, a source image $img_s$, a guidance image $img_g$, and attack guidance strategy $k$ as inputs. For every iteration of the while loop, a random main step is taken by selecting a perturbation $\epsilon$ based on the attack guidance strategy $k$ (Line 4). We adopt a $L_0$ strategy which changes a random pixel in the perturbation $\epsilon$ image to the corresponding difference pixel value between the guidance image and the current image. Note that other strategies based on $L_\infty$ and $L_2$ could also be applied but we found $L_0$ strategy is the most effective. If the current image reaches the attack goal, a medium level LocalFuzzer is applied to explore the nearby space for potentially generating more successful adversarial examples. Otherwise, a small level LocalFuzzer is used to check if some successful adversarial examples could still be found nearby. The while loop ends whenever a successful example is found or the number of steps reaches the maximum number of steps which is the $L_0$ distance between the source image and the guidance image. It will then fine tune a random successful adversarial example in the adversarial example set $S_{adv}$ by using a walk_back fuzzer. The walk_back fuzzer works in a similar manner as LocalFuzzer as described below.

Algorithm 1 AdvFuzzer: generating an adversarial example using fuzzing

Input: $f$: a black-box model,  
$\text{isTargeted}$: True for targeted attack and False for untargeted attack,  
$\text{img}_s$: a source image with class $s$, i.e., $f(\text{img}_s) = s$,  
$\text{img}_g$: a guidance image with $f(\text{img}_g) = t$ for targeted attack  
or $f(\text{img}_g)! = s$ for untargeted attack, 
$k$: attack guidance, e.g., based on $L_0$ or $L_\infty$ distance.

Output: $\text{img}_{adv}$: an adversarial example from a successful adversarial examples set $S_{adv}$.

1: $S_{adv} \leftarrow \emptyset$
2: $\text{img}_{cur} \leftarrow \text{img}_s$
3: while $\text{size}(S_{adv}) == 0$ and $\text{num} \_\text{steps} < \text{MAX} \_\text{STEPS}$ do
4: $\epsilon = \text{SelectPerturbationAlongMainDirection}(\text{img}_{cur}, \text{img}_g, k)$
5: $\text{img}_{cur} = \text{img}_{cur} + \epsilon$
6: if ($\text{isTargeted}$ and $f(\text{img}_{cur}) == t$) or ($\text{isTargeted}$ and $f(\text{img}_{cur}) != s$) then
7: $S_{adv} = S_{adv} \cup \text{LocalFuzzer}(f, \text{img}_{cur}, s, t, \text{isTargeted}, \text{medium} \_\text{level})$
8: else
9: $S_{adv} = S_{adv} \cup \text{LocalFuzzer}(f, \text{img}_{cur}, s, t, \text{isTargeted}, \text{small} \_\text{level})$
10: $\text{num} \_\text{steps} += 1$
11: $\text{img}_{adv} = \text{walk} \_\text{back}(f, \text{img}_s, S_{adv}[0], s, t, \text{medium} \_\text{level}, \text{isTargeted})$
12: return $\text{img}_{adv}$

LocalFuzzer LocalFuzzer is described in Algorithm 2. Its goal is to generate a set of adversarial examples potentially around an input image $\text{img}$. An adversarial example set $S_{adv}$ and a set $S_{all}$ including all examples are maintained as seed pools. A candidate seed is randomly selected and then mutated. For an input image, fuzzer_level controls the total number of mutated images to
be generated. In each iteration, a random perturbation based mutation is applied. The mutation function randomly selects one pixel of an image and changes its value to any real number between 0 and 1. The mutated image is then added to the adversarial set $S_{adv}$ if it meets the attack goal. The loop stops once the fuzzer level is reached and the adversarial image set $S_{adv}$ (could be empty) is returned. The difference between a LocalFuzzer and a walk back fuzzer is the mutation. Instead of changing one random pixel to a random value between 0 and 1, the walk back fuzzer mutates an image by randomly changing some pixel values of a current image closer or directly to that of the source image.

\begin{algorithm}
\caption{LocalFuzzer: generating a set of adversarial examples using fuzzing locally}
\begin{algorithmic}[1]
\Input \textit{f}: a black-box model,
\hspace{1em} \textit{img}: an input image,
\hspace{1em} \textit{s}: source image class,
\hspace{1em} \textit{t}: target class,
\hspace{1em} \textit{isTargeted}: True for targeted attack and False for untargeted attack,
\hspace{1em} \textit{fuzzer level}: level of local fuzzing.
\Output $S_{adv}$: a set of successful adversarial examples.
1: $S_{adv} \leftarrow \emptyset$
2: $S_{all} \leftarrow \{\textit{img}\}$
3: if (\textit{isTargeted} and $f(\textit{img}) == t$) or (\textit{isTargeted} and $f(\textit{img}) != s$) then
4: $S_{adv} = S_{adv} \cup \{\textit{img}\}$
5: for $i$ from 1 to \textit{fuzzer level} do
6: \textbf{if} $S_{adv} != \emptyset$ then
7: $\textit{img}_{rand} = \text{RandomSelect}(S_{adv})$
8: \textbf{else}
9: $\textit{img}_{rand} = \text{RandomSelect}(S_{all})$
10: $\textit{img}_{mut} = \text{mutation}(\textit{img}_{rand})$
11: if (\textit{isTargeted} and $f(\textit{img}_{mut}) == t$) or (\textit{isTargeted} and $f(\textit{img}_{mut}) != s$) then
12: $S_{adv} = S_{adv} \cup \{\textit{img}_{mut}\}$
13: $S_{all} = S_{all} \cup \{\textit{img}_{mut}\}$
14: \textbf{return} $S_{adv}$
\end{algorithmic}
\end{algorithm}

4 Experimental Results

We now evaluate the feasibility and effectiveness of our fuzzing attacks. We use two standard datasets: MNIST [LeCun & Cortes, 2010] and CIFAR-10 [Krizhevsky, 2009]. We compare fuzzing attacks with four attacks including Boundary attack [Brendel et al., 2017], Opt attack [Cheng et al., 2019], and C&W $L_0$ and $L_2$ attacks [Carlini & Wagner, 2017]. Note that C&W attacks are white-box attacks. All the experiments are performed for both targeted attacks and untargeted attacks. Label-only attack [Ilyas et al., 2018] was evaluated by the authors only on ImageNet and we could not find its code for MNIST and CIFAR-10, so we did not include it in our evaluation.

To have a fair comparison, we adopt the same network architecture for MNIST and CIFAR-10 used in [Carlini & Wagner, 2017]. Note that [Brendel et al., 2017] also used the same network architecture, which has two convolution layers followed by a max-pooling layer, two convolution layers, a max-pooling layer, two fully-connected layers, and a softmax layer. Using the same parameters as reported in [Carlini & Wagner, 2017], we obtained 99.49% and 82.71% test accuracy for MNIST and CIFAR-10, respectively.

4.1 Overall Results

From the test set of each dataset, we randomly selected 10 images for each of the 10 classes. These same 100 images are used as source examples for all attacks. We use white-box C&W $L_0$ and $L_2$
attack\(^1\) as baselines, and use Boundary attack\(^2\) and Opt attack\(^3\) for comparison. We adopt the default parameters for the four attacks from their corresponding original implementations. As for fuzzing attacks, we use three different small LocalFuzzer levels including 100, 300, and 500. We report the average \(L_0\) and \(L_2\) distances between a successful adversarial example and a source image, and the average number of queries for successful adversarial examples generated from 100 attack attempts. \(L_0\) measures the number of different pixels between two images and \(L_2\) is the Euclidean distance. Using the default attack parameters in the corresponding implementations, Opt attack, C&W attacks, and our fuzzing attacks can achieve 100\% success rates while Boundary attack achieves between 90\% and 100\% success rates. Note that due to the randomness of our fuzzing attacks, the results could vary in a certain range from run to run.

**Untargeted Attacks** An untargeted attack is successful when an adversarial image is classified as any class other than the source class. Although the guidance images in untargeted attacks could be any randomly generated images or legitimate images classified as any class other than the source class, we use the same guidance images in the targeted attacks for consistency. Also, we found that there is not much difference between using a randomly generated guidance image and a legitimate image. The results for untargeted attacks are summarized in Table 1. While Boundary attack and Opt attack can generate successful adversarial examples with smaller \(L_2\) distance compared to C&W attacks, they tend to change most of the pixels in an image since their average \(L_0\) is higher. However, adversarial examples generated from our fuzzing attacks have larger \(L_2\) distance but smaller \(L_0\) distance. The results are comparable to C&W \(L_0\) attack. The first row in Figure 2 shows the successful adversarial examples from the untargeted fuzzing attacks on MNIST and CIFAR-10. The perturbations on CIFAR-10 are largely imperceptible by human eyes while they are more obvious on MNIST. This is mostly due to the uniform dark background of MNIST images \(^4\) especially when \(L_0\) is reduced and \(L_2\) is increased. What we want to highlight is that the average number of queries used by our fuzzing attacks is significantly decreased by 10-18 folds and 2-5 folds for MNIST and CIFAR-10, respectively.

### Table 1: Results for Untargeted Attacks

<table>
<thead>
<tr>
<th></th>
<th>MNIST</th>
<th>CIFAR-10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(L_0)</td>
<td>(L_2)</td>
</tr>
<tr>
<td>Boundary attack</td>
<td>769</td>
<td>1.1454</td>
</tr>
<tr>
<td>Opt attack</td>
<td>784</td>
<td>1.0839</td>
</tr>
<tr>
<td>C&amp;W (L_0) attack</td>
<td>10</td>
<td>2.5963</td>
</tr>
<tr>
<td>C&amp;W (L_2) attack</td>
<td>749</td>
<td>1.4653</td>
</tr>
<tr>
<td>Fuzzing attack 100</td>
<td>19</td>
<td>2.5536</td>
</tr>
<tr>
<td>Fuzzing attack 300</td>
<td>19</td>
<td>2.5041</td>
</tr>
<tr>
<td>Fuzzing attack 500</td>
<td>19</td>
<td>2.4525</td>
</tr>
</tbody>
</table>

**Targeted Attacks** We consider next label targeted attacks \(^5\) where the adversarial goal is for an adversarial example to be misclassified as a target class \(y_t\) such that \(y_t = (y + 1)\) module 10 where \(y\) is the source class. The results for targeted attacks are shown in Table 2. The second row in Figure 2 shows the successful adversarial examples from the targeted fuzzing attacks on MNIST and CIFAR-10. The perturbations for targeted attacks are visually larger

---

\(^1\)https://github.com/carlini/nn_robust_attacks
\(^2\)https://github.com/bethgelab/foolbox
\(^3\)https://github.com/LeMinhThong/blackbox-attack

---

Figure 2: Successful adversarial examples from fuzzing attacks on MNIST and CIFAR-10
Table 2: Results for Targeted Attacks

<table>
<thead>
<tr>
<th></th>
<th>MNIST</th>
<th>CIFAR-10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg $L_0$</td>
<td>Avg $L_2$</td>
</tr>
<tr>
<td>Boundary attack</td>
<td>773</td>
<td>1.8393</td>
</tr>
<tr>
<td>Opt attack</td>
<td>784</td>
<td>1.9040</td>
</tr>
<tr>
<td>C&amp;W $L_0$ attack</td>
<td>26</td>
<td>3.6744</td>
</tr>
<tr>
<td>C&amp;W $L_2$ attack</td>
<td>742</td>
<td>2.1752</td>
</tr>
<tr>
<td>Fuzzing attack 100</td>
<td>43</td>
<td>3.3925</td>
</tr>
<tr>
<td>Fuzzing attack 300</td>
<td>42</td>
<td>3.3553</td>
</tr>
<tr>
<td>Fuzzing attack 500</td>
<td>41</td>
<td>3.3690</td>
</tr>
</tbody>
</table>

than the perturbations for untargeted attacks. Similarly, the fuzzing attack decreases the average $L_0$ distance while increases the average $L_2$ distance. The fuzzing attacks also reduce the average number of queries by 8-9 folds and 2-2.5 folds for MNIST and CIFAR-10, respectively. Note that it is harder to find successful adversarial examples using LocalFuzzer levels of 300 and 500 on CIFAR-10 because of the larger feature space compared to MNIST and the smaller adversarial space in the targeted attacks compared to that of the untargeted attacks.

Overall, the randomness advantages of the fuzzing approach help to reduce the average number of queries and $L_0$ distance by sacrificing a small amount of $L_2$ distance. The experimental results show that fuzzing attacks are feasible and effective. However, they potentially can be further strengthened by improving the fuzzing process such as seed selection, main direction selection, step selection, mutation operation selection, etc.

4.2 RESULTS ON APPLYING LOCALFUZZER ON SUCCESSFUL ADVERSARIAL EXAMPLES

We now apply LocalFuzzer on successful adversarial examples generated from Boundary attack, Opt attack, and our fuzzing attacks to more intensively evaluate the bulk generation capability of LocalFuzzer. We leverage the successful adversarial examples from the experiments in Section 4.1 for both untargeted and targeted attacks. For fuzzing attacks, we use the adversarial examples generated with a LocalFuzzer level of 500 which are shown in the third row of fuzzing attacks in both Table 1 and Table 2. Three experiments with different LocalFuzzer levels of 100, 1,000, and 5,000 are performed.

We report six metrics including M1: success bulk generation rate (i.e., the percent of bulk runs returning successful examples); M2: average number of successful examples generated in a bulk run; M3: success bulk generation rate with lower $L_2$ (i.e., percent of success bulk runs returning adversarial examples with $L_2$ lower than that of the seed image); M4: average number of successful examples with lower $L_2$ in a bulk run; M5: average decreased $L_2$ of successful examples with lower $L_2$; M6: average $L_2$ decreasing rate of successful examples with lower $L_2$.

The results for untargeted attacks and targeted attacks are presented in Table 3 and Table 4, respectively. We achieve 100% success bulk generation rate across runs in all experiments, which indicates the great benefits of the bulk generation capability of LocalFuzzer. It is also demonstrated that the “optimized” adversarial examples from Boundary attack and Opt attack can further be refined. LocalFuzzer takes relatively a smaller number of queries (i.e., 100, 1,000, and 5,000 in the experiments) compared with what was taken originally in Boundary attack and Opt attack, but can immediately generate more successful adversarial examples even with smaller $L_2$ distance from the source example. These results indicate that LocalFuzzer itself can be an independent and useful tool to augment many adversarial example generation algorithms.

5 CONCLUSION AND DISCUSSION

Inspired by the similarities between attacking a machine learning model and testing the correctness or security bug of a program, we proposed fuzzing-based hard-label black-box attacks to generate adversarial examples. We designed two fuzzers, AdvFuzzer and LocalFuzzer, to explore multiple random paths between a source image and a guidance image, and the nearby space of each step
Table 3: Bulking successful examples from untargeted attacks

<table>
<thead>
<tr>
<th>Attack</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary Attack</td>
<td>100%</td>
<td>63</td>
<td>66.00%</td>
<td>16</td>
<td>2.45e-3</td>
<td>0.23%</td>
</tr>
<tr>
<td>MNIST</td>
<td>100%</td>
<td>736</td>
<td>58.23%</td>
<td>56</td>
<td>4.93e-3</td>
<td>0.48%</td>
</tr>
<tr>
<td>Opt Attack</td>
<td>100%</td>
<td>3,888</td>
<td>73.00%</td>
<td>112</td>
<td>5.64e-3</td>
<td>0.56%</td>
</tr>
<tr>
<td>Fuzzing Attack</td>
<td>100%</td>
<td>92</td>
<td>67.00%</td>
<td>7</td>
<td>1.97e-2</td>
<td>0.90%</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>939</td>
<td>100%</td>
<td>75</td>
<td>3.99e-2</td>
<td>1.81%</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>4,730</td>
<td>100%</td>
<td>425</td>
<td>3.99e-2</td>
<td>1.81%</td>
</tr>
</tbody>
</table>

Table 4: Bulking successful examples from targeted attacks

<table>
<thead>
<tr>
<th>Attack</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boundary Attack</td>
<td>100%</td>
<td>57</td>
<td>3.26%</td>
<td>3</td>
<td>0.14e-3</td>
<td>0.07%</td>
</tr>
<tr>
<td>MNIST</td>
<td>100%</td>
<td>676</td>
<td>6.52%</td>
<td>4</td>
<td>0.17e-3</td>
<td>0.07%</td>
</tr>
<tr>
<td>Opt Attack</td>
<td>100%</td>
<td>3,726</td>
<td>9.78%</td>
<td>8</td>
<td>0.29e-3</td>
<td>0.10%</td>
</tr>
<tr>
<td>Fuzzing Attack</td>
<td>100%</td>
<td>69</td>
<td>2.00%</td>
<td>2</td>
<td>0.15e-3</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>757</td>
<td>7.00%</td>
<td>3</td>
<td>0.18e-3</td>
<td>0.06%</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>3,936</td>
<td>10.00%</td>
<td>4</td>
<td>0.12e-3</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>93</td>
<td>24.21%</td>
<td>8</td>
<td>6.34e-3</td>
<td>0.42%</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>943</td>
<td>58.95%</td>
<td>54</td>
<td>8.93e-3</td>
<td>0.56%</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>4,774</td>
<td>80.00%</td>
<td>258</td>
<td>3.99e-2</td>
<td>1.81%</td>
</tr>
</tbody>
</table>

along the way. We evaluated our fuzzing attacks using MNIST and CIFAR-10 datasets, and compared ours with four existing attacks including Boundary attack, Opt attack, and C&W $L_0$ and $L_2$ attacks. The experimental results demonstrated that our fuzzing attacks are feasible and effective. Moreover, LocalFuzzer has the bulk successful example generation capability and distance refinement capability on adversarial examples generated from different attack methods. We would recommend LocalFuzzer as an independent and useful tool for augmenting many adversarial example generation algorithms.

Our work provides evidence on adopting fuzz testing in the adversarial example generation domain. Although the randomness advantage of the fuzzing attacks could help reduce the number of model queries, one limitation of our attacks is that they sacrifice the $L_2$ distance to a small extent. We expect that further improvement of the fuzzing process could be explored to construct more powerful
fuzzing-based attacks. For example, potential ways for improvement could be a better guidance strategy in the main direction selection, a refined seed selection process, a refined mutation function, etc. We are working on improving our approach and we hope our fuzzing attacks could inspire more related research in the future.
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